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Robotic Micromanipulation and Microassembly
using Mono-view and Multi-scale Visual Servoing

B. Tamadazte, Member, IEEE, N. Le-Fort Piat, and S. Dembélé,

Abstract—This paper investigates sequential robotic microma-
nipulation and microassembly in order to build 3-D microsystems
and devices. A mono-view and multiple scale 2-D visual control
scheme is implemented for that purpose. The imaging system
used is a photon video microscope endowed with an active
zoom enabling to work at multiple scales. It is modelled by a
non-linear projective method where the relation between the
focal length and the zoom factor is explicitly established. A
distributed robotic system (xyθ system, φz system) with a two-
fingers gripping system is used in conjunction with the imaging
system. The results of experiments demonstrate the relevance of
the proposed approaches. The tasks were performed with the
following accuracy: 1.4 µm for the positioning error, and 0.5 ◦

for the orientation error.

Index Terms—Microassembly, micromanipulation, micro-
robotic, multiple scale visual servoing, depth-from-focus.

I. INTRODUCTION

THE development of micro electromechanical systems
(MEMS) as well as micro opto electromechanical

systems (MOEMS) has led to smaller components and
increasingly complex microstructures, thus requiring
sophisticated micromanipulation techniques. Furthermore,
no commercial success of these products is possible
without reliable and cost-effective assembly and packaging
technologies. Therefore, researches conducted in the last
decade have led to the definition of micromanipulation
and microassembly techniques [1] and the development of
microrobotic cells in order to assist the human operator for the
handling or the assembly of such microparts, e.g. [2], [3]. In
contrast to self-assembly [4], robotic microassembly is direct,
deterministic and based on serial [5] or parallel [6] approaches.
Recently, the automation of microassembly tasks represents
some of the ultimate goals. Meanwhile, the availability of
high resolution cameras and powerful microprocessors have
allowed vision systems to play a key role in the automatic
assembly domain of microsystems. Therefore, vision sensors
are essential to perform microhandling tasks, as well as
in tele-operated, semi-automatic than full-automatic modes.
Several vision techniques have been successfully implemented
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in the microdomain [7], [8], [9], [6], [10], [11]. Also, in the
literature, it was shown that vision feedback control is an
appropriate solution in the automation of microhandling and
microassembly tasks. However, a large part of the control
laws presented in the literature are of image-based visual
servoing type; few works deal with the use of pose-based
visual control techniques and still less concern multiple
scale control laws approaches. In [8] and [12], the authors
proposed the use of a distributed imaging system: a high
resolution optical microscope delivering a local view and
a camera equipped with standard lens delivering a global
view of the workscene. That dual system was, then, used to
realize a multi view and multi scale image-based visual servo.
However, multiple scale approaches can be computed and
implemented using a single imaging system. This one have to
be equipped with an electronically controllable zoom (active
zoom). An illustration is stated in [13], where a multiple
scale image visual control using active zooming prevents the
target to go out of the field of view.

In this paper, a full automatic micromanipulation and micro-
assembly have been investigated. Our contribution concerns
the design of a new visual feedback method. This method is
based on a mono-view and multiple scale image-based visual
servo using dynamic zoom and focus and is decomposed
in two mains parts. The first part is the definition of a
multiscale model of the video microscope that the parameters
are obtained by applying a new calibration method. The
originality of this method lies especially in the computation
of the multiple scale (for each magnification step) model of
the optical microscope using a 2D virtual template. Thus,
the relation between the focal length and the zoom factor
is established and introduced in the visual control law. The
second part concerns the development of the visual-based
control law using only a single view. Due to the weak
depth of field of the video microscope, a depth-from-focus
method is used to compute the depth information between
the microscope and the gripper. This information is used in
the visual control law in order to maintain the focusing of
the video microscope on the micromanipulator during the
micromanipulation or microassembly process.

This new approach is well appropriated for the performing
of micromanipulation and microassembly processes needed
a very high precision. The method and algorithms proposed
had been implemented on an experimental setup including a
five degrees of freedom (dof) distributed robotic system (three
dof (xyθ) dedicated to the mobile platform and two dof (zφ)
dedicated to the manipulator), a gripping system, an imaging
system and a clean environment. The micro-objects to handle
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or assemble consist of 400 µm × 400 µm × 100 µm silicon
components.

This paper is structured as followed: Section II presents the
decomposition of the robotic micromanipulation process as
a sequence of basic tasks. Section III develops the concepts
of the mono view multiple scale visual control. A multiple
scale modelling of the photon video microscope is proposed in
section IV. The corresponding calibration approach combining
robotic and vision is also presented. Section V exposes the
vision algorithms used in the experiments. They include the
tracking of the micro-object and of the gripper in the images
of the scene, the autofocus achievement and the recovery of
depth. The experimental setup and related results are presented
in section VI. They show the relevance of the proposed
concepts.

II. TASK PLANNING OF ROBOTIC MICROMANIPULATION

Robotic manipulation corresponds to the handling and
positioning of microparts by means of a robotic system in
conjunction with a gripping system and an imaging system.

Let the purpose of the primary (manipulation) task be a
cyclical pick up of microparts from the initial locations and
their place in target locations. The function chart of Fig. 1 is
the representation of a sequence enabling the achievement of
the pick-and-place process. Some tasks require high accuracy,
so it is recommended to check up on their success rate. The
chart representing the sequence can include this possibility as
illustrated in Fig. 1.

• task 1: autofocusing. This task enables to keep the micro-object
focused in the images of the scene during the process.

• task 2: detection of the component. The gripping of the part
assumes its recognition and localization in the scene.

• task 3: aligning of the component in parallel to the axis. This
task includes the increasing of the scale.

• task 4: positioning and centering of the component under the
gripper. This task includes the increasing of the scale.

• task 5: opening of the gripper fingers.
• task 6: descent of the gripper.
• task 7: closing of the gripper fingers. Every finger-tip (p1 and
p2 for the upper and lower tip, respectively) is displaced into a
contact point (p∗1 and p∗2, respectively) located in the gripping
plane of the micropart.

• task 8: grasping of the component. This task is performed using
a vision-based control law.

• task 8: ascent of the gripper with the component.
• task 9: positioning of the component in the target place.
• task 10: descent of the gripper with the component.
• task 11: opening of the gripper in order to release the compo-

nent. This task is decisive in the process, because of the high
level of capillary forces [14]. The micro-object tends to stick
on the fingers after their opening.

• task 12: positioning of the gripper back to its initial place.

The sequence of tasks can be considered as a model for the
behavior of the systems dedicated to perform the manipulation
task. Consequently, it can be used as means to perform the
control of these systems. The manipulation appears as a
sequence of servo controls including visual controls. As the
optical microscope used is a multiple scale imaging systems

(equipped with a dynamic zooming system), dynamic and
multiscale visual servoings are developed here.

III. MULTIPLE SCALE VISUAL CONTROL

Image-based visual control, more particularly 2-D visual
servoing is accurate and robust towards the errors of modelling
of the imaging and the robotic systems [15]. Thus, this kind of
servoing is suitable for the achievement of basic manipulation
tasks. Among the various choices of control laws, exponential
and polynomial decrease of error exhibit high efficiency.

A. Modelling of image-based visual control law integrating
the zoom control

From a general point of view, the aim of vision-based
control schemes is to minimize the error e(t) [16] typically
defined by:

e(t) = s(m(t))− s∗ (1)

where m is a set of visual information s extracted from the
image (e.g. the image coordinates of interest points) and s∗ the
desired visual features. In our case, the vector e contains the
coordinates of the four corners of the bonding box (tracking
windows) delimiting the micro-object to be handling. The
introduction of the zoom control in the final visual control
law can be summarized by adding a new degree of freedom.
In multiple scale visual control laws, the focal length f , the
desired value of the visual feature points s∗ and the current
value of these points s are functions of the zoom factor ζ:
f(ζ), s∗(ζ) and s(ζ), (Fig. 2). Therefore, (1) becomes:

e(t) = s(m(t, ζ))− s∗(ζ) (2)

Fig. 1. Sequential function chart of the picking and placing of a microcom-
ponent.
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Designing the control scheme requires the computation of
the relationship between the time variation of s(ζ) and the
camera velocity. Let the spatial velocity of the camera (optical
microscope) be denoted by v = (v, ω): v is the instantaneous
linear velocity and ω is the instantaneous angular velocity. In
the case of controlling a 6 dof robot, v = (vx, vy, vz)

> and ω =
(ωx, ωy, ωz)

>. In our case, a 5 dof microrobot is considered
e.g., 3 dof (x, y, θ) for the positioning platform and 2 dof
(z, φ) for the micromanipulator, so v = (vx, vy, vz)

> and ω
= (ωθ, ωφ)>. In [15], the relationship between the velocity
variations of ṡ and v is given by:

ṡ = Lsv (3)

where Ls (Ls ∈ Rn×6) is the interaction matrix (also called
jacobian image) related to s. The parameter n represents the
number of visual features used.

In our case, Ls is function of s, ζ and Z∗, so the (3)
becomes:

ṡ = Ls(s, Z
∗, ζ)v (4)

where Z∗ is the desired depth information processed by the
depth-from-focus method presented in the section V-B. If we
consider a 3-D point P with the coordinates (X, Y, Z) in the
camera frame Rc, which can be projected in the image frame
RI with the coordinates p = (x, y), we obtain:

x = X/Z = (u− x0) /f(ζ) (5)
y = Y/Z = (u− y0) /f(ζ) (6)

where (x0, y0) and f(ζ) are the optical microscope intrinsic
parameters (these parameters are computed using the cali-
bration method presented in the section IV). More precisely,
(x0, y0) are the coordinates of the principal point and (u, v)
are the coordinates of the image point p expressed in pixel
units.

Performing time derivation of (5) and (6), with some
handling (more details can be found in [15]) we obtain:

Ls =

(
Ls(x(n), Z∗, ζ)
Ls(y(n), Z∗, ζ)

)
(7)

where:

Ls(x(n), Z
∗, ζ) =

−1
Z∗ 0 x1(ζ)

Z∗ x1(ζ)y1(ζ) −1− x21(ζ) y1(ζ)
−1
Z∗ 0 x2(ζ)

Z∗ x2(ζ)y2(ζ) −1− x22(ζ) y2(ζ)
−1
Z∗ 0 x3(ζ)

Z∗ x2(ζ)y2(ζ) −1− x23(ζ) y3(ζ)
−1
Z∗ 0 x4(ζ)

Z∗ x2(ζ)y2(ζ) −1− x4(ζ)
2 y4(ζ)

 (8)

Ls(y(n), Z
∗, ζ) =

0 −1
Z∗

y1(ζ)
Z∗ 1 + y21(ζ) −x1(ζ)y1(ζ) −x1(ζ)

0 −1
Z∗

y2(ζ)
Z∗ 1 + y22(ζ) −x2(ζ)y2(ζ) −x2(ζ)

0 −1
Z∗

y3(ζ)
Z∗ 1 + y23(ζ) −x3(ζ)y3(ζ) −x3(ζ)

0 −1
Z∗

y4(ζ)
Z∗ 1 + y24(ζ) −x4(ζ)y4(ζ) −x4(ζ)

 (9)

We can define the relationship between the camera velocity
and the time variation of e given by (1). This relation is:

ė = Lsv (10)

If we want to ensure an exponential decoupled decrease of
the error e, we can write:

ė = λe (11)

where λ is a positive gain.
Therefore, from (10) and (11), the control law can be

deduced.

v = −λL+
s e (12)

with L+
s is the pseudo-inverse of Ls. If det(Ls) 6= 0 it is

possible to use directly the inverse L−1s of the interaction
matrix Ls, giving the control law:

v = −λL−1s e (13)

To improve the convergence rate and the stability of the
developed control law, we have implemented an adaptive gain
(the gain decreases when the error decreases). Therefore, the
positive gain λ is replaced by the adaptive gain λa processed
as follows:

λa = (λmin − λmax)exp−ρ‖e‖ + λmax (14)

where λmax and λmin are the maximum and minimum values
of λa. The experimental results presented in this paper are
obtained with λmin = 0.1 and λmax = 1. The parameter ρ
allows the tuning of the exponential decreasing rate of the
error and ‖ e ‖ is its related norm. The evolution of the λa
during a micromanipulation task is shown in Fig. 10.

The multiple scale visual servoing scheme can be repre-
sented by the function chart given in Fig. 2.

+
s∗(ζ)

ζ

λa

e(t, ζ)
L+

s

ζ
depth information

microrobot/
microscope

features
extraction

s(t, ζ)

-

ζ

Fig. 2. Multiple scale image-based visual servoing scheme.

B. Gripper closing controlled by visual servoing

Once the micro-object and the gripping end-effectors are
positioned to their respective desired positions, it is necessary
to control the gripping system in the aim to grip the micro-
object (gripping task). An appropriate tightening force is
required, which would enable the gripping without destruction
of one or both the micro-object and the gripper tips. In this
case, a control approach based on microforce feedback control
law is used. Our gripping system is not equipped with a
microforce sensor, so the gripping task is ensured by a vision-
based control technique. This control law consists of regulating
towards zero the distance between the desired value s∗f and the
current value sf of the image points.
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Let the distance corresponding to the task function be e1(t):

e1(t) = ∆(s∗f − sf (t)) (15)

The polynomial decrease of the error e1(t) leads to the
following control:

vd1(t) =
e1(t)

N
(16)

where vd1(t) is the input for the actuator of the first finger-
tip of the gripper and N is a constant integer. For the second
finger tip, the input vd2(t) is deduced by symmetry and it is
given by:

vd2(t) = −vd1(t) =
e1(t)

N
(17)

IV. MULTISCALE MODELLING OF THE PHOTON VIDEO
MICROSCOPE

A. Basic model

The standard lens based image source is modelled by the
non linear projective model. The latter includes: the intrinsic
parameters inherent to the imaging system (i.e. the focal
length f , the scale factors kx, ky in x and y directions), the
principal point coordinates (xo, yo), the extrinsic parameters
corresponding to the position and orientation of the focusing
element frame (usually called camera) with respect to the
scene frame i.e. the translation components Tx, Ty, and Tz,
and for example, Euler angles α, β and γ, and the distortion
parameters: the radial (r1, r2, ...) and tangential (t1, t2, ...)
distortion coefficients.

The improvement of technology enables the manufacturing
of isotropic image sensors in which the scale factors along x
and y are identical:

kx = ky = k (18)

The microscope-based image source is an optical imaging
and thus can be modelled by the non linear projective model.
However, the quality of a laboratory microscope is usually
better than that of a standard lens, so experimental values
of distortion parameters are very weak. They range from
10−8 µm−2 to 10−10 µm−2 [17], [18]. As a consequence
the distortion can be neglected and so the video microscope
can be modelled by the linear projective model. This model
consists of a perspective projection of a scene point P onto a
pixel p in the retinal plane through the optical center.

Let P and p be represented by the homogeneous vector
(X,Y,Z,1)> and (x, y, w)>, respectively. The model can be
written:

p = QP (19)

where Q is the 3×4 homogeneous projection matrix of the
image source. It is written:

Q = K

 1 0 0 0
0 1 0 0
0 0 1 0

D (20)

The general form of the matrix K is given by:

K =

 kxf −kxf cos(ψ) xo
0 kyf/ sin(ψ) yo
0 0 1

 (21)

where ψ is the angle between the image axes u and v. In
general, the pixels are square, so ψ = 90 ◦.

Taking into account all the simplifications presented above,
the matrix K becomes:

K =

 kf 0 xo
0 kf yo
0 0 1

 (22)

Concerning the matrix D, it combines the rotation matrix
R and the translation vector T as follows:

D =

(
R3×3 T1×3

0 1

)
(23)

The rotation matrix which gathers the three rotation angles
(if the Euler angles α, β, and γ are considered) is given by:

R = Rx Ry Rz (24)

where:

Rx =

 1 0 0
0 cosα − sinα
0 sinα cosα

 (25)

Ry =

 cosβ 0 sinβ
0 1 0

− sinβ 0 cosβ

 (26)

Rz =

 cos γ − sin γ 0
sin γ cos γ 0
0 0 1

 (27)

B. Multiscale model

Multiscale calibration is required because the video mi-
croscope works at multiple zoom or magnification. Thus, it
is necessary to introduce the zoom factor ζ in the previous
intrinsic model:

K(ζ) =

 f(ζ)k 0 xo
0 f(ζ)k yo
0 0 1

 (28)

It can be noticed that the principal point (center of the
zooming) coordinates (x0, y0) do not change during the de-
creasing and the increasing of magnification (see, Fig. ??). The
coordinates of the principal point are computed by tracking
the displacements of a micro-object placed on the positioning
platform. The displacements of the micro-object are directly
linked to the magnification changes.

In a microscope where a tube is associated with the lens,
the parameter f in the previous equations becomes the sum
of the objective focal length fob and the length of this tube
lt [17]:

f = fob + lt (29)
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Fig. 3. Center of zooming.

The relationship that links f with ζ is given by:

ζ =
lt
fob

(30)

Knowing lt, it is possible to compute the objective focal length
fob by:

fob =
lt
ζ

(31)

From (29) and (30), a relationship can be established
between f and ζ. This relationship is given by:

ζ =
lt

f − lt
(32)

then,

f =

(
1 +

1

ζ

)
(33)

It is also possible to generalize the expression of f ac-
cording to the variation of ζ. Therefore, a non linear relation
links the zoom factor ζ with the focal length f is established.
This relation can be represented by a polynomial relation as
follows:

f =
lt + lt ai

(
ζ10 ζ9 · · · 1

)>
ai.
(
ζ10 ζ9 · · · 1

)> (34)

then,

f = lt

(
1 +

1

ai( ζ10 ζ9 · · · 1)>

)
(35)

where:

ai = [a1 a2 · · · a11] (36)

is (1 × 11) vector whose elements are polynomial coefficients.

C. Computing the parameters at multiple scale

There are similarities between vision sensing at the macro,
meso and microscales. For each scale a 2-D image is formed
from a 3-D object through an optical lens system. As they are
modelled by the same method, the same approaches of calibra-
tion can be achieved. These techniques are roughly classified
into two families: photogrammetric calibration approaches and
self calibration approaches. In the first method, the model
parameters are computed by observing a calibration object
(3-D pattern) whose geometry is known with high accuracy.
The calibration object usually consists of 2 or 3 planes, ones
orthogonal to each other. An unique plane object is also used,
but in this case, several images at different 3-D orientations
are considered [19], [20]. In the second method, it is not
necessary to use a calibration pattern. The correspondences
between images of a static scene are enough to recover both
intrinsic and extrinsic parameters. In this case the accuracy is
not as good as in the previous approaches [20].

In any case, an important number of correspondences p − P
are required. Calibration is performed in two stages. The first
stage consists of roughly estimating the projection matrix Q
by resolving the DLT (Direct Linear Transformation) which is
obtained by combining the projection equations for points of
correspondence. The second stage enables the fine estimation
of the parameters by minimizing a criterion, usually the
geometric error δ.

δ =
∑
i

d(pi,QPi) (37)

Even if the same algorithm can be implemented both in
macro and microscales, there are some fundamental differ-
ences between a standard lens and a high magnification lens.
A microscope is characterized by weaker DOF (Depth-Of-
Field) and FOV (Field-Of-View).

As a consequence of these limitations, a 3-D calibration
template cannot be used. The pattern is reduced to a planar
object that should be almost parallel to the lens. A video
microscope is heavy and cumbersome and is thus not easy to
manipulate. These constraints complicate the calibration of the
video microscope. On the other hand, the presence of accurate
motion sources like xyz stages enables accurate motions of the
calibration sample plane and facilitates the calibration.

Instead of using a real pattern or virtual points, the propo-
sition is to use the power of image processing: the center
of gravity of a micrometric part is tracked in the images of
the scene. The micropart is moved accurately (with steps of
300 µm) by a xyz stage, so its central position in the scene is
known with high accuracy using an autocorrelation detection
method. These positions are used to synthesize a virtual image
which is used in the algorithm presented previously. This
approach enables high accuracy in computing of the model
parameters. The approach is also simple, as it does not require
the micromachining of any particular pattern. The components
necessary for the assembly are directly used.
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V. VISION ALGORITHMS

A. Tracking of micro-objects and end-effectors

Image processing and vision are very important in visual
servoing. The following conditions are essential for the success
of the control:
• Vision should be able to deliver visual information at a

rate close to the sampling frequency of the robot control;
• Interaction matrix should be explicitly calculated;
• Control must be robust to little occlusions (like the

passage of the micro-object under the gripper).
There are several methods of visual tracking which are

usually classified into two groups. The first group consists
of the tracking of local features like lines, segments, points,
edges, etc. [21]. The results of these techniques highly depend
on the quality of the images and remain very sensitive to
feature detection [22]. The other group contains methods
that perform a comparison between two frames in the image
sequence by minimizing an error based on the image bright-
ness. These methods take into account some parameters like
motion, deformation or illumination parameters between the
two frames or the frame and a template.

Images of the planar silicon microparts as well as those of
the gripper tips are not very sharp because of the properties
of the microscope. Consequently, a robust tracking algorithm
able to work in real-time is required. The tracking is achieved
by an algorithm proposed in [22] and [23]. This algorithm is
based on the second-order-minimization. It has a far superior
convergence rate than other techniques, which is an important
property for real-time tracking. For instance, if we consider
the window I∗ of m pixels which contains the micro-object
as the reference, then tracking I∗ in the global current image
I consists in computing a vector V . This vector of (8 × 1)
size includes the parameters of the projective transformation
H . It transforms each pixel p∗ from the reference image I∗

to the current image I using the following relationship:

I (w(H)(p∗i )) = I∗(p∗i ) (38)

In the reference [24], for an approximation V̂ of V , or Ĥ of
H , the problem is to find an incremental transformation H(V )
such as the difference between the region image I transformed
with the composition w(Ĥ)◦w

(
H(V )

)
, and the corresponding

region in the image I∗ is zero. It involves to find the vector
V such that ∀i ∈ (1, 2, ..., q), we have:

yi(V ) = I
(
w(Ĥ) ◦ w (H(V )) (p∗i )

)
− I∗(p∗i ) = 0 (39)

where w(H) represents an automorphism transformation.
Let be the (q × 1) vector y(V ) which represents these

differences between I and I∗. Therefore, we can write:

yi(V ) = [ y1(V ), y1(V ), · · · yq(V ) ]
> (40)

The solution of the equation (40) can be computed by
finding V = Ṽ which verifies the following system:

y(Ṽ ) = 0 (41)

In our case, for the micro-object, the coordinates of the four
points delimiting the bounding box (searching template W1)
of the micropart is estimated (Fig. 4). For the above finger
the coordinates of the tip (point p1 = (u1, v1)) is estimated.
This point is the bottom left point of the searching template
W2 delimiting the gripper tip. The coordinates of the below
tip (point p2 = (u2, v2)) is deduced by symmetry.

Fig. 4. Image captured during the micro-object tracking.

B. Autofocus achievement and depth recovery

Because of the weakness of the DOF , an autofocus method
is implemented in order to guarantee focused images during
the experiments. The depth of the scene is scanned step
by step, images are acquired and the focus is estimated.
The system is repositioned at the position where the focus
estimation is the highest. Three focus estimators (presented
in [25]) have been tested: the variance, the intercorrelation
and the Brenner gradient. The variance focus estimator given
by (42), is selected as it makes a trade off between resolution
and computing time.

FVar =
1

H.W.µ

∑
H

∑
W

(i(x, y)− µ)2 (42)

where H and W are the image height and width, i is the
(x, y) pixel intensity and µ is the mean of image intensity,
respectively.

The representation of the focus estimation according to z
motion gives two peaks (Fig. 5). The low peak corresponds
to the gripper and the high peak corresponds to the platform
and the component. Therefore, it is possible to determine the
depth Z∗ between the camera and the micro-object:

Z∗ = Zo − Zg (43)

where Zo is the distance between the micro-object and the
gripper and Zg represents the distance between the camera
(microscope) and the gripper.

This depth information Z∗ is used to servo the motion of
the video microscope on the motion of the gripper, see Fig. 6.

VI. EXPERIMENTAL SETUP

A. Micromanipulation and microassembly workcell

The above concepts were validated using the microassembly
workcell shown in Fig. 7.(a). The complete workstation
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Fig. 5. Focus estimation result.

set to zero
microscope

focus
estimation

microscope

synchronization

gripperfocalization
on the gripper

focalization
on the object

Zo + Zg-

Z∗

Fig. 6. Focus-based gripper tracking

includes a robotic system in combination with a gripping
and an imaging system. The whole setup is located inside
a controlled environment and posed on a vibration-free
table. Two PCs connected by an Ethernet link process the
information, the first (Pentium (R) D, CPU 2.80 G Hz, 2 Go
of RAM) is dedicated to vision algorithms while the second
(Pentium (R) 4, CPU 3.00 G Hz, and 1 Go of RAM) is
used for control algorithms. In a kinematic point of view,
the workstation is a five dof robotic system. Three dof (x,
y and z) in translation are achieved by three high accuracy
linear stages and two dof (θ and φ) in rotation are achieved
by two high accuracy angular stages (all from Polytec PI).
The translation motions x,y, and z are characterized by a
resolution r = 0.007 µm, an increment i = 0.05 µm, a
velocity vt = 1.5 mm/s, a stroke of st = 25 mm. The
specifications of the angular motions are: r = 26 µrad, i = 26
µrad and speed vr = 45 deg/s. These dof are distributed into
two robotic systems: a xyθ system and a zφ system. The
former system (the positioning platform) is equipped with a
compliant table (the table is supported by three springs) and
enables the positioning in the horizontal plane. The latter
system (the manipulator) supports the gripper and enables the
vertical positioning and spatial orientation of micro-objects.

A Microrobotic Microprehensile On Chip (MMOC) gripper
(Fig. 8) developed in the department AS2M of FEMTO-ST
Institute is used for the handling of micro-objects [26]. It is a
two-fingers gripping system with four dof (two dof by finger).

Fig. 7. Microassembly workcell. Image (a) illustrates a global view of station
and image (b) shows a zooming view in the MMOC.

It enables open-and-close motions as well as up-and-down
motions. Every finger is a piezoelectric bimorph with two
end-effectors made of silicon layers (12 µm and 400 µm)
separated by an oxide layer (1 µm) (Fig. 8). Modularity
was an important design criterion during development, and
the MMOC microgripper has been designed in order to use
different end-effectors, e.g. silicon finger tips, nickel finger
tips. It can grab a high variety of objects according to the
type of material and the end-effectors shape: planar silicon
micro-objects, balls, gears, optical fibers etc.

Fig. 8. Photography of the MMOC gripping system.

The imaging system is a video stereo microscope of the
type LEICA MZ 16 A. It delivers a top view of the work
scene. The zoom (and thus the magnification) and the focus
are motorized and controlled by a PC. The FOV varies
from 700 µm × 900 µm (with a resolution of 1.4 µm) at
the maximum magnification to 20 mm × 25 mm (with a
resolution of 21 µm) at the minimum magnification. The
DOF varies from 2.9 mm to 0.035 mm and the work distance
is approximately 130 mm. The workcell is also equipped
with a long tube video microscope for the side view but this
latter is not considered in this paper.
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The objects to manipulate are structures etched in a silicon
wafer of different sizes (see Fig. ??). They have at least a
notch of 100 µm on each side enabling them to be assembled
to each other to form 3-D structures.

Fig. 9. Silicon microcomponents of experiments.

B. Optical microscope calibration results

The optical microscope calibration involves two stages: the
establishment of the relation between the scale k and zoom ζ
factors and the computing of the intrinsic parameters K at a
given zoom factor ζ.

A metal object with three holes is used in this stage. The
diameters of the holes are estimated to d1 = 1961.5 µm, d2
= 1037.5 µm and d3 = 429.85 µm using a SEM (Scanning
Electron Microscope) of r = 10 nm resolution. According to
the zoom factor the relevant hole image is considered.

The zoom factor ζ (called magnification according to the
supplier) is modified with a step of 0.05× and then 172 images
are acquired. In every image the relevant hole is detected using
the normalized correlation and the scale factor k corresponding
to the ratio of the diameter (d1, d2 or d3) of the hole in µm
and in pixel is computed.

For the second stage of calibration, a planar virtual pattern
is achieved from the tracking of a silicon micro-object of 400
µm × 400 µm × 100 µm.

Using the calibration method presented above, it is possible
to compute the extrinsic parameters α, β, γ, Tx and Ty

and the intrinsic parameters kx, ky , f and the coordinates
of the principal point (xo, yo). It remains to define the
third component of the translation vector Tz and the optical
microscope working distance d. The Tz can be computed
using the relationship given in [17]:

Tz = fob
ζ + 1

ζ
. (44)

It is also possible to write the following approximation:

Tz ≈ f + d (45)

From (45), it is possible to compute the working distance
d:

d ≈ Tz − f (46)

Now, all the calibration parameters (intrinsic and extrinsic)
of the optical microscope are computed. These parameters are
summarized in the Table I for the zoom factor position ζ =
38×.

TABLE I
CALIBRATION RESULTS.

intrinsic parameters extrinsic parameters
kx 3.6444 µm−1 α 88.73 ◦

ky 3.6444 µm−1 β - 27.26 ◦

f 11.466 × 103 µm γ 4.01 ◦

(xo, yo) (473, 337) (pixels) Tx 8.82 (mm)
d 13.144 (cm) Ty 9.63 (mm)
M 3.8× Tz 13.156 (cm)

C. Micromanipulation and assembly results

As presented previously, the basic tasks of aligning (task 5)
and centering (task 6) are performed by visual servoing with
the exponential decrease of error and adaptive gain, while the
task of closing (task 9) is performed by another visual control
with a polynomial decrease of error. Figure 10.(a) shows the
result of the centering of the micropart with respect to the
gripper (basic task 6). It can be seen that the implementation
of an adaptive gain prevents the overshoot of the reference
position. The final error is about 0.2 pixel (0.28 µm) in x
and y directions. Figure 10.(b) shows the result of the micro-
object alignment parallel to the x axis (basic task 5). It can be
seen that the angle decreases exponentially to zero. The final
error is about 0.5 degrees. This very small value shows the
relevance of the control law.

Fig. 10. Centering and orientation errors versus the number of iterations.

Fig. 11. Some shots during the aligning, positioning, centering, gripping and
rising of the micro-object. Image (a) illustrates the initial position of the micro-
object with a low magnification, images (b), (c) and (d) show intermediate
positions during the control of the positioning platform.

D. Pick-and-place cycle results

The sequence of tasks represented in Fig. 1 which models
the pick-and-place of a silicon micropart, is performed several



........... 9

TABLE II
RESULTS CHOSEN TO REPRESENT DIFFERENT SCENARIOS ENCOUNTERED

DURING THE EXPERIMENTS.

N ◦ task init. pos. prec. note result
aligning (θ) 14 ◦ 0.09 ◦ success
centering (x, y) 1029 µm 0.43 µm success

1 closing (e1) 163 µm 1.72 µm success
ascent ↗ ↗ a success
transfer ↗ ↗ success
release ↗ ↗ success
aligning (θ) 32 ◦ 0.61 ◦ success
centering (x, y) 1015 µm 4.91 µm success

2 closing (e1) 163 µm 1.77 µm Ov. b success
ascent ↗ ↗ success
transfer ↗ ↗ success
release ↗ ↗ success
aligning (θ) 21 ◦ 0.27 ◦ success
centering (x, y) 1321.5 µm 0.77 µm Oc. c success

3 closing (e1) 163 µm 1.44 µm success
ascent ↗ ↗ success
transfer ↗ ↗ success
release ↗ ↗ success
aligning (θ) 7.53 ◦ 0.68 ◦ success
centering (x, y) 992.5 µm 6.16 µm failure

4 closing (e1) × d × failure
ascent × × failure
transfer × × failure
release × × failure
aligning (θ) 33.8 ◦ × Oc. failure
centering (x, y) 1.75 µm × failure

5 closing (e1) 163 µm × failure
ascent × × failure
transfer × × failure
release × × failure
aligning (θ) 13 ◦ 0.24 ◦ success
centering (x, y) 560.7 µm 0.86 µm success

6 closing (e1) 163 µm × E.F. e failure
ascent × × failure
transfer × × failure
release × × failure
aligning (θ) 15.5 ◦ 0.52 ◦ success
centering (x, y) 348.2 µm 0.64 µm success

7 closing (e1) 163 µm 1.11 µm success
ascent ↗ ↗ success
transfer ↗ ↗ success
release × × C.F. f failure

a[↗] represents the success of the task
b[Ov.] indicates the presence of an overshoot in the control
c[Oc.] represents the case when the micro-object passed under the gripper
d[×] represents the failure of the task
e[E.F.] indicates the presence of important electrostatic effects between the

gripper and the micro-object
f[C.F.] indicates the presence of important capillary forces preventing the

release of the micro-object

times (fifty cycles) in order to estimate the relevance of
concepts. Initial and final positions and orientations of the
micropart change from cycle to cycle in order to take into
account the maximum of possible cases. Let the success rate
be:

success rate =
succeed cycles
total cycles

(47)

Several conclusions can be made from these experiments;
the first lesson is the robustness of the visual tracking used.
Despite the weak quality of the scene images and a great
occlusion, the algorithm can track the micropart. It continues
to work for an occlusion of 1/4 of the micropart by the

gripper or when the micro-object is outside the field-of-view
of the imaging system (case 3 of Table II). Occlusions are
responsible of about 17 % of failures (case 5 of Table II).
The second lesson that can be retrieved is the accuracy of the
visual control: the mean and standard deviations of error are
summarized in Table III. There are a couple overshoots, and
they do not lead to failures.

The success rate obtained is about 72 %. Error of control
is the cause for around 22 % of failures (case 4 of Table II).
The third conclusion to be drawn from the previous results
is the importance of physical phenomena such as electrostatic
and capillary forces. The presence of electric charges on both
parts and fingers causes the former to move to the latter
during the gripper closing and leads to the failure of the cycle.
The electrostatic force is responsible for about 37 % (case
6 of Table II) of failures. Hydrometries are high enough in
the scene to prevent the unsticking of the micropart on the
gripper fingers because of capillary force. This phenomenon
is responsible for about 24 % of failures (see case 7 of Table II
of failure due to electrostatic force).

TABLE III
SUMMARIZATION OF THE RESULTS.

task mean error standard deviation
aligning (θ) 0.37 ◦ 0.31 ◦

centering (x, y) 1.87 µm 1.61 µm
closing (e1) 1.36 µm 0.34 µm

E. Microassembly results

Two types of 3-D devices were assembled. Each type
of these devices is performed ten times. In the first hand,
the assembly process targets the insertion in each other
of two micro-objects (the same as those used in the mi-
cromanipulation tasks validation). More precisely, these mi-
crocomponents are assembled by their respective notches
(100 µm × 100 µm × 100 µm). The mechanical play
(insertion tolerance) is estimated to 3 µm. The low level of
positioning and orientation errors (translation error is about
1.4 µm and orientation is about 0.5 ◦) enabled the insertion
despite the mechanical play of 3 µm. Therefore, the 3-D
microstructures built are solid without requiring external fixing
process (see, Fig. 12).

It is also possible to assemble 3-D microstructures much
more complex. For instance, it can be possible to assemble five
micro-objects and to build a solid 3-D MEMS on 3-levels as
illustrated in figure 13 (this image is acquired with the second
imaging system which equipped the microassembly workcell).
Even without external fixing the structure assembled is solid.
Concerning the mean cycle time necessary to assemble two
microparts (including positioning of the micropart one, posi-
tioning of the micropart two and the insertion of the micropart
one into the micropart two) is about 40.8 seconds. Such precise
assembly at real time has never been presented in the literature.
With these performances, it also possible to envisage such
concepts for industrial use.
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Fig. 12. Some SEM views of the 3-D structure after assembly. We can see
the size of the mechanical play (insertion tolerance of the assembly) in the
zoomed image (3).

Fig. 13. Zooming picture of the complex 3-D structure assembled.

VII. CONCLUSION

The problems of robotic micromanipulation and mi-
croassembly of micrometric devices were studied through
this paper. Despite the wealth and importance of scientific
contributions in this field, there are still many efforts to get
the famous flexible, modular, versatile, repeatable and precise
process. In this paper, we are more interested in performing
high precise micromanipulation and microassembly processes
using vision feedback controls. The vision system delivers
images from which a lot of information can be extracted.
The problem is that high resolution (local view) and low
resolution (global view) information must be caught at the
same time. An interesting solution to this problem is the
multiple scale imaging using a photon video microscope
equipped with a tunable zoom. This multiple scale model of
the video microscope is used in the visual control law.

The analysis of a complex micromanipulation or mi-
croassembly tasks leads to its decomposition into a set of basic
tasks like orientation, positioning, centering, gripping, transfer,
insertion, release of the micro-object. The concepts developed
in this paper are validated by full-automatic pick-and-place
cycles and by the assembly of 400 µm × 400 µm × 100 µm

silicon micro-objects. These processes are realized using a five
dof workcell which integrates a robotic system including a xyθ
and a φz sub-systems, a two-finger gripper, a photon video
microscope with controllable zoom (magnification from 0.71×
to 11.5×) and focus. The results of experiments demonstrate
the relevance of the proposed concepts. For example, the tasks
were performed with the following accuracy: the positioning
error reaches 1.4 µm (for x, y and z stages) and 0.5 ◦ for the
orientation θ and φ stages.

Further work will concern the efficiency improvement of the
previously proposed concepts by increasing the complexity of
the operations in order to built MEMS more compact. It would
also be interesting to reduce the size of these micro-objects to
few micrometers and to detect the limitation of the use of the
vision control feedback in the MEMS microassembly domain.
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