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Abstract. - We report on a new implementation of the factorisation of numbers using Gauss
sums which improves tremendously the efficiency to eliminate all ”ghost” factors. We show that
by choosing randomly the terms in the Gauss sum, the required number of terms varies as ln N
instead of 4

√
N . As an illustration, we present experimental results obtained by interfering thirty

ultrashort laser pulses where we factorise 1, 340, 333, 404, 807. This new approach is totally general
and can be implemented for all the experiments based on the Gauss sum.

Introduction. – Factorisation of numbers has at-
tracted a wide interest in pure arithmetics as well as for
applications, particularly because it is much easier to mul-
tiply two large prime numbers than doing the reverse op-
eration [1]. This difficulty is at the basis of encryption sys-
tems. A competition exists permanently to promote new
algorithms in order to factorize large numbers. For in-
stance, J. Franke (Bonn’s university) was able to factorize
the RSA-640 (193 digits) in 5 months with 80 processors.
Besides improving mathematical algorithms, several phys-
ical approaches to factorisation have been introduced [2,3].
In particular, quantum systems offer strong promises due
to the large-scale parallelism offered by the use of entan-
gled states. Indeed, the Shor’s factorisation algorithm is
one of the two pillars of quantum computing [2]. Despite
the difficulties to manipulate the required large number of
qubits [4] and in particular to preserve them from decoher-
ence [5–7], the factorisation of 15 has been achieved [3].
However, large scale demonstrations based on quantum
algorithms are still not in view.

Recently a very different approach based on Gauss Sums
has been proposed theoretically [8, 9] and experimentally
implemented by several groups in NMR [10,11], with cold
atoms [12] and ultrashort pulses [13]. This method which
presents strong interest as underlined by reference [14] is
based on multiple-wave interferences with relative phases
depending on the number N to be factorised and another
integer l. These interferences reproduce the Gauss sum
[15] given by:

A(l)
N (l) =

1
l

l−1∑
m=0

exp
(
−2πim2 N

l

)
(1)

where N is the number to be factored. The argument l
scans through all integers between two and

√
N for possi-

ble factors. When l is not a factor, the quadratic phases
take quasi-random values (modulo 2π) and the resulting
sum remains small. When l is a factor, then all the phases
are multiples of 2π and the sum is equal to unity.

It has been shown [9] that in most cases only the first
few terms are necessary to discriminate factors, for which
the normalized Gauss sum is always equal to 1, from non-
factors for which it is strictly smaller than 1. This leads to
the truncated Gauss sum consisting of the first M terms :

A(M)
N (l) =

1
M

M−1∑
m=0

exp
(
−2πim2 N

l

)
(2)

This sequential approach has so far been used for the
experimental demonstrations [10–13]. However for large
numbers, ”ghost” factors appear [16]. These ”ghost” fac-
tors are trial numbers leading to a high value of the Gauss
sum even though they are not factors. They are the main
limitation for the determination of factors. They corre-
spond to a value of l such that N

l = q + k
l (k << l) where

q and k are integers, for which the phase remains small
for all the terms of the truncated Gauss Sum.

The proposed implementations of A(M)
N are based on

multipath interferences [9]. Each path produces one term
in the Gauss sum. The difficulty is in finding a sys-
tem that is experimentally accessible and in which the
required phase in Eq. (2) is obtained by a simple varia-
tion of a physical parameter. So far this strict condition
has not been fulfilled yet. Nevertheless, several experi-
ments in which each phase of the Gauss sum is separately
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determined have recently succeeded in demonstrating the
ability of Gauss sums to factorise numbers with physical
systems as mentioned above. They have achieved factori-
sation of the numbers 157,573 [10], 52,882,363 [11], and
263,193 [12] respectively, with up to M = 15 terms in the
Gauss sum.

Recently our group has introduced [13] an all optical
approach towards factoring numbers based on modern
pulse-shaping technology [17]. The number 19,043 was
factorised with M = 9 terms. This approach has the
advantage of providing the modulus square of the Gauss
sum which increases the contrast to discriminate factors
from non-factors. We present here significant improve-
ments which allow factorising considerably larger num-
bers. First, the pulse shaper was operated close to its tech-
nical limits in order to produce up to 30 pulses, and sec-
ond we introduce a new way of truncating the Gauss sum,
based on a random choice of M terms instead of choosing
the first M terms. This approach is directly analogous
to the Monte-Carlo method used to calculate integrals.
This leads to a drastic suppression of the ghost factors.
These two improvements lead to a significant increase of
the largest numbers factored. Moreover, the scaling law
of the number of pulses required to eliminate all ”ghost”
factors as a function of N is now logarithmic instead of
4
√

N [13,16].

Experimental Set-up. – The Gauss sum (Eq.2)
is implemented through multiple wave interferences pro-
duced by a sequence of M ultrashort pulses generated by
a high-resolution pulse shaper (HRPS) [17]. The complex
spectral mask

Hθ (ω) = wm

M−1∑
m=0

exp [i (θm + τm ∆ω)] (3)

is applied with the pulse shaper to modify the
Fourier-transform-limited input laser pulse: Eout (ω) =
Hθ (ω)Ein (ω), with θm = −2πim2 N

l and ∆ω = ω − ω0

(ω0 is the carrier frequency of the input electric field).
Each term of the sum in Eq. 3 is therefore produced by
an ultrashort pulse delayed by τm and with an extra phase
shift θm. Here we choose T = 200 fs in order to produce a
sequence of well-separated pulses.

The laser system is a conventional Ti: Sapphire laser de-
livering 30 fs at 805 nm with 80 MHz repetition rate. The
pulse shaping device is defined to avoid chromatic as well
as off-axis aberrations. The 4f set-up is thus composed of
one pair each of reflective gratings and cylindrical mirrors.
Its active elements -two 640 pixels liquid crystal mask- are
installed in the common focal plane of both mirrors. This
provides high resolution pulse shaping in phase and am-
plitude [17]. This is used to generate the shaped pulse
sequence.

The interference produced by the pulse sequence is an-
alyzed with a high resolution spectrometer. We mea-
sure the spectral intensity at the central wavelength λ0 =

2π c/ω0 and thus retrieve the Gauss sum for each l. The
experiment is performed for l ranging between 2 and

√
N

in order to discriminate factors from non-factors.
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Fig. 1: Experimental factorization of N = 89, 809, 099 with
M = 30 shaped pulses used to calculate the sequentially trun-
cated Gauss sum. The plot shows the value of the Gauss sum
as a function of l and the inset is a zoom around the factors
(pointed by vertical lines).

Results and discussions. – In Fig. 1 we display the
results of our optical implementation of the factorization
scheme based on the Gauss sum for N = 89, 809, 099 =
89× 97× 101× 103 obtained with a sequence of M = 30
pulses. The contrast between factors and non-factors is
excellent.

Two other examples are displayed in Fig. (2-a) and (2-
b) (N = 1, 340, 333, 404, 807 = 11003 × 11027 × 11047)
(Fig. 2-b is a zoom around the factors), and Fig. (3-a)
(N = 2, 499, 200, 063 = 49, 991 × 49, 993) obtained with
M = 30 shaped pulses. Here, the limits of this approach
are clearly seen. In both cases ”ghost” factors remain.
The truncated Gauss sum has insufficient terms to lead
to destructive interferences and eliminate these factors.
These ghosts factors are located near the two twin prime
factors (Fig. (3-a)) or worst spread on the whole interval
[2,
√

N ] (Fig. (2-a)) even no ghost factors appear close to
the real factors. It can be easily demonstrated [13,16] that
the required number of pulses to eliminate them scales as
4
√

N . In the last example (N = 2, 499, 200, 063), this gives
M ' 220. Indeed, for the number (p + 1) lying between
two twin prime factors p and p + 2, the residual phase is
θm = −2πm2/(p + 1). Hence, for m2 ¿ (p + 1) ' √

N ,
all the phases are close to 0. Therefore the Gauss sum
adds vectors pointing in the same direction that interfere
constructively. This property is illustrated in Fig. 4 which
displays the phase values of the M first factors, for M =
30, 100 and 200 (from the inner to the last but one outer
circle).

These examples show that, although it has demon-
strated to be quite efficient, truncating the Gauss sum
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Fig. 2: Experimental factorization of N =
1, 340, 333, 404, 807 = 11003 × 11027 × 11047 with M = 30
shaped pulses: (a) is obtained with a sequential truncated
Gauss Sum, (b) is the zoom around the factors. (c) is made
with random choice of terms, (d) is the zoom. Vertical lines
indicate the different factors of N .
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Fig. 3: Experimental factorization of N = 2, 499, 200, 063 =
49, 991 × 49, 993 with M = 30 shaped pulses. (a) with sequen-
tial terms and (b) with random choice of terms. Vertical lines
point the factors of N .

to its first M terms is certainly not the best strategy to
estimate this sum. Here we investigate an alternative way
consisting of choosing randomly M terms to achieve a bet-
ter estimate of the Gauss sum:

A′(M)
N (l) =

1
M

M−1∑
m=0

exp
(
−2πiµ(m)2

N

l

)
(4)

where µ(m) is an integer randomly chosen in the interval
[0, l − 1]. In this case, the phases of the terms used to
calculate A′(M)

N (l) are distributed quasi-homogeneously in
the [0, 2π] interval as can be seen in the example plotted
in Fig. 4 (circles). This method is applied to the two
numbers already studied with the sequential truncation
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Fig. 4: Phases (in degree) of the different terms in the Gauss
sum for the ghost factor l = 49, 992 of the number N =
49, 991 × 49, 993. Different radii are used for clarity. From
the inner to the outer circle : triangles are used for the sum
with M = 30 consecutive terms, squares for M = 100 consec-
utive terms, diamonds for M = 200 consecutive terms, circles
for 30 terms randomly chosen in the interval [0, l − 1].

for which many ghost factors have been encountered. The
results are presented on Fig. 2-c,d and 3-b. All the ghosts
factors which are close to the real factors (Fig. 3) as well
as those which are spread on the whole interval (Fig. 2)
have been clearly eliminated. The same number of pulses
(30) has been used for both the sequential and the random
methods.

This new approach of estimating the Gauss sum is ex-
tremely powerful and opens possibilities to factorize larger
numbers. The number of pulses required to find the factors
while eliminating all the ghosts can be evaluated with a
simple model based on the random walk. We assume that
for non-factors, the phases of the M terms in the Gauss
sum A′(M)

N (l) are homogeneously distributed in the [0, 2π]
interval. We can write

∣∣∣A′(M)
N (l)

∣∣∣ =
LM

M
(5)

where LM is the length of the random walk after M steps
of length 1. In the large numbers limit, the probability
distribution of the random walk length is given by

P (LM (M →∞)) =
2 LM

M(1− e−M )
e−

L2
M

M ' 2 LM

M
e−

L2
M

M (6)

with an average value of
√
〈L2

M 〉 =
√

M

We find a ghost when
∣∣∣A′(M)

N (l)
∣∣∣
2

> S where S < 1 is
the threshold value, depending on the signal to noise ratio
of the experiment, for which the experimental estimate
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of the Gauss sum is clearly different from one, so that
the trial number l is unambiguously a non-factor. The
probability of finding a ghost is therefore given by

Pghost = P
(∣∣∣A′(M)

N (l)
∣∣∣ >

√
S

)
(7)

=
∫ M

√
S M

P (L) dL ' e−SM

We can consider that all ghost factors are eliminated if
the probability of finding a ghost within the

√
N numbers

tested is much smaller than one:

Pghost

√
N = ε ¿ 1 (8)

This gives

M = − ln ε

S
+

ln N

2S
(9)

As an example, for very conservative numbers such as ε =
0.01, S = 0.5, and the number N = 2, 499, 200, 063, one
gets M = 31 (which is already in the large numbers limit)
in good agreement with our experimental findings.

If technical limits prevent using a larger number of
pulses (or terms in the Gauss sum), then several sequences
of M random pulses could be used to improve the discrim-
ination between ghosts and real factors. In this case, the
results of several sequences would be combined incoher-
ently, so that p sequences of M pulses would be equivalent
to a single sequence of

√
pM pulses. Since these extended

experiments could be applied only to a small fraction of
numbers, the penalty cost in terms of total duration of the
experiment would be very small.

Conclusion. – The use of pulse shapers to pro-
duce multiple-pulse interferences, together with a random
choice of the term, opens new opportunities in factoris-
ing numbers through the Gauss sum. Other variants of
the Gauss sums are also currently investigated theoreti-
cally [18] or very recently experimentally [19]. These new
approaches should now be implemented with physical sys-
tems in which the phases of the terms of the Gauss sum
(Eq. 2) result directly from a physical process. Several
have been considered [8, 9, 20] and are currently investi-
gated. Parallel approaches in which all trial numbers are
tested at once [13] will also improve tremendously the ef-
ficiency of these methods.

Here we have demonstrated the tremendous improve-
ment introduced by the term’s random choice in the Gauss
sum. Since random processes are inherent to quantum me-
chanics, starting from entangled states could be a way to
implement the term’s random choice in the Gauss sum.
This could be a significant milestone towards the design
of a physical process able to implement directly the term’s
phases of the Gauss sum (Eq. 2).
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