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# UNIQUE CONTINUATION PROPERTY AND CONTROL FOR THE BENJAMIN-BONA-MAHONY EQUATION ON THE TORUS 

LIONEL ROSIER AND BING-YU ZHANG


#### Abstract

We consider the Benjamin-Bona-Mahony (BBM) equation on the one dimensional torus $\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$. We prove a Unique Continuation Property (UCP) for small data in $H^{1}(\mathbb{T})$ with nonnegative zero means. Next we extend the UCP to certain BBM-like equations, including the equal width wave equation and the KdV-BBM equation. Applications to the stabilization of the above equations are given. In particular, we show that when an internal control acting on a moving interval is applied in BBM equation, then a semiglobal exponential stabilization can be derived in $H^{s}(\mathbb{T})$ for any $s \geq 1$. Furthermore, we prove that the BBM equation with a moving control is also locally exactly controllable in $H^{s}(\mathbb{T})$ for any $s \geq 0$ and globally exactly controllable in $H^{s}(\mathbb{T})$ for any $s \geq 1$.


## 1. Introduction

We are concerned here with the Benjamin-Bona-Mahony (BBM) equation

$$
\begin{equation*}
u_{t}-u_{t x x}+u_{x}+u u_{x}=0 \tag{1.1}
\end{equation*}
$$

that was proposed in [3] as an alternative to the Korteweg-de Vries (KdV) equation

$$
\begin{equation*}
u_{t}+u_{x x x}+u_{x}+u u_{x}=0 \tag{1.2}
\end{equation*}
$$

as a model for the propagation of one-dimensional, unidirectional small amplitude long waves in nonlinear dispersive media. In the context of shallow-water waves, $u=u(x, t)$ represents the displacement of the water surface at location $x$ and time $t$. In this paper, we shall assume that $x \in \mathbb{R}$ or $x \in \mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$ (the one-dimensional torus). (1.1) is often obtained from (1.2) in the derivation of the surface equation by noticing that, in the considered regime, $u_{x} \sim-u_{t}$, so that $u_{x x x} \sim-u_{t x x}$. The dispersive term $-u_{t x x}$ has a strong smoothing effect, thanks to which the wellposedness theory of (1.1) is dramatically easier than for (1.2) (see [3, 4, 43] and the references therein). Numerics often involve the BBM equation, or the KdV-BBM equation (see below), because of the regularization provided by the term $-u_{t x x}$. On the other hand, (1.1) is not integrable and it has only three invariants of motion [14, 34].

In this paper, we investigate the Unique Continuation Property (UCP) of BBM and its applications to the Control Theory for (1.1). We say that the UCP holds in some class $X$ of functions if, given any nonempty open set $\omega \subset \mathbb{T}$, the only solution $u \in X$ of (1.1) fulfilling

$$
u(x, t)=0 \quad \text { for }(x, t) \in \omega \times(0, T),
$$

[^0]is the trivial one $u \equiv 0$. Such a property is very important in Control Theory, as it is equivalent to the approximate controllability for linear PDE, and it is involved in the classical uniqueness/compactness approach in the proof of the stability for a PDE with a localized damping. The UCP is usually proved with the aid of some Carleman estimate (see e.g. [46]). The UCP for KdV was established in [48] by the inverse scattering approach, in [12, 40, 46] by means of Carleman estimates, and in [5] by a perturbative approach and Fourier analysis. For BBM, the study of the UCP is only at its early age. The main reason is that both $x=$ const and $t=$ const are characteristic lines for (1.1). Thus, the Cauchy problem in the UCP (assuming e.g. that $u=0$ for $x \leq 0$, and solving BBM for $x \geq 0$ ) is characteristic, which prevents from applying Holmgren's theorem, even for the linearized equation. The Carleman approach for the UCP of BBM was developed in [9] and in [47]. Unfortunately, Theorems 3.1-3.4 in [9] are not correct without further assumptions, as noticed in [49]. On the other hand, the UCP in [47] for the BBM-like equation
$$
u_{x}-u_{t x x}=p(x, t) u_{x}+q(x, t) u, \quad x \in(0,1), t \in(0, T)
$$
where $p \in L^{\infty}\left(0, T ; L^{\infty}(0,1)\right)$ and $q \in L^{\infty}\left(0, T ; L^{2}(0,1)\right)$, requires $u(1, t)=u_{x}(1, t)=0$ for $t \in(0, T)$ and
\[

$$
\begin{equation*}
u(x, 0)=0 \quad \text { for } x \in(0,1) \tag{1.3}
\end{equation*}
$$

\]

(Note, however, that nothing is required for $u(0, t)$.) Because of (1.3), such a UCP cannot be used for the stabilization problem. More can be said for a linearized BBM equation with potential functions depending only on $x$. It was proved in [31] that the only solution $u \in C\left([0, T], H^{1}(0,1)\right)$ of the linearized BBM equation

$$
\begin{align*}
& u_{t}-u_{t x x}+u_{x}=0, \quad x \in(0,1), t \in(0, T)  \tag{1.4}\\
& u(0, t)=u(1, t)=0, \quad t \in(0, T) \tag{1.5}
\end{align*}
$$

fulfilling $u_{x}(1, t)=0$ for all $t \in(0, T)$ is the trivial one $u \equiv 0$. It is worth noticing that the proof of that result strongly used the fact that the solutions of (1.4)-(1.5) are analytic in time. On the other hand, several difficult UCP results based on spectral analysis are given in [49] for the system

$$
\begin{align*}
& u_{t}-u_{t x x}=[\alpha(x) u]_{x}+\beta(x) u, \quad x \in(0,1), t \in(0, T),  \tag{1.6}\\
& u(0, t)=u(1, t)=0, \quad t \in(0, T) \tag{1.7}
\end{align*}
$$

As noticed in [49], the UCP fails for (1.6)-(1.7) whenever both $\alpha$ and $\beta$ vanish on some open set $\omega \subset \mathbb{T}$, so that the UCP depends not only on the regularity of the functions $\alpha$ and $\beta$, but also on their zero sets. Bourgain's approach [5] for the UCP of KdV (or NLS) is based on the fact that the Fourier transform of a compactly supported function extends to an entire function of exponential type. The proof of the UCP in [5] rests on estimates at high frequencies using the intuitive property that the nonlinear term in Duhamel formula is perturbative. As noticed in [30], that argument does not seem to be applicable to BBM. Actually, if we follow Bourgain's idea for the linearized BBM equation

$$
\begin{equation*}
u_{t}-u_{t x x}+u_{x}=0 \tag{1.8}
\end{equation*}
$$

on $\mathbb{R}$, and assume that some solution $u$ vanishes for $|x|>L$ and $t \in(0, T)$, then its Fourier transform in $x$, denoted by $\hat{u}(\xi, t)$, is readily found to be

$$
\hat{u}(\xi, t)=\exp \left(\frac{-i t \xi}{\xi^{2}+1}\right) \hat{u}(\xi, 0), \quad \xi \in \mathbb{R}, t \in(0, T)
$$

The consideration of high frequencies is useless here. By analytic continuation, the above equation still holds for all $\xi=\xi_{1}+i \xi_{2} \in \mathbb{C} \backslash\{ \pm i\}$. Picking any $t>0, \xi_{1}=0$ and letting $\xi_{2} \rightarrow 1^{-}$, we readily infer that $\partial_{\xi}^{n} \hat{u}(i, 0)=0$ for all $n \geq 0$, so that $\hat{u}(., 0) \equiv 0$ and hence $u \equiv 0$. Note that

$$
\begin{equation*}
\partial_{\xi}^{n} \hat{u}(i, t)=\int_{-\infty}^{\infty} u(x, t)(-i x)^{n} e^{x} d x \tag{1.9}
\end{equation*}
$$

and that it can be shown by induction on $n$ that all the moments $M_{n}(t)=\int_{-\infty}^{\infty} u(x, t) x^{n} e^{x} d x$ vanish on $(0, T)$, so that $u \equiv 0$. Unfortunately, we cannot modify the above argument to deal with the UCP for the full BBM equation, as the nonlinear term has no reason to be perturbative at the "small" frequencies $\xi= \pm i$. We point out that a moment approach, inspired by [8], was nevertheless applied in [30] to prove the UCP for some KP-BBM-II equation.

In this paper, we shall apply the moment approach to prove the UCP for a generalized BBM equation

$$
u_{t}-u_{t x x}+[f(u)]_{x}=0,
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ is smooth and nonnegative. The choice $f(u)=u^{2} / 2$ gives the so-called Morrison-Meiss-Carey (MMC) equation (also called equal width wave equation, see [14, 33]). Incorporating a localized damping in the above equation, we obtain the equation

$$
u_{t}-u_{t x x}+[f(u)]_{x}+a(x) u=0, \quad x \in \mathbb{T},
$$

whose solutions are proved to tend weakly to 0 in $H^{1}(\mathbb{T})$ as $t \rightarrow \infty$. Note that similar results were proved in [19] with a boundary dissipation.

Bourgain's approach, in its complex analytic original form, can be used to derive the UCP for the following BBM-like equation

$$
u_{t}-u_{t x x}+u_{x}+(u * u)_{x}=0
$$

in which the (nonlocal) term $(u * u)_{x}$ is substituted to the classical nonlinear term $u u_{x}$ in BBM.
For the original BBM equation (1.1), we shall derive a UCP for solutions issuing from initial data that are small enough in $H^{1}(\mathbb{T})$ and with nonnegative mean values. The proof, which is very reminiscent of La Salle invariance principle, will combine the analyticity in time of solutions of BBM, the existence of three invariants of motion, and the use of some appropriate Lyapunov function.

The second part of this work is concerned with the control of the BBM equation. Consider first the linearized BBM equation with a control force

$$
\begin{equation*}
u_{t}-u_{t x x}+u_{x}=a(x) h(x, t), \tag{1.10}
\end{equation*}
$$

where $a$ is supported in some subset of $\mathbb{T}$ and $h$ stands for the control input. It was proved in $[31,49]$ that (1.10) is approximatively controllable in $H^{1}(\mathbb{T})$. It turns out that (1.10) is not exactly controllable in $H^{1}(\mathbb{T})$ [31]. This is in sharp contrast with the good control properties of other dispersive equations (on periodic domains, see e.g. [22, 45] for KdV, [10, 20, 21, 41, 42] for the nonlinear Schrödinger equation, [25, 26] for the Benjamin-Ono equation, [32] for Boussinesq
system, and [13] for Camassa-Holm equation). The bad control properties of (1.10) come from the existence of a limit point in the spectrum. Such a phenomenon was noticed in [44] for the beam equation with internal damping, in [24] for the plate equation with internal damping, in [31] for the linearized BBM equation, and more recently in [39] for the wave equation with structural damping.

It is by now classical that an "intermediate" equation between (1.1) and (1.2) can be derived from (1.1) by working in a moving frame $x=-c t$ with $c \in \mathbb{R} \backslash\{0\}$. Indeed, letting

$$
\begin{equation*}
v(x, t)=u(x-c t, t) \tag{1.11}
\end{equation*}
$$

we readily see that (1.1) is transformed into the following KdV-BBM equation

$$
\begin{equation*}
v_{t}+(c+1) v_{x}-c v_{x x x}-v_{t x x}+v v_{x}=0 . \tag{1.12}
\end{equation*}
$$

It is then reasonable to expect the control properties of (1.12) to be better than those of (1.1), thanks to the KdV term $-c v_{x x x}$ in (1.12). We shall prove that the equation (1.12) with a forcing term $a(x) k(x, t)$ supported in (any given) subdomain is locally exactly controllable in $H^{1}(\mathbb{T})$ in time $T>(2 \pi) /|c|$. Going back to the original variables, it means that the equation

$$
\begin{equation*}
u_{t}+u_{x}-u_{t x x}+u u_{x}=a(x+c t) h(x, t) \tag{1.13}
\end{equation*}
$$

with a moving distributed control is exactly controllable in $H^{1}(\mathbb{T})$ in (sufficiently) large time. Actually, the control time is chosen in such a way that the support of the control, which is moving at the constant velocity $c$, can visit all the domain $\mathbb{T}$. Using the same idea, it has been proved recently in [29] that the wave equation with structural damping is null controllable in large time when controlled with a moving distributed control.

The concept of moving point control was introduced by J. L. Lions in [27] for the wave equation. One important motivation for this kind of control is that the exact controllability of the wave equation with a pointwise control and Dirichlet boundary conditions fails if the point is a zero of some eigenfunction of the Dirichlet Laplacian, while it holds when the point is moving under some conditions easy to check (see e.g. [6]). The controllability of the wave equation (resp. of the heat equation) with a moving point control was investigated in [6, 17, 27] (resp. in $[7,18])$.

Thus, the appearance of the KdV term $-c v_{x x x}$ in (1.12) results in much better control properties. We shall see that
(i) there is no limit point in the spectrum of the linearized KdV-BBM equation, which is of "hyperbolic" type;
(ii) a UCP for the full KdV-BBM equation can be derived from Carleman estimates for a system of coupled elliptic-hyperbolic equations.
It follows that one can expect a semiglobal exponential stability when applying a localized damping with a moving support. We will see that this is indeed the case. Combining the local exact controllability to the semiglobal exponential stability result, we obtain the following theorem which is the main result of the paper.
Theorem 1.1. Assume given $a \in C^{\infty}(\mathbb{T})$ with $a \neq 0$ and $c \in \mathbb{R} \backslash\{0\}$. Let $s \geq 1$ and $R>0$ be given. Then there exists a time $T=T(s, R)>2 \pi /|c|$ such that for any $u_{0}, u_{T} \in H^{s}(\mathbb{T})$ with

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{s}} \leq R, \quad\left\|u_{T}\right\|_{H^{s}} \leq R, \tag{1.14}
\end{equation*}
$$

there exists a control $h \in L^{2}\left(0, T ; H^{s-2}(\mathbb{T})\right)$ such that the solution $u \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$ of

$$
\begin{aligned}
& u_{t}-u_{t x x}+u_{x}+u u_{x}=a(x+c t) h(x, t), \quad x \in \mathbb{T}, t \in(0, T) \\
& u(x, 0)=u_{0}(x), \quad x \in \mathbb{T}
\end{aligned}
$$

satisfies

$$
u(x, T)=u_{T}(x), \quad x \in \mathbb{T}
$$

The paper is scheduled as follows. In Section 2 we recall some useful facts (global wellposedness, invariants of motion, time analyticity) about BBM. In Section 3 we establish the UCP for BBM. In Section 4 we prove the UCP for other BBM-like equations, including the MMC equation and the BBM equation with a nonlocal term. Section 5 is concerned with the UCP for the KdV-BBM equation. The KdV-BBM equation is first split into a coupled system of an elliptic equation and a transport equation. Next, we prove some Carleman estimates with the same singular weights for both the elliptic and the hyperbolic equations, and we derive the UCP for KdV-BBM by combining these Carleman estimates with a regularization process. Those results are used in Section 6 to prove the exact controllability of KdV-BBM and the semiglobal exponential stability of the same equation with a localized damping term.

## 2. Wellposedness, analyticity in time and invariants of motion

Throughout the paper, for any $s \geq 0, H^{s}(\mathbb{T})$ denotes the Sobolev space

$$
H^{s}(\mathbb{T})=\left\{u: \mathbb{T} \rightarrow \mathbb{R} ;\|u\|_{H^{s}}:=\left\|\left(1-\partial_{x}^{2}\right)^{\frac{s}{2}} u\right\|_{L^{2}(\mathbb{T})}<\infty\right\}
$$

Its dual is denoted $H^{-s}(\mathbb{T})$.
Let us consider the initial value problem (IVP)

$$
\begin{align*}
& u_{t}-u_{t x x}+u_{x}+u u_{x}=0, \quad x \in \mathbb{T}, t \in \mathbb{R}  \tag{2.1}\\
& u(x, 0)=u_{0}(x) \tag{2.2}
\end{align*}
$$

Let $A=-\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} \in \mathcal{L}\left(H^{s}(\mathbb{T}), H^{s+1}(\mathbb{T})\right)$ (for any $s \in \mathbb{R}$ ) and $W(t)=e^{t A}$ for $t \in \mathbb{R}$. We put (2.1)-(2.2) in its integral form

$$
\begin{equation*}
u(t)=W(t) u_{0}+\int_{0}^{t} W(t-s) A\left(u^{2} / 2\right)(s) d s \tag{2.3}
\end{equation*}
$$

For $s \geq 0$ and $T>0$, let

$$
X_{T}^{s}=C\left([-T, T] ; H^{s}(\mathbb{T})\right)
$$

Note that for $u \in X_{T}^{s}, u$ solves (2.1) in $\mathcal{D}^{\prime}\left(-T, T ; H^{s-2}(\mathbb{T})\right)$ and (2.2) if, and only if, it fulfills (2.3) for all $t \in[-T, T]$. The following result will be used thereafter.

Theorem 2.1. ( $[4,43])$ Let $s \geq 0, u_{0} \in H^{s}(\mathbb{T})$ and $T>0$. Then there exists a unique solution $u \in X_{T}^{s}$ of (2.1)-(2.2) (or, alternatively, (2.3)). Furthermore, for any $R>0$, the map $u_{0} \mapsto u$ is real analytic from $B_{R}\left(H^{s}(\mathbb{T})\right)$ into $X_{T}^{s}$.

Some additional properties are collected in the following
Proposition 2.2. For $u_{0} \in H^{1}(\mathbb{T})$, the solution $u(t)$ of the IVP (2.1)-(2.2) satisfies $u \in$ $C^{\omega}\left(\mathbb{R} ; H^{1}(\mathbb{T})\right)$. Moreover the three integral terms $\int_{\mathbb{T}} u d x, \int_{\mathbb{T}}\left(u^{2}+u_{x}^{2}\right) d x$ and $\int_{T}\left(u^{3}+3 u^{2}\right) d x$ are invariants of motion (i.e., they remain constant over time).

Proof. Let us begin with the invariants of motion. For $u_{0} \in H^{1}(\mathbb{T}), u \in X_{T}^{1}$ for all $T>0$, hence

$$
u_{t}=-\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}\left(u+\frac{u^{2}}{2}\right) \in X_{T}^{2}
$$

Therefore, all the terms in (2.1) belong to $X_{T}^{0}$. Scaling in (2.1) by 1 (resp. by $u$ ) yields after some integrations by parts

$$
\frac{d}{d t} \int_{\mathbb{T}} u d x=0 \quad\left(\text { resp. } \quad \frac{d}{d t} \int_{\mathbb{T}}\left(u^{2}+u_{x}^{2}\right) d x=0 .\right)
$$

For the last invariant of motion, we notice (following [34]) that

$$
\left(\frac{1}{3}(u+1)^{3}\right)_{t}-\left(u_{t}^{2}-u_{x t}^{2}+(u+1)^{2} u_{x t}-\frac{1}{4}(u+1)^{4}\right)_{x}=0
$$

Integrating on $\mathbb{T}$ yields $(d / d t) \int_{T}(u+1)^{3} d x=0$. Since $(d / d t) \int_{\mathbb{T}}(3 u+1) d x=0$, we infer that

$$
\frac{d}{d t} \int_{\mathbb{T}}\left(u^{3}+3 u^{2}\right) d x=0
$$

Let us now prove that $u \in C^{\omega}\left(\mathbb{R} ; H^{1}(\mathbb{T})\right)$. Since $u \in C^{1}\left(\mathbb{R} ; H^{1}(\mathbb{T})\right)$, it is sufficient to check that for any $u_{0} \in H^{1}(\mathbb{T})$ there are some numbers $b>0, M>0$, and some sequence $\left(u_{n}\right)_{n \geq 1}$ in $H^{1}(\mathbb{T})$ with

$$
\begin{equation*}
\left\|u_{n}\right\|_{H^{1}} \leq \frac{M}{b^{n}}, \quad n \geq 0 \tag{2.4}
\end{equation*}
$$

such that

$$
\begin{equation*}
u(t)=\sum_{n \geq 0} t^{n} u_{n}, \quad t \in(-b, b) \tag{2.5}
\end{equation*}
$$

Note that the convergence of the series in (2.5) holds in $H^{1}(\mathbb{T})$ uniformly on $[-r b, r b]$ for each $r<1$. Actually, we prove that $u$ can be extended as an analytic function from $D_{b}:=\{z \in$ $\mathbb{C} ;|z|<b\}$ into the space $H_{\mathbb{C}}^{1}(\mathbb{T}):=H^{1}(\mathbb{T} ; \mathbb{C})$, endowed with the Euclidean norm

$$
\left\|\sum_{k \in \mathbb{Z}} \hat{u}_{k} e^{i k x}\right\|_{H^{1}}=\left(\sum_{k \in \mathbb{Z}}\left(1+|k|^{2}\right)\left|\hat{u}_{k}\right|^{2}\right)^{\frac{1}{2}}
$$

We adapt the classical proof of the analyticity of the flow for an ODE with an analytic vector field (see e.g. [15]) to our infinite dimensional framework. For $u \in H_{\mathbb{C}}^{1}(\mathbb{T})$, let $A u=-\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x} u$ and $f(u)=A\left(u+u^{2}\right)$. Since $|k| \leq\left(k^{2}+1\right) / 2$ for all $k \in \mathbb{Z},\|A\|_{\mathcal{L}\left(H_{\mathbb{C}}^{1}(\mathbb{T})\right)} \leq 1 / 2$. Pick a positive constant $C_{1}$ such that

$$
\left\|u^{2}\right\|_{H^{1}} \leq C_{1}\|u\|_{H^{1}}^{2} \quad \text { for all } u \in H_{\mathbb{C}}^{1}(\mathbb{T})
$$

We define by induction on $q$ a sequence $\left(u^{q}\right)$ of analytic functions from $\mathbb{C}$ to $H_{\mathbb{C}}^{1}(\mathbb{T})$ which will converge uniformly on $D_{T}$, for $T>0$ small enough, to a solution of the integral equation

$$
u(z)=u_{0}+\int_{[0, z]} f(u(\zeta)) d \zeta=u_{0}+\int_{0}^{1} f(u(s z)) z d s
$$

Let

$$
\begin{aligned}
u^{0}(z) & =u_{0}, \quad \text { for } z \in \mathbb{C} \\
u^{q+1}(z) & =u_{0}+\int_{[0, z]} f\left(u^{q}(\zeta)\right) d \zeta, \quad \text { for } q \geq 0, z \in \mathbb{C} .
\end{aligned}
$$

CLAIM 1. $u^{q}(z)=\sum_{n \geq 0} z^{n} v_{n}^{q}$ for all $z \in \mathbb{C}$ and some sequence $\left(v_{n}^{q}\right)$ in $H_{\mathbb{C}}^{1}(\mathbb{T})$ with

$$
\left\|v_{n}^{q}\right\|_{H^{1}} \leq \frac{M(q, b)}{b^{n}} \quad \text { for all } q, n \in \mathbb{N}, b>0
$$

The proof of Claim 1 is done by induction on $q \geq 0$. The result is clear for $q=0$ with $M(0, b)=\left\|u_{0}\right\|_{H^{1}}$, since $v_{0}^{0}=u_{0}$ and $v_{n}^{0}=0$ for $n \geq 1$. Assume Claim 1 proved for some $q \geq 0$. Then, for any $r \in(0,1)$ and any $b>0$

$$
\left\|z^{n} v_{n}^{q}\right\|_{H^{1}} \leq M(q, b) r^{n} \quad \text { for }|z| \leq r b
$$

so that the series $\sum_{n \geq 0} z^{n} v_{n}^{q}$ converges absolutely in $H_{\mathbb{C}}^{1}(\mathbb{T})$ uniformly for $z \in \overline{D_{r b}}$. The same holds true for the series $\sum_{n \geq 0} z^{n}\left(\sum_{0 \leq l \leq n} v_{l}^{q} v_{n-l}^{q}\right)$. It follows that

$$
f\left(u^{q}(\zeta)\right)=A\left(\sum_{n \geq 0} \zeta^{n} v_{n}^{q}+\sum_{n \geq 0} \zeta^{n}\left(\sum_{0 \leq l \leq n} v_{l}^{q} v_{n-l}^{q}\right)\right)
$$

converges uniformly for $\zeta \in \overline{D_{r b}}$. Thus

$$
\begin{aligned}
u^{q+1}(z) & =u_{0}+\int_{[0, z]} \sum_{n \geq 0} \zeta^{n} A\left(v_{n}^{q}+\sum_{0 \leq l \leq n} v_{l}^{q} v_{n-l}^{q}\right) d \zeta \\
& =\sum_{n \geq 0} z^{n} v_{n}^{q+1}
\end{aligned}
$$

where

$$
\begin{aligned}
& v_{0}^{q+1}=u_{0} \\
& v_{n}^{q+1}=\frac{1}{n} A\left(v_{n-1}^{q}+\sum_{0 \leq l \leq n-1} v_{l}^{q} v_{n-1-l}^{q}\right) \quad \text { for } n \geq 1
\end{aligned}
$$

It follows that for $n \geq 1$

$$
\left\|v_{n}^{q+1}\right\|_{H^{1}} \leq \frac{\|A\|}{n}\left(\frac{M(q, b)}{b^{n-1}}+n C_{1} \frac{M^{2}(q, b)}{b^{n-1}}\right) \leq \frac{M(q+1, b)}{b^{n}}
$$

with

$$
M(q+1, b):=\sup \left\{\left\|u_{0}\right\|_{H^{1}}, b\|A\|\left(M(q, b)+C_{1} M^{2}(q, b)\right\}\right.
$$

Claim 1 is proved.
Claim 2. Let $T:=\left(2\|A\|\left(1+4 C_{1}\left\|u_{0}\right\|_{H^{1}}\right)\right)^{-1}$. Then $\left\|u^{q}-u\right\|_{L^{\infty}\left(\overline{D_{T}} ; H_{\mathbb{C}}^{1}(\mathbb{T})\right)} \rightarrow 0$ as $q \rightarrow \infty$ for some $u \in C\left(\overline{D_{T}} ; H_{\mathbb{C}}^{1}(\mathbb{T})\right)$.

Let $Z_{T}=C\left(\overline{D_{T}} ; H_{\mathbb{C}}^{1}(\mathbb{T})\right)$ be endowed with the norm $\|\|v\|\|=\sup _{|z| \leq T}\|v(z)\|_{H^{1}}$. Let $R>0$, and for $v \in B_{R}:=\left\{v \in Z_{T} ;\| \| v \| \leq R\right\}$, let

$$
(\Gamma v)(z)=u_{0}+\int_{[0, z]} f(v(\zeta)) d \zeta .
$$

Then

$$
\begin{aligned}
\|\mid \Gamma v\| & \leq\left\|u_{0}\right\|_{H^{1}}+T\|A\|\left(\| \| v\left\|+C_{1}\right\| \mid\|v\| \|^{2}\right) \leq\left\|u_{0}\right\|_{H^{1}}+T\|A\|\left(R+C_{1} R^{2}\right) \\
\left\|\Gamma v_{1}-\Gamma v_{2}\right\| & \leq T\|A\|\left(\left\|v_{1}-v_{2}\right\|\|+\| v_{1}^{2}-v_{2}^{2}\| \|\right) \leq T\|A\|\left(1+2 C_{1} R\right)\left\|v_{1}-v_{2}\right\| \| .
\end{aligned}
$$

Pick $R=2\left\|u_{0}\right\|_{H^{1}}$ and $T=\left(2\|A\|\left(1+2 C_{1} R\right)\right)^{-1}$. Then $\Gamma$ contracts in $B_{R}$. The sequence $\left(u^{q}\right)$, which is given by Picard iteration scheme, has a limit $u$ in $Z_{T}$ which fulfills

$$
u(z)=u_{0}+\int_{[0, z]} f(u(\zeta)) d \zeta, \quad|z| \leq T
$$

In particular, $u \in C^{1}\left([-T, T] ; H^{1}(\mathbb{T})\right)$ (the $u^{q}(z)$ being real-valued for $z \in \mathbb{R}$ ) and it satisfies $u_{t}=f(u)$ on [ $-T, T$ ] together with $u(0)=u_{0}$; that is, $u$ solves (2.1)-(2.2) in the class $C^{1}\left([-T, T] ; H^{1}(\mathbb{T})\right) \subset X_{T}^{1}$.
CLaim 3. $u(z)=\sum_{n \geq 0} z^{n} v_{n}$ for $|z|<T$, where $v_{n}=\lim _{q \rightarrow \infty} v_{n}^{q}$ for each $n \geq 0$.
From Claim 1, we infer that for all $n \geq 1$

$$
v_{n}^{q}=\frac{1}{2 \pi i} \int_{|z|=T} z^{-n-1} u^{q}(z) d z
$$

hence

$$
\left\|v_{n}^{p}-v_{n}^{q}\right\|_{H^{1}} \leq T^{-n}\| \| u^{p}-u^{q}\| \|
$$

From Claim 2, we infer that $\left(v_{n}^{q}\right)$ is a Cauchy sequence in $H_{\mathbb{C}}^{1}(\mathbb{T})$. Let $v_{n}$ denote its limit in $H_{\mathbb{C}}^{1}(\mathbb{T})$. Note that

$$
\left\|v_{n}-v_{n}^{q}\right\|_{H^{1}} \leq T^{-n}| | u-u^{q} \mid \|,
$$

and hence the series $\sum_{n \geq 0} z^{n} v_{n}$ is convergent for $|z|<T$. Therefore, for $|z| \leq r T$ with $r<1$,

$$
\left\|\sum_{n \geq 0} z^{n}\left(v_{n}-v_{n}^{q}\right)\right\|_{H^{1}} \leq(1-r)^{-1}\left|\left\|u-u^{q} \mid\right\|,\right.
$$

and hence $u^{q}(z)=\sum_{n \geq 0} z^{n} v_{n}^{q} \rightarrow \sum_{n \geq 0} z^{n} v_{n}$ in $Z_{r T}$ as $q \rightarrow \infty$. It follows that

$$
u(z)=\sum_{n \geq 0} z^{n} v_{n} \quad \text { for }|z|<T .
$$

The proof of Proposition 2.2 is complete.

## 3. Unique Continuation Property for BBM

In this section we prove a UCP for the BBM equation for small solutions with nonnegative mean values.

Theorem 3.1. Let $u_{0} \in H^{1}(\mathbb{T})$ be such that

$$
\begin{align*}
& \int_{\mathbb{T}} u_{0}(x) d x \tag{3.1}
\end{align*}
$$

Assume that the solution $u$ of (2.1)-(2.2) satisfies

$$
\begin{equation*}
u(x, t)=0 \quad \text { for all }(x, t) \in \omega \times(0, T) \tag{3.3}
\end{equation*}
$$

where $\omega \subset \mathbb{T}$ is a nonempty open set and $T>0$. Then $u_{0}=0$, and hence $u \equiv 0$.
Proof. We identify $\mathbb{T}$ to $(0,2 \pi)$ in such a way that $\omega \supset(0, \varepsilon) \cup(2 \pi-\varepsilon, 2 \pi)$ for some $\varepsilon>0$. Since $u \in C^{\omega}\left(\mathbb{R} ; H^{1}(\mathbb{T})\right)$ by Proposition 2.2, we have that $u(x,.) \in C^{\omega}(\mathbb{R})$ for all $x \in \mathbb{T}$. (3.3) gives then that

$$
\begin{equation*}
u(x, t)=0 \quad \text { for }(x, t) \in \omega \times \mathbb{R} \tag{3.4}
\end{equation*}
$$

Introduce the function

$$
v(x, t)=\int_{0}^{x} u(y, t) d y
$$

Then $v \in C^{\omega}\left(\mathbb{R} ; H^{2}(0,2 \pi)\right)$ and $v$ satisfies

$$
\begin{equation*}
v_{t}-v_{t x x}+v_{x}+\frac{u^{2}}{2}=0, \quad x \in(0,2 \pi) \tag{3.5}
\end{equation*}
$$

as it may be seen by integrating $(2.1)$ on $(0, x)$. Let

$$
I(t)=\int_{0}^{2 \pi} v(x, t) d x
$$

Note that $I \in C^{\omega}(\mathbb{R})$. Integrating (3.5) on $(0,2 \pi)$ gives with (3.1)

$$
I_{t}=-\int_{0}^{2 \pi} u_{0}(x) d x-\frac{1}{2} \int_{0}^{2 \pi}|u(x, t)|^{2} d x \leq 0
$$

Since $\|u(t)\|_{H^{1}}=\left\|u_{0}\right\|_{H^{1}}$ for all $t \in \mathbb{R}, v \in L^{\infty}\left(\mathbb{R}, H^{2}(0,2 \pi)\right)$ and $I \in L^{\infty}(\mathbb{R})$. It follows that the function $I$ has a finite limit as $t \rightarrow \infty$, that we denote by $l$. From the boundedness of $\|u(t)\|_{H^{1}(\mathbb{T})}$ for $t \in \mathbb{R}$, we infer the existence of a sequence $t_{n} \nearrow+\infty$ such that

$$
\begin{equation*}
u\left(t_{n}\right) \rightharpoonup \tilde{u}_{0} \quad \text { in } H^{1}(\mathbb{T}) \tag{3.6}
\end{equation*}
$$

for some $\tilde{u}_{0} \in H^{1}(\mathbb{T})$. Let $\tilde{u}$ denote the solution of the IVP for BBM corresponding to the initial data $\tilde{u}_{0}$; that is, $\tilde{u}$ solves

$$
\begin{aligned}
& \tilde{u}_{t}-\tilde{u}_{t x x}+\tilde{u}_{x}+\tilde{u} \tilde{u}_{x}=0, \quad x \in \mathbb{T}, t \in \mathbb{R} \\
& \tilde{u}(x, 0)=\tilde{u}_{0}(x)
\end{aligned}
$$

Pick any $s \in(1 / 2,1)$. As $u\left(t_{n}\right) \rightarrow \tilde{u}_{0}$ strongly in $H^{s}(\mathbb{T})$, we infer from Theorem 2.1 that

$$
\begin{equation*}
u\left(t_{n}+\cdot\right) \rightarrow \tilde{u} \quad \text { in } C\left([0,1] ; H^{s}(\mathbb{T})\right) \tag{3.7}
\end{equation*}
$$

It follows from (3.4), (3.7) and the fact that $\tilde{u} \in C^{\omega}\left(\mathbb{R}, H^{1}(\mathbb{T})\right)$ that

$$
\tilde{u}(x, t)=0 \quad \text { for }(x, t) \in \omega \times \mathbb{R}
$$

On the other hand, $\int_{0}^{2 \pi} \tilde{u}_{0}(x) d x=\int_{0}^{2 \pi} u_{0}(x) d x$ from (3.6) and the invariance of $\int_{0}^{2 \pi} u(x, t) d x$. Let $\tilde{v}(x, t)=\int_{0}^{x} \tilde{u}(y, t) d y$ and $\tilde{I}(t)=\int_{0}^{2 \pi} \tilde{v}(x, t) d x$. Then we still have that

$$
\begin{equation*}
\tilde{I}_{t}=-\int_{0}^{2 \pi} u_{0}(x) d x-\frac{1}{2} \int_{0}^{2 \pi}|\tilde{u}(x, t)|^{2} d x \leq 0 \tag{3.8}
\end{equation*}
$$

But we infer from (3.7) that

$$
I\left(t_{n}\right) \rightarrow \tilde{I}(0), \quad I\left(t_{n}+1\right) \rightarrow \tilde{I}(1)
$$

Since

$$
\lim _{n \rightarrow \infty} I\left(t_{n}\right)=\lim _{n \rightarrow \infty} I\left(t_{n}+1\right)=l
$$

we have that $\tilde{I}(0)=\tilde{I}(1)$. Combined to (3.8), this yields

$$
\tilde{u}(x, t)=0 \quad(x, t) \in \mathbb{T} \times[0,1]
$$

In particular, $\tilde{u}_{0}=0$. From (3.6), we infer that

$$
\int_{0}^{2 \pi}\left(u^{3}\left(x, t_{n}\right)+3 u^{2}\left(x, t_{n}\right)\right) d x \rightarrow 0 \quad \text { as } n \rightarrow \infty
$$

As $\int_{0}^{2 \pi}\left(u^{3}+3 u^{2}\right) d x$ is a conserved quantity, we infer that

$$
\int_{0}^{2 \pi}\left(3+u_{0}(x)\right)\left|u_{0}(x)\right|^{2} d x=0
$$

which, combined to (3.2), yields $u_{0}=0$.
Remark 3.2. Note that Theorem 3.1 is false if the assumptions $u_{0} \in H^{1}(\mathbb{T})$ and (3.1) are removed. Indeed, if $u \in C\left(\mathbb{R} ; L^{2}(\mathbb{T})\right)$ is defined for $x \in \mathbb{T} \sim(0,2 \pi)$ and $t \in \mathbb{R}$ by

$$
u(x, t)=u_{0}(x)= \begin{cases}-2 & \text { if }|x-\pi| \leq \frac{\pi}{2} \\ 0 & \text { if } \frac{\pi}{2}<|x-\pi|<\pi\end{cases}
$$

then (2.1) and (2.2) are satisfied, although $u \not \equiv 0$.

## 4. Unique Continuation Property for BBM-Like equations

We shall consider BBM-like equations with different nonlinear terms. We first consider a generalized BBM equation without drift term, and next a BBM-like equation with a nonlocal bilinear term.
4.1. Generalized BBM equation without drift term. We consider the following generalized BBM equation

$$
\begin{align*}
& u_{t}-u_{t x x}+[f(u)]_{x}=0, \quad x \in \mathbb{T}, t \in \mathbb{R}  \tag{4.1}\\
& u(x, 0)=u_{0}(x) \tag{4.2}
\end{align*}
$$

where $f \in C^{1}(\mathbb{R}), f(u) \geq 0$ for all $u \in \mathbb{R}$, and the only solution $u \in(-\delta, \delta)$ of $f(u)=0$ is $u=0$, for some number $\delta>0$. That class of BBM-like equations includes the Morrison-Meiss-Carey equation

$$
u_{t}-u_{t x x}+u u_{x}=0
$$

for $f(u)=u^{2} / 2$. Note that the global wellposedness of (4.1)-(4.2) in $H^{1}(\mathbb{T})$ can easily be derived from the contraction mapping theorem and the conservation of the $H^{1}$-norm. It turns out that the UCP can be derived in a straight way and without any additional assumption on the initial data.

Theorem 4.1. Let $f$ be as above, and let $\omega$ be a nonempty open set in $\mathbb{T}$. Let $u_{0} \in H^{1}(\mathbb{T})$ be such that the solution $u$ of (4.1)-(4.2) satisfies $u(x, t)=0$ for $(x, t) \in \omega \times(0, T)$ for some $T>0$. Then $u_{0}=0$.

Proof. Once again, we can assume without loss of generality that $\omega=(0, \varepsilon) \cup(2 \pi-\varepsilon, 2 \pi)$. The prolongation of $u$ by 0 on $(\mathbb{R} \backslash(0,2 \pi)) \times(0, T)$, still denoted by $u$, satisfies

$$
\begin{align*}
u_{t}-u_{t x x}+[f(u)]_{x}=0, & x \in \mathbb{R}, t \in(0, T)  \tag{4.3}\\
u(x, t)=0, & x \notin(\varepsilon, 2 \pi-\varepsilon), t \in(0, T)  \tag{4.4}\\
u \in C\left([0, T] ; H^{1}(\mathbb{R})\right), & u_{t} \in C\left([0, T] ; H^{2}(\mathbb{R})\right) \tag{4.5}
\end{align*}
$$

Scaling in (4.3) by $e^{x}$ yields for $t \in(0, T)$

$$
\int_{-\infty}^{\infty} f(u(x, t)) e^{x} d x=0
$$

for $\int_{-\infty}^{\infty} u_{t x x} e^{x} d x=\int_{-\infty}^{\infty} u_{t} e^{x} d x$ by two integrations by parts. Since $f$ is nonnegative, this yields

$$
f(u(x, t))=0 \quad \text { for }(x, t) \in \mathbb{R} \times(0, T)
$$

Since $u$ is continuous and it vanishes for $x \notin(\varepsilon, 2 \pi-\varepsilon)$, we infer from the assumptions about $f$ that $u \equiv 0$.

Pick any nonnegative function $a \in C^{\infty}(\mathbb{T})$ with $\omega:=\{x \in \mathbb{T} ; a(x)>0\}$ nonempty. We are interested in the stability properties of the system

$$
\begin{align*}
& u_{t}-u_{t x x}+[f(u)]_{x}+a(x) u=0, \quad x \in \mathbb{T}, t \geq 0  \tag{4.6}\\
& u(x, 0)=u_{0}(x) \tag{4.7}
\end{align*}
$$

where $f$ is as above. The following weak stability result holds.
Corollary 4.2. Let $u_{0} \in H^{1}(\mathbb{T})$. Then (4.6)-(4.7) admits a unique solution $u \in C\left([0, T] ; H^{1}(\mathbb{T})\right)$ for all $T>0$. Furthermore, $u(t) \rightarrow 0$ weakly in $H^{1}(\mathbb{T})$, hence strongly in $H^{s}(\mathbb{T})$ for $s<1$, as $t \rightarrow+\infty$.

Proof. The local wellposedness in $H^{s}(\mathbb{T})$ for any $s>1 / 2$ is derived from the contraction mapping theorem in much the same way as for Theorem 2.1. The global wellposedness in $H^{1}(\mathbb{T})$ follows at once from the energy identity

$$
\begin{equation*}
\|u(T)\|_{H^{1}}^{2}-\left\|u_{0}\right\|_{H^{1}}^{2}+2 \int_{0}^{T} \int_{\mathbb{T}} a(x)|u(x, t)|^{2} d x d t=0 \tag{4.8}
\end{equation*}
$$

obtained by scaling each term in (4.6) by $u$. On the other hand, still from the application of the contraction mapping theorem, given any $s>1 / 2$, any $\rho>0$ and any $u_{0}, v_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}(\mathbb{T})} \leq \rho,\left\|v_{0}\right\|_{H^{s}(\mathbb{T})} \leq \rho$, there is some time $T=T(s, \rho)>0$ such that the solutions $u$ and $v$ of (4.6)-(4.7) corresponding to the initial data $u_{0}$ and $v_{0}$, respectively, fulfill

$$
\begin{equation*}
\|u-v\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} \leq 2\left\|u_{0}-v_{0}\right\|_{H^{s}(\mathbb{T})} \tag{4.9}
\end{equation*}
$$

Pick any initial data $u_{0} \in H^{1}(\mathbb{T})$, any $s \in(1 / 2,1)$, and let $\rho=\left\|u_{0}\right\|_{H^{1}(\mathbb{T})}$ and $T=T(s, \rho)$. Note that $\|u(t)\|_{H^{1}}$ is nonincreasing by (4.8), hence it has a nonnegative limit $l$ as $t \rightarrow \infty$. Let $v_{0}$ be in the $\omega$-limit set of $(u(t))_{t \geq 0}$ in $H^{1}(\mathbb{T})$ for the weak topology; that is, for some sequence $t_{n} \rightarrow \infty$ we have $u\left(t_{n}\right) \rightarrow v_{0}$ weakly in $H^{1}(\mathbb{T})$. Extracting a subsequence if needed, we may assume that $t_{n+1}-t_{n} \geq T$ for all $n$. From (4.8) we infer that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int_{t_{n}}^{t_{n+1}} \int_{\mathbb{T}} a(x)|u(x, t)|^{2} d x d t=0 \tag{4.10}
\end{equation*}
$$

Since $u\left(t_{n}\right) \rightarrow v_{0}$ (strongly) in $H^{s}(\mathbb{T})$, and $\left\|u\left(t_{n}\right)\right\|_{H^{s}(\mathbb{T})} \leq\left\|u\left(t_{n}\right)\right\|_{H^{1}(\mathbb{T})} \leq \rho$, we have from (4.9) that

$$
\begin{equation*}
u\left(t_{n}+\cdot\right) \rightarrow v \quad \text { in } C\left([0, T] ; H^{s}(\mathbb{T})\right) \quad \text { as } n \rightarrow \infty \tag{4.11}
\end{equation*}
$$

where $v=v(x, t)$ denotes the solution of

$$
\begin{aligned}
& v_{t}-v_{t x x}+[f(v)]_{x}+a(x) v=0, \quad x \in \mathbb{T}, t \geq 0 \\
& v(x, 0)=v_{0}(x)
\end{aligned}
$$

Note that $v \in C\left([0, T] ; H^{1}(\mathbb{T})\right)$ for $\left.v_{0} \in H^{1}(\mathbb{T})\right)$. (4.10) combined to (4.11) yields

$$
\int_{0}^{T} \int_{\mathbb{T}} a(x)|v(x, t)|^{2} d x d t=0
$$

so that $a v \equiv 0$. By Theorem 4.1, $v_{0}=0$ and hence, as $t \rightarrow \infty$,

$$
\begin{array}{ll}
u(t) \rightarrow 0 & \text { weakly in } H^{1}(\mathbb{T}) \\
u(t) \rightarrow 0 & \text { strongly in } H^{s}(\mathbb{T}) \text { for } s<1
\end{array}
$$

4.2. A BBM-like equation with a nonlocal bilinear term. Here, we consider a BBM-type equation with the drift term, but with a nonlocal bilinear term given by a convolution, namely

$$
\begin{equation*}
u_{t}-u_{t x x}+u_{x}+\lambda(u * u)_{x}=0, \quad x \in \mathbb{R} \tag{4.12}
\end{equation*}
$$

where $\lambda \in \mathbb{R}$ is a constant and

$$
(u * v)(x)=\int_{-\infty}^{\infty} u(x-y) v(y) d y \quad \text { for } x \in \mathbb{R}
$$

A UCP can be derived without any restriction on the initial data.
Theorem 4.3. Assume that $\lambda \neq 0$. Let $u \in C^{1}\left([0, T] ; H^{1}(\mathbb{R})\right)$ be a solution of (4.12) such that

$$
\begin{equation*}
u(x, t)=0 \quad \text { for }|x|>L, t \in(0, T) \tag{4.13}
\end{equation*}
$$

Then $u \equiv 0$.
Proof. Taking the Fourier transform of each term in (4.12) yields

$$
\begin{equation*}
\left(1+\xi^{2}\right) \hat{u}_{t}=-i \xi\left(\hat{u}+\lambda \hat{u}^{2}\right), \quad \xi \in \mathbb{R}, t \in(0, T) \tag{4.14}
\end{equation*}
$$

Note that, for each $t \in(0, T), \hat{u}(., t)$ and $\hat{u}_{t}(., t)$ may be extended to $\mathbb{C}$ as entire functions of exponential type at most $L$. Furthermore, (4.14) is still true for $\xi \in \mathbb{C}$ and $t \in(0, T)$ by analytic continuation. To prove that $u \equiv 0$, it is sufficient to check that

$$
\begin{equation*}
\partial_{\xi}^{k} \hat{u}(i, t)=0 \quad \forall k \in \mathbb{N}, \forall t \in(0, T) \tag{4.15}
\end{equation*}
$$

Let us prove (4.15) by induction on $k$. First, we see that (4.14) gives that either

$$
\begin{equation*}
\hat{u}(i, t)=0 \quad \forall t \in(0, T) \tag{4.16}
\end{equation*}
$$

or

$$
\begin{equation*}
\hat{u}(i, t)=-\lambda^{-1} \quad \forall t \in(0, T) \tag{4.17}
\end{equation*}
$$

Derivating with respect to $\xi$ in (4.14) yields (the upperscript denoting the order of derivation in $\xi)$

$$
\begin{equation*}
2 \xi \hat{u}_{t}(\xi, t)+\left(1+\xi^{2}\right) \hat{u}_{t}^{(1)}(\xi, t)=-i \hat{u}(\xi, t)(1+\lambda \hat{u}(\xi, t))-i \xi \hat{u}^{(1)}(\xi, t)(1+2 \lambda \hat{u}(\xi, t)) \tag{4.18}
\end{equation*}
$$

Note that $\hat{u}_{t}(i, t)=0$ if either (4.16) or (4.17) hold. Combined with (4.18), this gives

$$
\hat{u}^{(1)}(i, t)=0, \quad t \in(0, T)
$$

Assume now that, for some $k \geq 2$,

$$
\begin{equation*}
\hat{u}^{(l)}(i, t)=0 \text { for } t \in(0, T) \text { and any } l \in\{1, \ldots, k-1\} . \tag{4.19}
\end{equation*}
$$

Derivating $k$ times with respect to $\xi$ in (4.14) yields

$$
\begin{align*}
\left(1+\xi^{2}\right) \hat{u}_{t}^{(k)}+2 k \xi \hat{u}_{t}^{(k-1)}+k(k-1) \hat{u}_{t}^{(k-2)}= & -i \xi\left(\hat{u}^{(k)}+\lambda \sum_{l=0}^{k} C_{k}^{l} \hat{u}^{(l)} \hat{u}^{(k-l)}\right) \\
& -i k\left(\hat{u}^{(k-1)}+\lambda \sum_{l=0}^{k-1} C_{k-1}^{l} \hat{u}^{(l)} \hat{u}^{(k-1-l)}\right) \tag{4.20}
\end{align*}
$$

From (4.19) and (4.20) we infer that

$$
\hat{u}^{(k)}(i, t)(1+2 \lambda \hat{u}(i, t))=0
$$

Combined to (4.16) and (4.17), this yields

$$
\hat{u}^{(k)}(i, t)=0
$$

Thus

$$
\begin{equation*}
\hat{u}^{(k)}(i, t)=0 \quad \forall k \geq 1 \tag{4.21}
\end{equation*}
$$

(4.17) and (4.21) would imply

$$
\hat{u}(\xi, t)=-\lambda^{-1} \quad \forall \xi \in \mathbb{C}
$$

which contradicts the fact that $\hat{u}(., t) \in L^{2}(\mathbb{R})$. Thus (4.16) holds and $u \equiv 0$.

## 5. Unique continuation property for the KdV-BBM equation

In this section we prove some UCP for the following KdV-BBM equation

$$
\begin{equation*}
u_{t}-u_{t x x}-c u_{x x x}+q u_{x}=0, \quad x \in \mathbb{T}, t \in(0, T) \tag{5.1}
\end{equation*}
$$

where $q \in L^{\infty}\left(0, T ; L^{\infty}(\mathbb{T})\right)$ is a given potential function and $c \neq 0$ is a given real constant. The UCP obtained here will be used in the next section to obtain a semiglobal exponential stabilization result for BBM with a moving damping.

Theorem 5.1. Let $c \in \mathbb{R} \backslash\{0\}, T>2 \pi /|c|$, and $q \in L^{\infty}\left(0, T ; L^{\infty}(\mathbb{T})\right)$. Let $\omega \subset \mathbb{T}$ be a nonempty open set. Assume that $u \in L^{2}\left(0, T ; H^{2}(\mathbb{T})\right)$ satisfies (5.1) and

$$
\begin{equation*}
u(x, t)=0 \quad \text { for a.e. }(x, t) \in \omega \times(0, T) \tag{5.2}
\end{equation*}
$$

Then $u \equiv 0$.
Proof. Let $w=u-u_{x x} \in L^{2}\left(0, T ; L^{2}(\mathbb{T})\right)$. Then $(u, w)$ solves the following system

$$
\begin{align*}
& u-u_{x x}=w  \tag{5.3}\\
& w_{t}+c w_{x}=(c-q) u_{x} \tag{5.4}
\end{align*}
$$

Note that, by (5.2),

$$
\begin{equation*}
u=w=0 \quad \text { a.e. on } \omega \times(0, T) \tag{5.5}
\end{equation*}
$$

Inspired in part by [1] (which was concerned with a heat-wave system ${ }^{1}$ ), we shall establish some Carleman estimates for the elliptic equation (5.3) and the transport equation (5.4) with the same singular weight. Introduce a few notations. We identify $\mathbb{T}$ with $(0,2 \pi)$. Without loss of generality, we can assume that $c>0$ (the case $c<0$ being similar), and that $\omega=(2 \pi-2 \eta, 2 \pi+\eta)$ for some $\eta>0$. Let $\omega_{0}=(2 \pi-\eta, 2 \pi) \subset \omega$. Pick a time $T>2 \pi / c$, and some positive numbers $\delta, \varepsilon$ and $\rho<1$ such that

$$
\begin{equation*}
\rho T c-2 \rho \delta c-2 \pi+\eta-\varepsilon>0 \tag{5.6}
\end{equation*}
$$

Pick finally a function $g \in C^{\infty}(0, T)$ such that

$$
g(t)= \begin{cases}\frac{1}{t} & \text { for } 0<t<\delta / 2 \\ \text { strictly decreasing } & \text { for } 0<t \leq \delta \\ 1 & \text { for } \delta \leq t<T\end{cases}
$$

Let $\psi \in C^{\infty}(\mathbb{T} \times[0, T])$ (i.e. $\psi$ is $C^{\infty}$ smooth in $(x, t)$ and $\psi(., t)$ is $2 \pi$-periodic in $x$ for all $t \in[0, T])$ with

$$
\psi(x, t)=(x+\varepsilon)^{2}-\rho c^{2}(t-2 \delta)^{2} \quad \text { for } x \in[0,2 \pi-\eta], t \in[0, T]
$$

Let finally

$$
\begin{aligned}
\varphi(x, t) & =g(t)\left(2 e^{\|\psi\|_{L} \infty}-e^{\psi(x, t)}\right), & & (x, t) \in \mathbb{T} \times(0, T] \\
\theta(x, t) & =g(t) e^{\psi(x, t)}, & & (x, t) \in \mathbb{T} \times(0, T]
\end{aligned}
$$

where $\|\psi\|_{L^{\infty}}=\|\psi\|_{L^{\infty}(\mathbb{T} \times(0, T))}$. The proof of Theorem 5.1 is outlined as follows. In the first step, we prove a Carleman estimate for the elliptic equation (5.3) with the time-varying weight $\varphi$. In the second step, we prove a Carleman estimate for the transport equation (5.4) with the same weight. In the last step, we combine the two above Carleman estimates into a single one for (5.1) and derive the UCP.

Step 1. Carleman estimate for the elliptic equation.

[^1]Lemma 5.2. There exist $s_{0} \geq 1$ and $C_{0}>0$ such that for all $s \geq s_{0}$ and all $u \in L^{2}\left(0, T ; H^{2}(\mathbb{T})\right)$, the following holds

$$
\begin{align*}
\int_{0}^{T} \int_{\mathbb{T}}\left[(s \theta)\left|u_{x}\right|^{2}+(s \theta)^{3}|u|^{2}\right] & e^{-2 s \varphi} d x d t \\
& \leq C_{0}\left(\int_{0}^{T} \int_{\mathbb{T}}\left|u_{x x}\right|^{2} e^{-2 s \varphi} d x d t+\int_{0}^{T} \int_{\omega}(s \theta)^{3}|u|^{2} e^{-2 s \varphi} d x d t\right) \tag{5.7}
\end{align*}
$$

Remark 5.3. The same Carleman estimate as above with terms integrated over $\mathbb{T}$ only is also valid, but with some constants $C_{0}$ and $s_{0}$ that could a priori depend on $t$. The above formulation was preferred for the sake of clarity.
Proof of Lemma 5.2: Let $v=e^{-s \varphi} u$ and $P=\partial_{x}^{2}$. Then

$$
e^{-s \varphi} P u=e^{-s \varphi} P\left(e^{s \varphi} v\right)=P_{s} v+P_{a} v
$$

where

$$
\begin{align*}
P_{s} v & =\left(s \varphi_{x}\right)^{2} v+v_{x x}  \tag{5.8}\\
P_{a} v & =2 s \varphi_{x} v_{x}+s \varphi_{x x} v \tag{5.9}
\end{align*}
$$

denote the (formal) selfadjoint and skeweadjoint parts of $e^{-s \varphi} P\left(e^{s \varphi}.\right)$. It follows that

$$
\left\|e^{-s \varphi} P u\right\|^{2}=\left\|P_{s} v\right\|^{2}+\left\|P_{a} v\right\|^{2}+2\left(P_{s} v, P_{a} v\right)
$$

where $(f, g)=\int_{0}^{T} \int_{\mathbb{T}} f g d x d t,\|f\|^{2}=(f, f)$. In the sequel, $\int_{0}^{T} \int_{\mathbb{T}} f(x, t) d x d t$ is denoted $\iint f$, for the sake of shortness. Then

$$
\begin{aligned}
\left(P_{s} v, P_{a} v\right)=\left(\left(s \varphi_{x}\right)^{2} v, 2 s \varphi_{x} v_{x}\right)+\left(\left(s \varphi_{x}\right)^{2} v\right. & \left., s \varphi_{x x} v\right) \\
& +\left(v_{x x}, 2 s \varphi_{x} v_{x}\right)+\left(v_{x x}, s \varphi_{x x} v\right)=: I_{1}+I_{2}+I_{3}+I_{4}
\end{aligned}
$$

After some integrations by parts in $x$, we obtain that

$$
\begin{aligned}
& I_{1}=-3 \iint\left(s \varphi_{x}\right)^{2} s \varphi_{x x} v^{2} \\
& I_{3}=-\iint s \varphi_{x x} v_{x}^{2} \\
& I_{4}=-\iint v_{x}\left(s \varphi_{x x x} v+s \varphi_{x x} v_{x}\right)=\iint s \varphi_{x x x x} \frac{v^{2}}{2}-\iint s \varphi_{x x} v_{x}^{2}
\end{aligned}
$$

Therefore

$$
\left\|e^{-s \varphi} P u\right\|^{2}=\left\|P_{s} v\right\|^{2}+\left\|P_{a} v\right\|^{2}+\iint\left[-4\left(s \varphi_{x}\right)^{2} s \varphi_{x x}+s \varphi_{x x x x}\right] v^{2}+\iint\left(-4 s \varphi_{x x}\right) v_{x}^{2}
$$

We notice that

$$
\varphi_{x}=-g \psi_{x} e^{\psi}, \quad \varphi_{x x}=-g\left[\left(\psi_{x}\right)^{2}+\psi_{x x}\right] e^{\psi}
$$

hence there exist some numbers $s_{0} \geq 1, C>0$ and $C^{\prime}>0$ such that for all $s \geq s_{0}$

$$
\begin{array}{rlr}
-4\left(s \varphi_{x}\right)^{2} s \varphi_{x x}+s \varphi_{x x x x} & \geq C(s g)^{3} & \\
\text { for }(x, t) \in(0,2 \pi-\eta) \times(0, T) \\
-4 s \varphi_{x x} & \geq C s g & \text { for }(x, t) \in(0,2 \pi-\eta) \times(0, T)
\end{array}
$$

while

$$
\begin{array}{rlr}
\left|-4\left(s \varphi_{x}\right)^{2} s \varphi_{x x}+s \varphi_{x x x x}\right| & \leq C^{\prime}(s g)^{3} & \text { for }(x, t) \in(2 \pi-\eta, 2 \pi) \times(0, T), \\
\left|4 s \varphi_{x x}\right| & \leq C^{\prime} s g & \text { for }(x, t) \in(2 \pi-\eta, 2 \pi) \times(0, T) .
\end{array}
$$

We conclude that for $s \geq s_{0}$ and some constant $C_{0}>0$

$$
\begin{equation*}
\left\|P_{s} v\right\|^{2}+\iint\left[s g\left|v_{x}\right|^{2}+(s g)^{3}|v|^{2}\right] \leq C_{0}\left(\left\|e^{-s \varphi} P u\right\|^{2}+\int_{0}^{T} \int_{\omega_{0}}\left[s g\left|v_{x}\right|^{2}+(s g)^{3}|v|^{2}\right]\right) \tag{5.10}
\end{equation*}
$$

Next we show that $\iint(s g)^{-1}\left|v_{x x}\right|^{2}$ is also less than the r.h.s. of (5.10). We have

$$
\begin{aligned}
\iint(s g)^{-1}\left|v_{x x}\right|^{2} & \leq \iint(s g)^{-1}\left|P_{s} v-\left(s \varphi_{x}\right)^{2} v\right|^{2} \\
& \leq 2 \iint(s g)^{-1}\left(\left|P_{s} v\right|^{2}+\left|s \varphi_{x}\right|^{4}|v|^{2}\right) \\
& \leq C\left(s^{-1}\left\|P_{s} v\right\|^{2}+\iint(s g)^{3}|v|^{2}\right)
\end{aligned}
$$

Combined to (5.10), this gives

$$
\begin{align*}
\iint\left\{(s g)^{-1}\left|v_{x x}\right|^{2}+(s g)\left|v_{x}\right|^{2}+\right. & \left.(s g)^{3}|v|^{2}\right\} \\
& \leq C\left(\left\|e^{-s \varphi} P u\right\|^{2}+\int_{0}^{T} \int_{\omega_{0}}(s g)^{3}|v|^{2}+\int_{0}^{T} \int_{\omega_{0}} s g\left|v_{x}\right|^{2}\right) \tag{5.11}
\end{align*}
$$

where $C$ does not depend on $s$ and $v$. Finally, we show that we can drop the last term in the r.h.s. of (5.11). Let $\xi \in C_{0}^{\infty}(\omega)$ with $0 \leq \xi \leq 1$ and $\xi(x)=1$ for $x \in \omega_{0}$. Then

$$
\begin{aligned}
\int_{0}^{T} \int_{\omega_{0}} g\left|v_{x}\right|^{2} & \leq \int_{0}^{T} \int_{\omega} g \xi\left|v_{x}\right|^{2} \\
& \leq-\int_{0}^{T} \int_{\omega} g\left(\xi_{x} v_{x}+\xi v_{x x}\right) v \\
& \leq \frac{1}{2} \int_{0}^{T} \int_{\omega} g \xi_{x x} v^{2}-\int_{0}^{T} \int_{\omega} g \xi v_{x x} v
\end{aligned}
$$

so that

$$
\begin{equation*}
2 \int_{0}^{T} \int_{\omega_{0}} s g\left|v_{x}\right|^{2} \leq\left\|\xi_{x x}\right\|_{L^{\infty}(\mathbb{T})} \int_{0}^{T} \int_{\omega}(s g)|v|^{2}+\kappa \int_{0}^{T} \int_{\omega}(s g)^{-1}\left|v_{x x}\right|^{2}+\kappa^{-1} \int_{0}^{T} \int_{\omega}(s g)^{3}|v|^{2} \tag{5.12}
\end{equation*}
$$

where $\kappa>0$ is a constant that can be chosen as small as desired. Combining (5.11) and (5.12) with $\kappa$ small enough gives for $s \geq s_{0}$ (with a possibly increased value of $s_{0}$ ) and some constant $C$ (that does not depend on $s$ and $v$ )

$$
\begin{equation*}
\iint\left\{(s g)^{-1}\left|v_{x x}\right|^{2}+(s g)\left|v_{x}\right|^{2}+(s g)^{3}|v|^{2}\right\} \leq C\left(\left\|e^{-s \varphi} P u\right\|^{2}+\int_{0}^{T} \int_{\omega}(s g)^{3}|v|^{2}\right) . \tag{5.13}
\end{equation*}
$$

Replacing $v$ by $e^{-s \varphi} u$ in (5.13) gives at once (5.7). The proof of Lemma 5.2 is complete.

Step 2. Carleman estimate for the transport equation.
The functions $g, \psi, \varphi$ and $\theta$ are the same as those in Lemma 5.2.
Lemma 5.4. There exist $s_{1} \geq s_{0}$ and $C_{1}>0$ such that for all $s \geq s_{1}$ and all $w \in H^{1}(\mathbb{T} \times(0, T))$, the following holds

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{T}}(s \theta)|w|^{2} e^{-2 s \varphi} d x d t \leq C_{1}\left(\int_{0}^{T} \int_{\mathbb{T}}\left|w_{t}+c w_{x}\right|^{2} e^{-2 s \varphi} d x d t+\int_{0}^{T} \int_{\omega}(s \theta)^{2}|w|^{2} e^{-2 s \varphi} d x d t\right) \tag{5.14}
\end{equation*}
$$

Proof of Lemma 5.4: The proof is divided into two parts corresponding to the estimates for $t \in[0, \delta]$ and for $t \in[\delta, T]$. The main result in each part is stated in a claim. Let $v=e^{-s \varphi} w$ and $P=\partial_{t}+c \partial_{x}$. Then

$$
\begin{aligned}
e^{-s \varphi} P w & =e^{-s \varphi} P\left(e^{s \varphi} v\right) \\
& =\left(s \varphi_{t} v+c s \varphi_{x} v\right)+\left(v_{t}+c v_{x}\right) \\
& =: P_{s} v+P_{a} v .
\end{aligned}
$$

Claim 4.

$$
\begin{align*}
& \int_{0}^{\delta} \int_{\mathbb{T}}(s \theta)^{2}|v|^{2} d x d t \\
& \quad \leq C\left(\int_{0}^{\delta} \int_{\mathbb{T}}\left|e^{-s \varphi} P w\right|^{2} d x d t+\int_{\mathbb{T}}(1-\xi)^{2}(s \theta)|v|_{\mid t=\delta}^{2} d x+\int_{0}^{\delta} \int_{\omega}(s \theta)^{2}|v|^{2} d x d t\right) \tag{5.15}
\end{align*}
$$

To prove the claim, we compute in several ways

$$
I=\int_{0}^{\delta} \int_{\mathbb{T}}\left(e^{-s \varphi} P w\right)(1-\xi)^{2} s \theta v d x d t
$$

We split $I$ into

$$
I=\int_{0}^{\delta} \int_{\mathbb{T}}\left(P_{s} v\right)(1-\xi)^{2} s \theta v d x d t+\int_{0}^{\delta} \int_{\mathbb{T}}\left(P_{a} v\right)(1-\xi)^{2} s \theta v d x d t=: I_{1}+I_{2}
$$

Then

$$
\begin{aligned}
I_{1} & =\int_{0}^{\delta} \int_{\mathbb{T}}\left(\varphi_{t}+c \varphi_{x}\right)(1-\xi)^{2} s^{2} \theta v^{2} d x d t \\
& =\int_{0}^{\delta} \int_{\mathbb{T}}\left[g^{\prime}\left(2 e^{\|\psi\|_{L^{\infty}}}-e^{\psi}\right)-g\left(\psi_{t}+c \psi_{x}\right) e^{\psi}\right](1-\xi)^{2} s^{2} g e^{\psi} v^{2} d x d t
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
I_{2}= & \int_{0}^{\delta} \int_{\mathbb{T}}\left(v_{t}+c v_{x}\right)(1-\xi)^{2}\left(s g e^{\psi} v\right) d x d t \\
= & -\int_{0}^{\delta} \int_{\mathbb{T}} s\left[g^{\prime} e^{\psi}+g\left(\psi_{t}+c \psi_{x}\right) e^{\psi}\right](1-\xi)^{2} \frac{v^{2}}{2} d x d t \\
& \quad+\frac{1}{2} \int_{\mathbb{T}}(1-\xi)^{2} s g e^{\psi}|v|_{\mid t=\delta}^{2} d x+\int_{0}^{\delta} \int_{\mathbb{T}} \operatorname{cs\xi } \xi_{x}(1-\xi) g e^{\psi} v^{2} d x d t
\end{aligned}
$$

where we used the fact that $e^{-s \varphi}=O\left(e^{-C / t}\right)$ as $t \rightarrow 0^{+}$for some constant $C>0$. Note that for $x \in[0,2 \pi-\eta]$ and $t \in(0, \delta)$

$$
\psi_{t}+c \psi_{x}=2 c(x+\varepsilon)-2 \rho c^{2}(t-2 \delta)>2 c(\varepsilon+\rho c \delta)>0
$$

while

$$
g^{\prime}(t) \leq 0 \text { and } g(t) \geq 1
$$

Thus, for $s \geq s_{1} \geq s_{0}$,

$$
\begin{array}{rl}
g\left(\psi_{t}+c \psi_{x}\right) e^{\psi}\left(s^{2} g e^{\psi}+\frac{s}{2}\right) \geq 2 c(\varepsilon+\rho c \delta)(s g)^{2} e^{2 \psi}, & x \in \mathbb{T} \backslash \omega, t \in(0, \delta) \\
-g^{\prime}(t)\left(\left(2 e^{\|\psi\|_{L^{\infty}}}-e^{\psi}\right) s^{2} g e^{\psi}-\frac{s}{2} e^{\psi}\right) \geq 0 & x \in \mathbb{T}, t \in(0, \delta)
\end{array}
$$

It follows that for some positive constants $C, C^{\prime}$

$$
\begin{equation*}
C \int_{0}^{\delta} \int_{\mathbb{T}}(s \theta)^{2}|v|^{2} d x d t \leq-I+\frac{1}{2} \int_{\mathbb{T}}(1-\xi)^{2} s g e^{\psi}|v|_{\mid t=\delta}^{2} d x+C^{\prime} \int_{0}^{\delta} \int_{\omega}(s \theta)^{2}|v|^{2} d x d t \tag{5.16}
\end{equation*}
$$

On the other hand, by Cauchy-Schwarz inequality, we have for any $\kappa>0$

$$
\begin{equation*}
|I| \leq \kappa^{-1} \int_{0}^{\delta} \int_{\mathbb{T}}\left|e^{-s \varphi} P w\right|^{2} d x d t+\kappa \int_{0}^{\delta} \int_{\mathbb{T}}(s \theta)^{2}|v|^{2} d x d t \tag{5.17}
\end{equation*}
$$

Combining (5.16) with (5.17) gives (5.15) for $\kappa>0$ small enough. Claim 4 is proved.
Claim 5.

$$
\begin{align*}
& \int_{\delta}^{T} \int_{\mathbb{T}}(s \theta)|v|^{2} d x d t+\int_{\mathbb{T}}(1-\xi)^{2}(s \theta)|v|_{\mid t=\delta}^{2} d x+\int_{\mathbb{T}}(1-\xi)^{2}(s \theta)|v|_{\mid t=T}^{2} d x \\
& \leq C\left(\int_{\delta}^{T} \int_{\mathbb{T}}\left|e^{-s \varphi} P w\right|^{2} d x d t+\int_{\delta}^{T} \int_{\omega}(s \theta)|v|^{2} d x d t\right) \tag{5.18}
\end{align*}
$$

$\|\cdot\|$ and (.,.) denoting here the Euclidean norm and scalar product in $L^{2}(\mathbb{T} \times(\delta, T))$, we have that

$$
\begin{equation*}
\left\|e^{-s \varphi} P w\right\|^{2} \geq\left\|P_{s} v+P_{a} v\right\|^{2} \geq\left\|(1-\xi)\left(P_{s} v+P_{a} v\right)\right\|^{2} \geq 2\left((1-\xi) P_{s} v,(1-\xi) P_{a} v\right) \tag{5.19}
\end{equation*}
$$

Next we compute

$$
\begin{align*}
\left((1-\xi) P_{s} v,(1-\xi) P_{a} v\right)= & \int_{\delta}^{T} \int_{\mathbb{T}}(1-\xi)^{2} s\left(\varphi_{t}+c \varphi_{x}\right) v\left(v_{t}+c v_{x}\right) d x d t \\
= & -\frac{s}{2} \int_{\delta}^{T} \int_{\mathbb{T}}(1-\xi)^{2}\left(\varphi_{t t}+2 c \varphi_{x t}+c^{2} \varphi_{x x}\right) v^{2} d x d t \\
& +\left.\int_{\mathbb{T}}(1-\xi)^{2} s\left(\varphi_{t}+c \varphi_{x}\right) \frac{v^{2}}{2} d x\right|_{\delta} ^{T}+\int_{\delta}^{T} \int_{\mathbb{T}} c \xi_{x}(1-\xi) s\left(\varphi_{t}+c \varphi_{x}\right) v^{2} d x d t \tag{5.20}
\end{align*}
$$

Recall that $\xi \in C_{0}^{\infty}(\omega)$ with $0 \leq \xi \leq 1$ and $\xi(x)=1$ for $x \in \omega_{0}$, and that $g(t)=1$ for $\delta \leq t \leq T$, so that

$$
\varphi(x, t)=2 e^{\|\psi\|_{L^{\infty}}}-e^{\psi(x, t)} \quad \text { for } x \in \mathbb{T}, t \in[\delta, T]
$$

We have that

$$
\varphi_{t}+c \varphi_{x}=-\left(\psi_{t}+c \psi_{x}\right) e^{\psi}=-2 c(x+\varepsilon-\rho c(t-2 \delta)) e^{\psi} \quad \text { for } x \in[0,2 \pi-\eta], t \in[\delta, T]
$$

For $t=\delta$

$$
-s\left(\varphi_{t}+c \varphi_{x}\right)(x, \delta)>2 c(\varepsilon+\rho c \delta) s e^{\psi}>0 \quad \text { for } x \in(0,2 \pi-\eta),
$$

while for $t=T$, by (5.6),

$$
s\left(\varphi_{t}+c \varphi_{x}\right)(x, T)>2 c(\rho T c-2 \rho \delta c-2 \pi+\eta-\varepsilon) s e^{\psi}>0 \quad \text { for } x \in(0,2 \pi-\eta) .
$$

Therefore

$$
\begin{equation*}
\left.\int_{\mathbb{T}}(1-\xi)^{2} s\left(\varphi_{t}+c \varphi_{x}\right) \frac{v^{2}}{2}\right|_{\delta} ^{T} \geq C\left(\int_{\mathbb{T}}(1-\xi)^{2} s \theta|v|_{\mid t=\delta}^{2} d x+\int_{\mathbb{T}}(1-\xi)^{2} s \theta|v|_{\mid t=T}^{2} d x\right) \tag{5.21}
\end{equation*}
$$

Next we compute

$$
\begin{aligned}
\varphi_{t t}+2 c \varphi_{x t}+c^{2} \varphi_{x x} & =-\left\{\left(\psi_{t}+c \psi_{x}\right)^{2}+\left(\psi_{t t}+c^{2} \psi_{x x}\right)\right\} e^{\psi} \\
& \leq 2(\rho-1) c^{2} e^{\psi} \quad \text { for } x \in(0,2 \pi-\eta),
\end{aligned}
$$

which yields

$$
\begin{equation*}
-\frac{s}{2} \int_{\delta}^{T} \int_{\mathbb{T}}(1-\xi)^{2}\left(\varphi_{t t}+2 c \varphi_{x t}+c^{2} \varphi_{x x}\right)|v|^{2} d x d t \geq|1-\rho| c^{2} \int_{\delta}^{T} \int_{\mathbb{T}}(1-\xi)^{2} s \theta|v|^{2} d x d t \tag{5.22}
\end{equation*}
$$

Claim 5 follows from (5.19)-(5.22).
We infer from Claim 4 and Claim 5 that for some constants $s_{1} \geq s_{0}$ and $C_{1}>0$ we have for all $s \geq s_{1}$

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{T}}(s \theta)|v|^{2} d x d t \leq C_{1}\left(\int_{0}^{T} \int_{\mathbb{T}}\left|e^{-s \varphi} P w\right|^{2} d x d t+\int_{0}^{T} \int_{\omega}(s \theta)^{2}|v|^{2} d x d t\right) . \tag{5.23}
\end{equation*}
$$

Replacing $v$ by $e^{-s \varphi} w$ in (5.23) gives at once (5.14). The proof of Lemma 5.4 is complete.
Step 3. We would like to apply Lemma 5.2 to $u$ and Lemma 5.4 to $w=u-u_{x x} \in L^{2}\left(0, T ; L^{2}(\mathbb{T})\right)$, which has not the regularity required. Note, however, that (5.14) is still true when $w$ and $f:=w_{t}+c w_{x}$ are in $L^{2}\left(0, T ; L^{2}(\mathbb{T})\right)$. Indeed, in that case $w \in C\left([0, T] ; L^{2}(\mathbb{T})\right)$, and if $\left(w_{0}^{n}\right)$ and $\left(f^{n}\right)$ are two sequences in $H^{1}(\mathbb{T})$ and $L^{2}\left(0, T ; H^{1}(\mathbb{T})\right)$ respectively, such that

$$
\begin{aligned}
w_{0}^{n} & \rightarrow w(0) \\
& \text { in } L^{2}(\mathbb{T}), \\
f^{n} & \rightarrow f
\end{aligned}
$$

then the solution $w^{n} \in C\left([0, T] ; H^{1}(\mathbb{T})\right)$ of

$$
\begin{aligned}
w_{t}^{n}+c w_{x}^{n} & =f^{n}, \\
w^{n}(0) & =w_{0}^{n}
\end{aligned}
$$

satisfies $w^{n} \in H^{1}(\mathbb{T} \times(0, T))$ and $w^{n} \rightarrow w$ in $C\left([0, T] ; L^{2}(\mathbb{T})\right)$, so that we can apply (5.14) to $w^{n}$ and next pass to the limit $n \rightarrow \infty$ in (5.14).

Here, $u \in L^{2}\left(0, T ; H^{2}(\mathbb{T})\right), w \in L^{2}\left(0, T ; L^{2}(\mathbb{T})\right)$ and $w_{t}+c w_{x}=(c-q) u_{x} \in L^{2}\left(0, T ; L^{2}(\mathbb{T})\right)$. Combining (5.3), (5.4), (5.5), (5.7), and (5.14), we obtain for $s \geq s_{1}$ that

$$
\begin{align*}
\int_{0}^{T} \int_{\mathbb{T}}\left[(s \theta)\left|u_{x}\right|^{2}+(s \theta)^{3}|u|^{2}+(s \theta)|w|^{2}\right] & e^{-2 s \varphi} d x d t \\
& \leq C \int_{0}^{T} \int_{\mathbb{T}}\left[|u|^{2}+|w|^{2}+\left|(c-q) u_{x}\right|^{2}\right] e^{-2 s \varphi} d x d t \tag{5.24}
\end{align*}
$$

We conclude that $u=w=0$ on $\mathbb{T} \times(0, T)$ by choosing $s \geq s_{1}$ large enough.
Corollary 5.5. The same conclusion as in Theorem 5.1 holds when $u \in L^{2}\left(0, T ; H^{2}(\mathbb{T})\right)$ is replaced by $u \in L^{\infty}\left(0, T ; H^{1}(\mathbb{T})\right)$.

Proof. We proceed as in [40]. Since $u$ and $w:=u-u_{x x}$ are not regular enough to apply Lemmas 5.2 and 5.4 , we smooth them by using some convolution in time. For any function $v=v(x, t)$ and any number $h>0$, we set

$$
v^{[h]}(x, t)=\frac{1}{h} \int_{t}^{t+h} v(x, s) d s
$$

Recall that if $v \in L^{p}(0, T ; V)$, where $1 \leq p \leq+\infty$ and $V$ denotes any Banach space, then $v^{[h]} \in W^{1, p}(0, T-h ; V),\left\|v^{[h]}\right\|_{L^{p}(0, T-h ; V)} \leq\|v\|_{L^{p}(0, T ; V)}$, and for $p<\infty$ and $T^{\prime}<T$

$$
v^{[h]} \rightarrow v \quad \text { in } L^{p}\left(0, T^{\prime} ; V\right) \quad \text { as } h \rightarrow 0 .
$$

In the sequel, $v_{t}^{[h]}$ denotes $\left(v^{[h]}\right)_{t}, v_{x}^{[h]}$ denotes $\left(v^{[h]}\right)_{x}$, etc. Pick any $T^{\prime} \in\left(\frac{2 \pi}{|c|}, T\right)$ such that (5.6) still holds with $T$ replaced by $T^{\prime}$, and define the functions $g, \psi, \varphi$, and $\theta$ as above, but with $T$ replaced by $T^{\prime}$. Then for any positive number $h<h_{0}=T-T^{\prime}, u^{[h]} \in W^{1, \infty}\left(0, T^{\prime} ; H^{1}(\mathbb{T})\right)$, and it solves

$$
\begin{align*}
& u_{t}^{[h]}-u_{t x x}^{[h]}-c u_{x x x}^{[h]}+\left(q u_{x}\right)^{[h]}=0 \quad \text { in } \quad \mathcal{D}^{\prime}\left(0, T^{\prime} ; H^{-2}(\mathbb{T})\right),  \tag{5.25}\\
& u^{[h]}(x, t)=0 \quad(x, t) \in \omega \times\left(0, T^{\prime}\right) \tag{5.26}
\end{align*}
$$

From (5.25), we infer that

$$
u_{x x x}^{[h]}=c^{-1}\left(u_{t}^{[h]}-u_{t x x}^{[h]}+\left(q u_{x}\right)^{[h]}\right) \in L^{\infty}\left(0, T^{\prime} ; H^{-1}(\mathbb{T})\right)
$$

hence

$$
\begin{equation*}
u^{[h]} \in L^{\infty}\left(0, T^{\prime} ; H^{2}(\mathbb{T})\right) \tag{5.27}
\end{equation*}
$$

This yields, with (5.3)-(5.4),

$$
\begin{align*}
w^{[h]} & =u^{[h]}-u_{x x}^{[h]} \in L^{\infty}\left(0, T^{\prime} ; L^{2}(\mathbb{T})\right)  \tag{5.28}\\
w_{t}^{[h]}+c w_{x}^{[h]} & =\left((c-q) u_{x}\right)^{[h]} \in W^{1, \infty}\left(0, T ; L^{2}(\mathbb{T})\right) . \tag{5.29}
\end{align*}
$$

From (5.27), (5.28), (5.29) and Lemmas 5.2 and 5.4, we infer that there exist some constants $s_{1}>0$ and $C_{1}>0$ such that for all $s \geq s_{1}$ and all $h \in\left(0, h_{0}\right)$, we have

$$
\begin{align*}
& \int_{0}^{T^{\prime}} \int_{\mathbb{T}}\left((s \theta)\left|u_{x}^{[h]}\right|^{2}+(s \theta)^{3}\left|u^{[h]}\right|^{2}+(s \theta)\left|w^{[h]}\right|^{2}\right) e^{-2 s \varphi} d x d t \\
& \quad \leq C_{1} \int_{0}^{T^{\prime}} \int_{\mathbb{T}}\left(\left|u^{[h]}\right|^{2}+\left|w^{[h]}\right|^{2}+\left|\left((c-q) u_{x}\right)^{[h]}\right|^{2}\right) e^{-2 s \varphi} d x d t \\
& \quad \leq C_{1} \int_{0}^{T^{\prime}} \int_{\mathbb{T}}\left(\left|u^{[h]}\right|^{2}+\left|w^{[h]}\right|^{2}+2\left|(c-q) u_{x}^{[h]}\right|^{2}+2\left|\left((c-q) u_{x}\right)^{[h]}-(c-q) u_{x}^{[h]}\right|^{2}\right) e^{-2 s \varphi} d x d t \tag{5.30}
\end{align*}
$$

Comparing the powers of $s$ in (5.30), we obtain that for $s \geq s_{2}>s_{1}, h \in\left(0, h_{0}\right)$ and some constant $C_{2}>C_{1}$ (that does not depend on $s, h$ )

$$
\begin{aligned}
& \int_{0}^{T^{\prime}} \int_{\mathbb{T}}\left((s \theta)\left|u_{x}^{[h]}\right|^{2}+(s \theta)^{3}\left|u^{[h]}\right|^{2}+(s \theta)\left|w^{[h]}\right|^{2}\right) e^{-2 s \varphi} d x d t \\
& \quad \leq C_{2} \int_{0}^{T^{\prime}} \int_{\mathbb{T}}\left|\left((c-q) u_{x}\right)^{[h]}-(c-q) u_{x}^{[h]}\right|^{2} e^{-2 s \varphi} d x d t
\end{aligned}
$$

Fix $s$ to the value $s_{2}$, and let $h \rightarrow 0$. We claim that

$$
\int_{0}^{T^{\prime}} \int_{\mathbb{T}}\left|\left((c-q) u_{x}\right)^{[h]}-(c-q) u_{x}^{[h]}\right|^{2} e^{-2 s_{2} \varphi} \rightarrow 0 \quad \text { as } h \rightarrow 0
$$

Indeed, as $h \rightarrow 0$,

$$
\begin{aligned}
\left((c-q) u_{x}\right)^{[h]} & \rightarrow(c-q) u_{x} & & \text { in } L^{2}\left(0, T^{\prime} ; L^{2}(\mathbb{T})\right) \\
(c-q) u_{x}^{[h]} & \rightarrow(c-q) u_{x} & & \text { in } L^{2}\left(0, T^{\prime} ; L^{2}(\mathbb{T})\right)
\end{aligned}
$$

while $e^{-2 s_{2} \varphi} \leq 1$. Therefore,

$$
\int_{0}^{T^{\prime}} \int_{\mathbb{T}} \theta^{3}\left|u^{[h]}\right|^{2} e^{-2 s_{2} \varphi} d x d t \rightarrow 0 \quad \text { as } h \rightarrow 0
$$

On the other hand, $u^{[h]} \rightarrow u$ in $L^{2}\left(0, T^{\prime} ; L^{2}(\mathbb{T})\right)$ and $\theta^{3} e^{-2 s_{2} \varphi}$ is bounded on $\mathbb{T} \times\left(0, T^{\prime}\right)$, so that

$$
\int_{0}^{T^{\prime}} \int_{\mathbb{T}} \theta^{3}\left|u^{[h]}\right|^{2} e^{-2 s_{2} \varphi} d x d t \rightarrow \int_{0}^{T^{\prime}} \int_{\mathbb{T}} \theta^{3}|u|^{2} e^{-2 s_{2} \varphi} d x d t
$$

as $h \rightarrow 0$. We conclude that $u \equiv 0$ in $\mathbb{T} \times\left(0, T^{\prime}\right)$. As $T^{\prime}$ may be taken arbitrarily close to $T$, we infer that $u \equiv 0$ in $\mathbb{T} \times(0, T)$, as desired.

## 6. Control and Stabilization of the KdV-BBM equation

In this section we are concerned with the control properties of the system

$$
\begin{align*}
& u_{t}-u_{t x x}-c u_{x x x}+(c+1) u_{x}+u u_{x}=a(x) h, \quad x \in \mathbb{T}, t \geq 0  \tag{6.1}\\
& u(x, 0)=u_{0}(x) \tag{6.2}
\end{align*}
$$

where $c \in \mathbb{R} \backslash\{0\}$ and $a \in C^{\infty}(\mathbb{T})$ is a given nonnul function. Let

$$
\begin{equation*}
\omega=\{x \in \mathbb{T} ; a(x) \neq 0\} \neq \emptyset \tag{6.3}
\end{equation*}
$$

6.1. Exact controllability. The first result is a local controllability result in large time.

Theorem 6.1. Let $a \in C^{\infty}(\mathbb{T})$ with $a \neq 0, s \geq 0$ and $T>2 \pi /|c|$. Then there exists $a \delta>0$ such that for any $u_{0}, u_{T} \in H^{s}(\mathbb{T})$ with

$$
\left\|u_{0}\right\|_{H^{s}}+\left\|u_{T}\right\|_{H^{s}}<\delta
$$

one can find a control input $h \in L^{2}\left(0, T ; H^{s-2}(\mathbb{T})\right)$ such that the system (6.1)-(6.2) admits a unique solution $u \in C\left([0, T], H^{s}(\mathbb{T})\right)$ satisfying $u(\cdot, T)=u_{T}$.
Proof. The result is first proved for the linearized equation, and next extended to the nonlinear one by a fixed-point argument.
Step 1. Exact controllability of the linearized system
We first consider the exact controllability of the linearized system

$$
\begin{align*}
& u_{t}-u_{t x x}-c u_{x x x}+(c+1) u_{x}=a(x) h  \tag{6.4}\\
& u(x, 0)=u_{0}(x) \tag{6.5}
\end{align*}
$$

in $H^{s}(\mathbb{T})$ for any $s \in \mathbb{R}$. Let $A=\left(1-\partial_{x}^{2}\right)^{-1}\left(c \partial_{x}^{3}-(c+1) \partial_{x}\right)$ with domain $D(A)=H^{s+1}(\mathbb{T}) \subset$ $H^{s}(\mathbb{T})$. The operator $A$ generates a group of isometries $\{W(t)\}_{t \in \mathbb{R}}$ in $H^{s}(\mathbb{T})$, with

$$
W(t) v=\sum_{k=-\infty}^{\infty} e^{-i t \frac{c k^{3}+(c+1) k}{k^{2}+1}} \hat{v}_{k} e^{i k x}
$$

for any

$$
v=\sum_{k=-\infty}^{\infty} \hat{v}_{k} e^{i k x} \in H^{s}(\mathbb{T})
$$

The system (6.4)-(6.5) may be cast into the following integral form

$$
u(t)=W(t) u_{0}+\int_{0}^{t} W(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}[a(x) h(\tau)] d \tau
$$

We proceed as in [32]. Take $h(x, t)$ in (6.4) to have the following form

$$
\begin{equation*}
h(x, t)=a(x) \sum_{j=-\infty}^{\infty} f_{j} q_{j}(t) e^{i j x} \tag{6.6}
\end{equation*}
$$

where $f_{j}$ and $q_{j}(t)$ are to be determined later. Then the solution $u$ of the equation (6.4) can be written as

$$
u(x, t)=\sum_{k=-\infty}^{\infty} \hat{u}_{k}(t) e^{i k x}
$$

with $\hat{u}_{k}(t)$ solves

$$
\begin{equation*}
\frac{d}{d t} \hat{u}_{k}(t)+i k \sigma(k) \hat{u}_{k}(t)=\frac{1}{1+k^{2}} \sum_{j=-\infty}^{\infty} f_{j} q_{j}(t) m_{j, k} \tag{6.7}
\end{equation*}
$$

where $\sigma(k)=\frac{c k^{2}+c+1}{1+k^{2}}$, and

$$
m_{j, k}=\frac{1}{2 \pi} \int_{\mathbb{T}} a^{2}(x) e^{i(j-k) x} d x
$$

Thus

$$
\hat{u}_{k}(T)-e^{-i k \sigma(k) T} \hat{u}_{k}(0)=\frac{1}{1+k^{2}} \sum_{j=-\infty}^{\infty} f_{j} m_{j, k} \int_{0}^{T} e^{-i k \sigma(k)(T-\tau)} q_{j}(\tau) d \tau
$$

or

$$
\hat{u}_{k}(T) e^{i k \sigma(k) T}-\hat{u}_{k}(0)=\frac{1}{1+k^{2}} \sum_{j=-\infty}^{\infty} f_{j} m_{j, k} \int_{0}^{T} e^{i k \sigma(k) \tau} q_{j}(\tau) d \tau
$$

It may occur that the eigenvalues

$$
\lambda_{k}=i k \sigma(k), k \in \mathbb{Z}
$$

are not all different. If we count only the distinct values, we obtain the sequence $\left(\lambda_{k}\right)_{k \in \mathbb{I}}$, where $\mathbb{I} \subset \mathbb{Z}$ has the property that $\lambda_{k_{1}} \neq \lambda_{k_{2}}$ for any $k_{1}, k_{2} \in \mathbb{I}$ with $k_{1} \neq k_{2}$. For each $k_{1} \in \mathbb{Z}$ set

$$
I\left(k_{1}\right)=\left\{k \in \mathbb{Z} ; k \sigma(k)=k_{1} \sigma\left(k_{1}\right)\right\}
$$

and $m\left(k_{1}\right)=\left|I\left(k_{1}\right)\right|$ (the number of elements in $\left.I\left(k_{1}\right)\right)$. Clearly, there exists some integer $k^{*}$ such that $k \in \mathbb{I}$ if $|k|>k^{*}$. Thus there are only finite many integers in $\mathbb{I}$, say $k_{j}, j=1, \ldots, n$, such that one can find another integer $k \neq k_{j}$ with $\lambda_{k}=\lambda_{k_{j}}$. Let

$$
\mathbb{I}_{j}=\left\{k \in \mathbb{Z} ; k \neq k_{j}, \lambda_{k}=\lambda_{k_{j}}\right\}, j=1,2, \ldots, n
$$

Then

$$
\mathbb{Z}=\mathbb{I} \cup \mathbb{I}_{1} \cup \ldots \cup \mathbb{I}_{n}
$$

Note that $\mathbb{I}_{j}$ contains at most two integers, for $m\left(k_{j}\right) \leq 3$. We write

$$
\mathbb{I}_{j}=\left\{k_{j, 1}, k_{j, m\left(k_{j}\right)-1}\right\} \quad j=1,2, \ldots, n
$$

and rewrite $k_{j}$ as $k_{j, 0}$. Let

$$
p_{k}(t):=e^{-i k \sigma(k) t}, \quad k=0, \pm 1, \pm 2, \ldots
$$

Then the set

$$
\mathcal{P}:=\left\{p_{k}(t) ; k \in \mathbb{I}\right\}
$$

forms a Riesz basis for its closed span, $\mathcal{P}_{T}$, in $L^{2}(0, T)$ if

$$
T>\frac{2 \pi}{|c|}
$$

Let $\mathcal{L}:=\left\{q_{j}(t) ; j \in \mathbb{I}\right\}$ be the unique dual Riesz basis for $\mathcal{P}$ in $\mathcal{P}_{T}$; that is, the functions in $\mathcal{L}$ are the unique elements of $\mathcal{P}_{T}$ such that

$$
\int_{0}^{T} q_{j}(t) \overline{p_{k}(t)} d t=\delta_{k j}, \quad j, k \in \mathbb{I} .
$$

In addition, we choose

$$
q_{k}=q_{k_{j}} \quad \text { if } k \in \mathbb{I}_{j} .
$$

For such choice of $q_{j}(t)$, we have then, for any $k \in \mathbb{Z}$,

$$
\begin{equation*}
\hat{u}_{k}(T) e^{i k \sigma(k) T}-\hat{u}_{k}(0)=\frac{1}{1+k^{2}} f_{k} m_{k, k} \quad \text { if } k \in \mathbb{I} \backslash\left\{k_{1}, \ldots, k_{n}\right\} \tag{6.8}
\end{equation*}
$$

$\hat{u}_{k_{j, q}}(T) e^{i k_{j} \sigma\left(k_{j}\right) T}-\hat{u}_{k_{j, q}}(0)=\frac{1}{1+k_{j, q}^{2}} \sum_{l=0}^{m\left(k_{j}\right)-1} f_{k_{j, l}} m_{k_{j, l}, k_{j, q}} \quad$ if $k=k_{j, q}, j=1, \ldots, n, q=0, \ldots, m\left(k_{j}\right)-1$.
It is well known that for any finite set $\mathfrak{J} \subset \mathbb{Z}$, the Gram matrix $A_{\mathcal{J}}=\left(m_{p, q}\right)_{p, q \in \mathcal{J}}$ is definite positive, hence invertible. It follows that the system (6.8)-(6.9) admits a unique solution $\vec{f}\left(\ldots, f_{-2}, f_{-1}, f_{0}, f_{1}, f_{2}, \ldots\right)$. Since

$$
m_{k, k}=\frac{1}{2 \pi} \int_{\mathbb{T}} a^{2}(x) d x=: \mu \neq 0
$$

we have that

$$
f_{k}=\frac{1+k^{2}}{\mu}\left(\hat{u}_{k}(T) e^{i k \sigma(k) T}-\hat{u}_{k}(0)\right) \quad \text { for }|k|>k^{*}
$$

Note that

$$
\begin{aligned}
\|h\|_{L^{2}\left(0, T ; H^{s-2}(\mathbb{T})\right)}^{2} & =\int_{0}^{T}\left\|a(x) \sum_{j=-\infty}^{\infty} f_{j} q_{j}(t) e^{i j x}\right\|_{H^{s-2}}^{2} d t \\
& \leq C \int_{0}^{T} \sum_{j=-\infty}^{\infty}\left(1+j^{2}\right)^{s-2}\left|f_{j} q_{j}(t)\right|^{2} \\
& \leq C \sum_{j=-\infty}^{\infty}\left(1+j^{2}\right)^{s-2}\left|f_{j}\right|^{2} \\
& \leq C\left(\|u(0)\|_{H^{s}}^{2}+\|u(T)\|_{H^{s}}^{2}\right) .
\end{aligned}
$$

This analysis leads us to the following controllability result for the linear system (6.4)-(6.5).
Proposition 6.2. Let $s \in \mathbb{R}$ and $T>\frac{2 \pi}{|c|}$ be given. For any $u_{0}, u_{T} \in H^{s}(\mathbb{T})$, there exists a control $h \in L^{2}\left(0, T ; H^{s-2}(\mathbb{T})\right)$ such that the system (6.4)-(6.5) admits a unique solution $u \in$ $C\left([0, T] ; H^{s}(\mathbb{T})\right)$ satisfying

$$
u(x, T)=u_{T}(x)
$$

Moreover, there exists a constant $C>0$ depending only on $s$ and $T$ such that

$$
\|h\|_{L^{2}\left(0, T ; H^{s-2}(\mathbb{T})\right)} \leq C\left(\left\|u_{0}\right\|_{H^{s}}+\left\|u_{T}\right\|_{H^{s}}\right) .
$$

Introduce the (bounded) operator $\Phi: H^{s}(\mathbb{T}) \times H^{s}(\mathbb{T}) \rightarrow L^{2}\left(0, T ; H^{s-2}(\mathbb{T})\right)$ defined by

$$
\Phi\left(u_{0}, u_{T}\right)(t)=h(t),
$$

where $h$ is given by (6.6) and $\vec{f}$ is the solution of (6.8)-(6.9) with $\left(\widehat{u_{0}}\right)_{k}$ and $\left(\widehat{u_{T}}\right)_{k}$ substitued to $\hat{u}_{k}(0)$ and $\hat{u}_{k}(T)$, respectively.

Then $h=\Phi\left(u_{0}, u_{T}\right)$ is a control driving the solution $u$ of (6.4)-(6.5) from $u_{0}$ at $t=0$ to $u_{T}$ at $t=T$.

Step 2. Local exact controllability of the BBM equation.

We proceed as in [37]. Pick any time $T>2 \pi /|c|$, and any $u_{0}, u_{T} \in H^{s}(\mathbb{T})(s \geq 0)$ satisfying

$$
\left\|u_{0}\right\|_{H^{s}} \leq \delta, \quad\left\|u_{T}\right\|_{H^{s}} \leq \delta
$$

with $\delta$ to be determined. For any $u \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$, we set

$$
\omega(u)=-\int_{0}^{T} W(T-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x}\right)(\tau) d \tau
$$

Then

$$
\|\omega(u)-\omega(v)\|_{H^{s}} \leq C T\|u+v\|_{L^{\infty}\left(0, T ; H^{s}(\mathbb{T})\right)}\|u-v\|_{L^{\infty}\left(0, T ; H^{s}(\mathbb{T})\right)}
$$

Furthermore,

$$
\begin{aligned}
& W(t) u_{0}+\int_{0}^{t} W(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left[a(x) \Phi\left(u_{0}, u_{T}-\omega(u)\right)-u u_{x}\right](\tau) d \tau \\
& \quad= \begin{cases}u_{0} & \text { if } t=0 \\
\omega(u)+\left(u_{T}-\omega(u)\right)=u_{T} & \text { if } t=T\end{cases}
\end{aligned}
$$

We are led to consider the nonlinear map

$$
\Gamma(u)=W(t) u_{0}+\int_{0}^{t} W(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left[a(x) \Phi\left(u_{0}, u_{T}-\omega(u)\right)-u u_{x}\right](\tau) d \tau
$$

The proof of Theorem 6.1 will be complete if we can show that the map $\Gamma$ has a fixed point in some closed ball of the space $C\left([0, T] ; H^{s}(\mathbb{T})\right)$. For any $R>0$, let

$$
B_{R}=\left\{u \in C\left([0, T] ; H^{s}(\mathbb{T})\right) ;\|u\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} \leq R\right\}
$$

From the above calculations, we see that there exist two positive constants $C_{1}, C_{2}$ (depending on $s$ and $T$, but not on $R,\left\|u_{0}\right\|_{H^{s}}$ or $\left.\left\|u_{T}\right\|_{H^{s}}\right)$ such that for all $u, v \in B_{R}$

$$
\begin{aligned}
\|\Gamma(u)\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} & \leq C_{1}\left(\left\|u_{0}\right\|_{H^{s}}+\left\|u_{T}\right\|_{H^{s}}\right)+C_{2} R^{2} \\
\|\Gamma(u)-\Gamma(v)\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} & \leq C_{2} R\|u-v\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)}
\end{aligned}
$$

Picking $R=\left(2 C_{2}\right)^{-1}$ and $\delta=\left(8 C_{1} C_{2}\right)^{-1}$, we obtain for $u_{0}, u_{T}$ satisfying

$$
\left\|u_{0}\right\|_{H^{s}} \leq \delta, \quad\left\|u_{T}\right\|_{H^{s}} \leq \delta
$$

and $u, v \in B_{R}$ that

$$
\begin{align*}
\|\Gamma(u)\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} & \leq R  \tag{6.10}\\
\|\Gamma(u)-\Gamma(v)\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} & \leq \frac{1}{2}\|u-v\|_{C\left([0, T] ; H^{s}(\mathbb{T})\right)} \tag{6.11}
\end{align*}
$$

It follows from the contraction mapping theorem that $\Gamma$ has a unique fixed point $u$ in $B_{R}$. Then $u$ satisfies (6.1)-(6.2) with $h=\Phi\left(u_{0}, u_{T}-\omega(u)\right)$ and $u(T)=u_{T}$, as desired. The proof of Theorem 6.1 is complete.
6.2. Exponential stabilizability. We are now concerned with the stabilization of (6.1)-(6.2) with a feedback law $h=h(u)$. To guess the expression of $h$, it is convenient to write the linearized system (6.4)-(6.5) as

$$
\begin{align*}
& u_{t}=A u+B k  \tag{6.12}\\
& u(0)=u_{0} \tag{6.13}
\end{align*}
$$

where $k(t)=\left(1-\partial_{x}^{2}\right)^{-1} h(t) \in L^{2}\left(0, T ; H^{s}(\mathbb{T})\right)$ is the new control input, and

$$
\begin{equation*}
B=\left(1-\partial_{x}^{2}\right)^{-1} a\left(1-\partial_{x}^{2}\right) \in \mathcal{L}\left(H^{s}(\mathbb{T})\right) \tag{6.14}
\end{equation*}
$$

We already noticed that $A$ is skew-adjoint in $H^{s}(\mathbb{T})$, and that (6.12)-(6.13) is exactly controllable in $H^{s}(\mathbb{T})$ (with some control functions $k \in L^{2}\left(0, T ; H^{s}(\mathbb{T})\right)$ ) for any $s \geq 0$. If we choose the simple feedback law

$$
\begin{equation*}
k=-B^{*, s} u \tag{6.15}
\end{equation*}
$$

the resulting closed-loop system

$$
\begin{align*}
& u_{t}=A u-B B^{*, s} u  \tag{6.16}\\
& u(0)=u_{0} \tag{6.17}
\end{align*}
$$

is exponentially stable in $H^{s}(\mathbb{T})$ (see e.g. [28,38].) In (6.15), $B^{*, s}$ denotes the adjoint of $B$ in $\mathcal{L}\left(H^{s}(\mathbb{T})\right)$. Easy computations show that

$$
\begin{equation*}
B^{*, s} u=\left(1-\partial_{x}^{2}\right)^{1-s} a\left(1-\partial_{x}^{2}\right)^{s-1} u \tag{6.18}
\end{equation*}
$$

In particular

$$
B^{*, 1} u=a u
$$

Let $\tilde{A}=A-B B^{*, 1}$, where $\left(B \underset{\sim}{A^{*, 1}}\right) u=\left(1-\partial_{x}^{2}\right)^{-1}\left[a\left(1-\partial_{x}^{2}\right)(a u)\right]$. Since $B B^{*, 1} \in \mathcal{L}\left(H^{s}(\mathbb{T})\right)$ and $A$ is skew-adjoint in $H^{s}(\mathbb{T}), \tilde{A}$ is the infinitesimal generator of a group $\left\{W_{a}(t)\right\}_{t \in \mathbb{R}}$ on $H^{s}(\mathbb{T})$ (see e.g. [35, Theorem 1.1 p. 76]). We first show that the closed-loop system (6.16)-(6.17) is exponentially stable in $H^{s}(\mathbb{T})$ for all $s \geq 1$.

Lemma 6.3. Let $a \in C^{\infty}(\mathbb{T})$ with $a \neq 0$. Then there exists a constant $\gamma>0$ such that for any $s \geq 1$, one can find a constant $C_{s}>0$ for which the following holds for all $u_{0} \in H^{s}(\mathbb{T})$

$$
\begin{equation*}
\left\|W_{a}(t) u_{0}\right\|_{H^{s}} \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}} \quad \text { for all } t \geq 0 \tag{6.19}
\end{equation*}
$$

Proof. (6.19) is well known for $s=1$ (see e.g. [28]). Assume that it is true for some $s \in \mathbb{N}^{*}$, and pick any $u_{0} \in H^{s+1}(\mathbb{T})$. Let $v_{0}=\tilde{A} u_{0} \in H^{s}(\mathbb{T})$. Then

$$
\left\|W_{a}(t) v_{0}\right\|_{H^{s}} \leq C_{s} e^{-\gamma t}\left\|v_{0}\right\|_{H^{s}}
$$

Clearly,

$$
W_{a}(t) v_{0}=\tilde{A} W_{a}(t) u_{0}=A W_{a}(t) u_{0}-B B^{*, 1} W_{a}(t) u_{0}
$$

hence

$$
\left\|A W_{a}(t) u_{0}\right\|_{H^{s}} \leq\left\|W_{a}(t) v_{0}\right\|_{H^{s}}+\left\|B B^{*, 1}\right\|_{\mathcal{L}\left(H^{s}\right)}\left\|W_{a}(t) u_{0}\right\|_{H^{s}} \leq C e^{-\gamma t}\left\|u_{0}\right\|_{H^{s+1}}
$$

Therefore

$$
\left\|W_{a}(t) u_{0}\right\|_{H^{s+1}} \leq C_{s+1} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s+1}}
$$

as desired. The estimate (6.19) is thus proved for any $s \in \mathbb{N}^{*}$. It may be extended to any $s \in[1,+\infty)$ by interpolation.

Plugging the feedback law $k=-B^{*, 1} u=-a u$ in the nonlinear equation gives the following closed-loop system

$$
\begin{align*}
& u_{t}-u_{t x x}-c u_{x x x}+(c+1) u_{x}+u u_{x}=-a\left(1-\partial_{x}^{2}\right)[a u]  \tag{6.20}\\
& u(x, 0)=u_{0}(x) \tag{6.21}
\end{align*}
$$

We first show that the system (6.20)-(6.21) is globally well-posed in the space $H^{s}(\mathbb{T})$ for any $s \geq 0$.

Theorem 6.4. Let $s \geq 0$ and $T>0$ be given. For any $u_{0} \in H^{s}(\mathbb{T})$, the system (6.20)-(6.21) admits a unique solution $u \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$.

The following bilinear estimate from [43] will be very helpful.
Lemma 6.5. Let $w \in H^{r}(\mathbb{T})$ and $v \in H^{r^{\prime}}(\mathbb{T})$ with $0 \leq r \leq s, 0 \leq r^{\prime} \leq s$ and $0 \leq 2 s-r-r^{\prime}<\frac{1}{4}$. Then

$$
\left\|\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}(w v)\right\|_{H^{s}} \leq c_{r, r^{\prime}, s}\|w\|_{H^{r}}\|v\|_{H^{r^{\prime}}}
$$

In particular, if $w \in H^{r}(\mathbb{T})$ and $v \in H^{s}(\mathbb{T})$ with $0 \leq r \leq s<r+\frac{1}{4}$, then

$$
\left\|\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}(w v)\right\|_{H^{s}} \leq c_{r, s}\|w\|_{H^{r}}\|v\|_{H^{s}}
$$

Proof of Theorem 6.4:
Step 1: The system is locally well-posed in the space $H^{s}(\mathbb{T})$ :
Let $s \geq 0$ and $R>0$ be given. There exists $a T^{*}$ depending only on $s$ and $R$ such that for any $u_{0} \in H^{s}(\mathbb{T})$ with

$$
\left\|u_{0}\right\|_{H^{s}} \leq R
$$

the system (6.20)-(6.21) admits a unique solution $u \in C\left(\left[0, T^{*}\right] ; H^{s}(\mathbb{T})\right)$. Moreover, $T^{*} \rightarrow \infty$ as $R \rightarrow 0$.

Rewrite (6.20)-(6.21) in its integral form

$$
\begin{equation*}
u(t)=W_{a}(t) u_{0}-\int_{0}^{t} W_{a}(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x}\right)(\tau) d \tau \tag{6.22}
\end{equation*}
$$

For given $\theta>0$, define a map $\Gamma$ on $C\left([0, \theta] ; H^{s}(\mathbb{T})\right)$ by

$$
\Gamma(v)=W_{a}(t) u_{0}-\int_{0}^{t} W_{a}(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left(v v_{x}\right)(\tau) d \tau
$$

for any $v \in C\left([0, \theta] ; H^{s}(\mathbb{T})\right)$. Note that, according to Lemma 6.3 and Lemma 6.5,

$$
\left\|W_{a}(t) u_{0}\right\|_{C\left([0, \theta] ; H^{s}(\mathbb{T})\right)} \leq C_{s}\left\|u_{0}\right\|_{H^{s}}
$$

and

$$
\begin{aligned}
\left\|\int_{0}^{t} W_{a}(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left(v v_{x}\right)(\tau) d \tau\right\|_{C\left([0, \theta] ; H^{s}(\mathbb{T})\right)} & \leq C_{s} \theta \sup _{0 \leq t \leq \theta}\left\|\left(1-\partial_{x}^{2}\right)^{-1}\left(v v_{x}\right)(t)\right\|_{H^{s}} \\
& \leq \frac{C_{s} c_{s, s}}{2} \theta\|v\|_{C\left([0, \theta] ; H^{s}(\mathbb{T})\right)}^{2}
\end{aligned}
$$

Thus, for given $R>0$ and $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq R$, one can choose $T^{*}=\left[2 c_{s, s}\left(1+C_{s}\right) R\right]^{-1}$ such that $\Gamma$ is a contraction mapping in the ball

$$
B:=\left\{v \in C\left(\left[0, T^{*}\right] ; H^{s}(\mathbb{T})\right) ;\|v\|_{C\left(\left[0, T^{*}\right] ; H^{s}(\mathbb{T})\right)} \leq 2 C_{s} R\right\}
$$

whose fixed point $u$ is the desired solution.
Step 2: The system is globally well-posed in the space $H^{s}(\mathbb{T})$ for any $s \geq 1$.
To this end, it suffices to establish the following global a priori estimate for smooth solutions of the system (6.20)-(6.21):

Let $s \geq 1$ and $T>0$ be given. There exists a continuous nondecreasing function

$$
\alpha_{s, T}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}
$$

such that any smooth solution $u$ of the system (6.20)-(6.21) satisfies

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\|u(\cdot, t)\|_{H^{s}} \leq \alpha_{s, T}\left(\left\|u_{0}\right\|_{H^{s}}\right) \tag{6.23}
\end{equation*}
$$

Estimate (6.23) holds obviously when $s=1$ because of the energy identity

$$
\|u(t)\|_{H^{1}}^{2}-\left\|u_{0}\right\|_{H^{1}}^{2}=-2 \int_{0}^{t}\|a u(\tau)\|_{H^{1}}^{2} d \tau \quad \forall t \geq 0
$$

When $1<s \leq s_{1}:=1+\frac{1}{8}$, applying Lemma 6.3 and Lemma 6.5 to (6.22) yields that for any $0<t \leq T$,

$$
\begin{aligned}
\|u(\cdot, t)\|_{H^{s}} & \leq C_{s}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{1, s}}{2} \int_{0}^{t}\|u(\cdot, \tau)\|_{H^{1}}\|u(\cdot, \tau)\|_{H^{s}} d \tau \\
& \leq C\left\|u_{0}\right\|_{H^{s}}+C \alpha_{1, T}\left(\left\|u_{0}\right\|_{H^{1}}\right) \int_{0}^{t}\|u(\cdot, \tau)\|_{H^{s}} d \tau
\end{aligned}
$$

Estimate (6.23) for $1<s \leq s_{1}$ follows by using Gronwall's lemma. Similarly, for $s_{1}<s \leq s_{2}:=$ $1+\frac{2}{8}$,

$$
\begin{aligned}
\|u(\cdot, t)\|_{H^{s}} & \leq C_{s}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{s_{1}, s}}{2} \int_{0}^{t}\|u(\cdot, \tau)\|_{H^{s_{1}}}\|u(\cdot, \tau)\|_{H^{s}} d \tau \\
& \leq C\left\|u_{0}\right\|_{H^{s}}+C \alpha_{s_{1}, T}\left(\left\|u_{0}\right\|_{H^{s_{1}}}\right) \int_{0}^{t}\|u(\cdot, \tau)\|_{H^{s}} d \tau
\end{aligned}
$$

Estimate (6.23) thus holds for $1<s \leq s_{2}$. Continuing this argument, we can show that the estimate (6.23) holds for $1<s \leq s_{k}:=1+\frac{k}{8}$ for any $k \geq 1$.
Step 3: The system (6.20)-(6.21) is globally well-posed in the space $H^{s}(\mathbb{T})$ for any $0 \leq s<1$.
To see it is true, as in [43], we decompose any $u_{0} \in H^{s}(\mathbb{T})$ as

$$
u_{0}=\sum_{k \in \mathbb{Z}} \hat{u}_{k} e^{i k x}=\sum_{|k| \leq k_{0}}+\sum_{|k|>k_{0}}=: w_{0}+v_{0}
$$

with $v_{0} \in H^{s}(\mathbb{T})$ satisfying

$$
\left\|v_{0}\right\|_{H^{s}} \leq \delta
$$

for some small $\delta>0$ to be chosen, and $w_{0} \in H^{1}(\mathbb{T})$. Consider the following two initial value problems

$$
\left\{\begin{array}{l}
v_{t}-v_{t x x}-c v_{x x x}+(c+1) v_{x}+v v_{x}=-a\left(1-\partial_{x}^{2}\right)[a v]  \tag{6.24}\\
v(x, 0)=v_{0}(x)
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
w_{t}-w_{t x x}-c w_{x x x}+(c+1) w_{x}+w w_{x}+(v w)_{x}=-a\left(1-\partial_{x}^{2}\right)[a w]  \tag{6.25}\\
w(x, 0)=w_{0}(x)
\end{array}\right.
$$

By the local well-posedness established in Step 1, for given $T>0$, if $\delta$ is small enough, then (6.24) admits a unique solution $v \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$. For (6.25), with $v \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$, by using Lemma 6.3, the estimate

$$
\left\|\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}(w v)\right\|_{H^{1}} \leq C\|w v\|_{L^{2}} \leq C\|w\|_{H^{1}}\|v\|_{H^{s}}
$$

and the contraction mapping principle, one can show first that it is locally well-posed in the space $H^{1}(\mathbb{T})$. Then, for any smooth solution $w$ of (6.25) it holds that

$$
\frac{1}{2} \frac{d}{d t}\|w(\cdot, t)\|_{H^{1}}^{2}-\int_{\mathbb{T}} v(x, t) w(x, t) w_{x}(x, t) d x=-\|a(\cdot) w(\cdot, t)\|_{H^{1}}^{2}
$$

which implies that

$$
\|w(\cdot, t)\|_{H^{1}}^{2} \leq\left\|w_{0}\right\|_{H^{1}}^{2} \exp \left(C \int_{0}^{t}\|v(\cdot, \tau)\|_{L^{2}} d \tau\right)
$$

for any $t \geq 0$. The above estimate can be extended to any $w_{0} \in H^{1}(\mathbb{T})$ by a density argument. Consequently, for $w_{0} \in H^{1}(\mathbb{T})$ and $v \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$, (6.25) admits a unique solution $w \in$ $C\left([0, T] ; H^{1}(\mathbb{T})\right)$. Thus $u=w+v \in C\left([0, T] ; H^{s}(\mathbb{T})\right)$ is the desired solution of system (6.20)(6.21). The proof of Theorem 6.4 is complete.

Next we show that the system (6.20)-(6.21) is locally exponentially stable in $H^{s}(\mathbb{T})$ for any $s \geq 1$.

Proposition 6.6. Let $s \geq 1$ be given and $\gamma>0$ be as given in Lemma 6.3. Then there exist two numbers $\delta>0$ and $C_{s}^{\prime}$ depending only on s such that for any $u_{0} \in H^{s}(\mathbb{T})$ with

$$
\left\|u_{0}\right\|_{H^{s}} \leq \delta
$$

the corresponding solution $u$ of the system (6.20)-(6.21) satisfies

$$
\|u(\cdot, t)\|_{H^{s}} \leq C_{s}^{\prime} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}} \quad \forall t \geq 0
$$

Proof. We proceed as in [36]. As in the proof of Theorem 6.4, rewrite the system (6.20)-(6.21) in its integral form

$$
u(t)=W_{a}(t) u_{0}-\frac{1}{2} \int_{0}^{t} W_{a}(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}\left(u^{2}\right)(\tau) d \tau
$$

and consider the map

$$
\Gamma(v):=W_{a}(t) u_{0}-\frac{1}{2} \int_{0}^{t} W_{a}(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}\left(v^{2}\right)(\tau) d \tau
$$

For given $s \geq 1$, by Lemma 6.3 and Lemma 6.5, there exists a constant $C_{s}>0$ such that

$$
\begin{aligned}
\|\Gamma(v)(\cdot, t)\|_{H^{s}} & \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{s, s}}{2} \int_{0}^{t} e^{-\gamma(t-\tau)}\|v(\cdot, \tau)\|_{H^{s}}^{2} d \tau \\
& \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{s, s}}{2} \sup _{0 \leq \tau \leq t}\left\|e^{\gamma \tau} v(\cdot, \tau)\right\|_{H^{s}}^{2} \int_{0}^{t} e^{-\gamma(t+\tau)} d \tau \\
& \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{s, s}}{2 \gamma} e^{-\gamma t}\left(1-e^{-\gamma t}\right) \sup _{0 \leq \tau \leq t}\left\|e^{\gamma \tau} v(\cdot, \tau)\right\|_{H^{s}}^{2}
\end{aligned}
$$

for any $t \geq 0$. Let us introduce the Banach space

$$
Y_{s}:=\left\{v \in C\left([0, \infty) ; H^{s}(\mathbb{T})\right):\|v\|_{Y_{s}}:=\sup _{0 \leq t<\infty}\left\|e^{\gamma t} v(\cdot, t)\right\|_{H^{s}}<\infty\right\} .
$$

For any $v \in Y_{s}$,

$$
\|\Gamma(v)\|_{Y_{s}} \leq C_{s}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{s, s}}{2 \gamma}\|v\|_{Y_{s}}^{2}
$$

Choose

$$
\delta=\frac{\gamma}{4 C_{s}^{2} c_{s, s}}, \quad R=2 C_{s} \delta
$$

Then, if $\left\|u_{0}\right\| \leq \delta$, for any $v \in Y_{s}$ with $\|v\|_{Y_{s}} \leq R$,

$$
\|\Gamma(v)\|_{Y_{s}} \leq C_{s} \delta+\frac{C_{s} c_{s, s}}{2 \gamma}\left(2 C_{s} \delta\right) R \leq R
$$

Moreover, for any $v_{1}, v_{2} \in Y_{s}$ with $\left\|v_{1}\right\|_{Y_{s}} \leq R$ and $\left\|v_{2}\right\|_{Y_{s}} \leq R$,

$$
\left\|\Gamma\left(v_{1}\right)-\Gamma\left(v_{2}\right)\right\|_{Y_{s}} \leq \frac{1}{2}\left\|v_{1}-v_{2}\right\|_{Y_{s}} .
$$

The map $\Gamma$ is a contraction whose fixed point $u \in Y_{s}$ is the desired solution satisfying

$$
\|u(\cdot, t)\|_{H^{s}} \leq 2 C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}
$$

for any $t \geq 0$.
Now we turn to the issue of the global stability of the system (6.20)-(6.21). First we show that the system (6.20)-(6.21) is globally exponentially stable in the space $H^{1}(\mathbb{T})$.
Theorem 6.7. Let $a \in C^{\infty}(\mathbb{T})$ with $a \neq 0$, and let $\gamma>0$ be as in Lemma 6.3. Then for any $R_{0}>0$, there exists a constant $C^{*}>0$ such that for any $u_{0} \in H^{1}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{1}} \leq R_{0}$, the corresponding solution $u$ of (6.20)-(6.21) satisfies

$$
\begin{equation*}
\|u(\cdot, t)\|_{H^{1}} \leq C^{*} e^{-\gamma t}\left\|u_{0}\right\|_{H^{1}} \quad \text { for all } t \geq 0 . \tag{6.26}
\end{equation*}
$$

Theorem 6.7 is a direct consequence of the following observability inequality.
Proposition 6.8. Let $R_{0}>0$ be given. Then there exist two positive numbers $T$ and $\beta$ such that for any $u_{0} \in H^{1}(\mathbb{T})$ satisfying

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{1}} \leq R_{0} \tag{6.27}
\end{equation*}
$$

the corresponding solution $u$ of (6.20)-(6.21) satisfies

$$
\begin{equation*}
\left\|u_{0}\right\|_{H^{1}}^{2} \leq \beta \int_{0}^{T}\|a u(t)\|_{H^{1}}^{2} d t \tag{6.28}
\end{equation*}
$$

Indeed, if (6.28) holds, then it follows from the energy identity

$$
\begin{equation*}
\|u(t)\|_{H^{1}}^{2}=\left\|u_{0}\right\|_{H^{1}}^{2}-2 \int_{0}^{t}\|a u(\tau)\|_{H^{1}}^{2} d \tau \quad \forall t \geq 0 \tag{6.29}
\end{equation*}
$$

that

$$
\|u(T)\|_{H^{1}}^{2} \leq\left(1-2 \beta^{-1}\right)\left\|u_{0}\right\|_{H^{1}}^{2}
$$

Thus

$$
\|u(m T)\|_{H^{1}}^{2} \leq\left(1-2 \beta^{-1}\right)^{m}\left\|u_{0}\right\|_{H^{1}}^{2}
$$

which gives by the semigroup property

$$
\begin{equation*}
\|u(t)\|_{H^{1}} \leq C e^{-\kappa t}\left\|u_{0}\right\|_{H^{1}} \quad \text { for all } t \geq 0 \tag{6.30}
\end{equation*}
$$

for some positive constants $C=C\left(R_{0}\right), \kappa=\kappa\left(R_{0}\right)$.
Finally, we can replace $\kappa$ by the $\gamma$ given in Lemma 6.3. Indeed, let $t^{\prime}=\kappa^{-1} \log \left[1+C R_{0} \delta^{-1}\right]$, where $\delta$ is as given in Proposition 6.6. Then for $\left\|u_{0}\right\|_{H^{1}} \leq R_{0},\left\|u\left(t^{\prime}\right)\right\|_{H^{1}}<\delta$, hence for all $t \geq t^{\prime}$

$$
\|u(t)\|_{H^{1}} \leq C_{1}^{\prime}\left\|u\left(t^{\prime}\right)\right\|_{H^{1}} e^{-\gamma\left(t-t^{\prime}\right)} \leq\left(C_{1}^{\prime} \delta / R_{0}\right)\left\|u_{0}\right\|_{H^{1}} e^{-\gamma\left(t-t^{\prime}\right)} \leq C^{*} e^{-\gamma t}\left\|u_{0}\right\|_{H^{1}}
$$

where $C^{*}=\left(C_{1}^{\prime} \delta / R_{0}\right) e^{\gamma t^{\prime}}$.
Now we present a proof of Proposition 6.8. Pick for the moment any $T>2 \pi /|c|$ (its value will be specified later on). We prove the estimate (6.28) by contradiction. If (6.28) is not true, then for any $n \geq 1$ (6.20)-(6.21) admits a solution $u_{n} \in C\left([0, T] ; H^{1}(\mathbb{T})\right)$ satisfying

$$
\begin{equation*}
\left\|u_{n}(0)\right\|_{H^{1}} \leq R_{0} \tag{6.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left\|a u_{n}(t)\right\|_{H^{1}}^{2} d t<\frac{1}{n}\left\|u_{0, n}\right\|_{H^{1}}^{2} \tag{6.32}
\end{equation*}
$$

where $u_{0, n}=u_{n}(0)$. Since $\alpha_{n}:=\left\|u_{0, n}\right\|_{H^{1}} \leq R_{0}$, one can choose a subsequence of $\left(\alpha_{n}\right)$, still denoted by $\left(\alpha_{n}\right)$, such that $\lim _{n \rightarrow \infty} \alpha_{n}=\alpha$. Note that $\alpha_{n}>0$ for all $n$, by (6.32). Set $v_{n}=u_{n} / \alpha_{n}$ for all $n \geq 1$. Then

$$
\begin{equation*}
v_{n, t}-v_{n, t x x}-c v_{n, x x x}+(c+1) v_{n, x}+\alpha_{n} v_{n} v_{n, x}=-a\left(1-\partial_{x}^{2}\right)\left[a v_{n}\right] \tag{6.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{T}\left\|a v_{n}\right\|_{H^{1}}^{2} d t<\frac{1}{n} \tag{6.34}
\end{equation*}
$$

Because of

$$
\begin{equation*}
\left\|v_{n}(0)\right\|_{H^{1}}=1 \tag{6.35}
\end{equation*}
$$

the sequence $\left(v_{n}\right)$ is bounded in $L^{\infty}\left(0, T ; H^{1}(\mathbb{T})\right)$, while $\left(v_{n, t}\right)$ is bounded in $L^{\infty}\left(0, T ; L^{2}(\mathbb{T})\right)$. From Aubin-Lions' lemma and a diagonal process, we infer that we can extract a subsequence of $\left(v_{n}\right)$, still denoted $\left(v_{n}\right)$, such that

$$
\begin{array}{lll}
v_{n} \rightarrow v & \text { in } C\left([0, T] ; H^{s}(\mathbb{T})\right) & \forall s<1 \\
v_{n} \rightarrow v & \text { in } L^{\infty}\left(0, T ; H^{1}(\mathbb{T})\right) & \text { weak* } \tag{6.37}
\end{array}
$$

for some $v \in L^{\infty}\left(0, T ; H^{1}(\mathbb{T})\right) \cap C\left([0, T] ; H^{s}(\mathbb{T})\right)$ for all $s<1$, Note that, by (6.36)-(6.37), we have that

$$
\begin{equation*}
\alpha_{n} v_{n} v_{n, x} \rightarrow \alpha v v_{x} \quad \text { in } L^{\infty}\left(0, T ; L^{2}(\mathbb{T})\right) \text { weak } * . \tag{6.38}
\end{equation*}
$$

Furthermore, by (6.34),

$$
\begin{equation*}
\int_{0}^{T}\|a v\|_{H^{1}}^{2} d t \leq \liminf _{n \rightarrow \infty} \int_{0}^{T}\left\|a v_{n}\right\|_{H^{1}}^{2} d t=0 \tag{6.39}
\end{equation*}
$$

Thus, $v$ solves

$$
\begin{align*}
& v_{t}-v_{t x x}-c v_{x x x}+(c+1) v_{x}+\alpha v v_{x}=0 \quad \text { on } \mathbb{T} \times(0, T)  \tag{6.40}\\
& v=0 \quad \text { on } \omega \times(0, T) \tag{6.41}
\end{align*}
$$

where $\omega$ is given in (6.3). According to Corollary $5.5, v \equiv 0$ on $\mathbb{T} \times(0, T)$.
We claim that $\left(v_{n}\right)$ is linearizable in the sense of [10]; that is, if $\left(w_{n}\right)$ denotes the sequence of solutions to the linear KdV-BBM equation with the same initial data

$$
\begin{align*}
& w_{n, t}-w_{n, t x x}-c w_{n, x x x}+(c+1) w_{n, x}=-a\left(1-\partial_{x}^{2}\right)\left[a w_{n}\right]  \tag{6.42}\\
& w_{n}(x, 0)=v_{n}(x, 0) \tag{6.43}
\end{align*}
$$

then

$$
\begin{equation*}
\sup _{0 \leq t \leq T}\left\|v_{n}(t)-w_{n}(t)\right\|_{H^{1}} \rightarrow 0 \quad \text { as } n \rightarrow \infty \tag{6.44}
\end{equation*}
$$

Indeed, if $d_{n}=v_{n}-w_{n}$, then $d_{n}$ solves

$$
\begin{aligned}
& d_{n, t}-d_{n, t x x}-c d_{n, x x x}+(c+1) d_{n, x}=-a\left(1-\partial_{x}^{2}\right)\left[a d_{n}\right]-\alpha_{n} v_{n} v_{n, x} \\
& d_{n}(0)=0
\end{aligned}
$$

Since $\left\|W_{a}(t)\right\|_{\mathcal{L}\left(H^{1}(\mathbb{T})\right)} \leq 1$, we have from Duhamel formula that for $t \in[0, T]$

$$
\left\|d_{n}(t)\right\|_{H^{1}} \leq \int_{0}^{T}\left\|\left(1-\partial_{x}^{2}\right)^{-1}\left(\alpha_{n} v_{n} v_{n, x}\right)(\tau)\right\|_{H^{1}} d \tau
$$

Combined to (6.36) and to the fact that $v \equiv 0$, this gives (6.44). By Lemma 6.3, we have that

$$
\begin{equation*}
\left\|w_{n}(t)\right\|_{H^{1}} \leq C_{1} e^{-\gamma t}\left\|w_{n}(0)\right\|_{H^{1}} \quad \text { for all } t \geq 0 \tag{6.45}
\end{equation*}
$$

From (6.45) and the energy identity for (6.42)-(6.43), namely

$$
\begin{equation*}
\left\|w_{n}(t)\right\|_{H^{1}}^{2}-\left\|w_{n}(0)\right\|_{H^{1}}^{2}=-2 \int_{0}^{t}\left\|a w_{n}(\tau)\right\|_{H^{1}}^{2} d \tau \tag{6.46}
\end{equation*}
$$

we have for $C e^{-\lambda T}<1$

$$
\begin{equation*}
\left\|w_{n}(0)\right\|_{H^{1}}^{2} \leq 2\left(1-C_{1}^{2} e^{-2 \gamma T}\right)^{-1} \int_{0}^{T}\left\|a w_{n}(\tau)\right\|_{H^{1}}^{2} d \tau \tag{6.47}
\end{equation*}
$$

Combined to (6.34) and (6.44), this yields $\left\|v_{n}(0)\right\|_{H^{1}}=\left\|w_{n}(0)\right\|_{H^{1}} \rightarrow 0$, which contradicts (6.35). This completes the proof of Proposition 6.8 and of Theorem 6.7.

Next we show that the system (6.20)-(6.26) is exponentially stable in the space $H^{s}(\mathbb{T})$ for any $s \geq 1$.

Theorem 6.9. Let $a \in C^{\infty}(\mathbb{T})$ with $a \neq 0$ and $\gamma>0$ be as given in Lemma 6.3. For any given $s \geq 1$ and $R_{0}>0$, there exists a constant $C>0$ depending only on $s$ and $R_{0}$ such that for any $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq R_{0}$, the corresponding solution $u$ of (6.20)-(6.21) satisfies

$$
\begin{equation*}
\|u(\cdot, t)\|_{H^{s}} \leq C e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}} \quad \text { for all } t \geq 0 \tag{6.48}
\end{equation*}
$$

Proof. As before, rewrite the system in its integral form

$$
u(t)=W_{a}(t) u_{0}-\frac{1}{2} \int_{0}^{t} W_{a}(t-\tau)\left(1-\partial_{x}^{2}\right)^{-1}\left(u u_{x}\right)(\tau) d \tau
$$

For $u_{0} \in H^{s}(\mathbb{T})$ with $\left\|u_{0}\right\|_{H^{s}} \leq R_{0}$, applying Lemma 6.3, Lemma 6.5 and Theorem 6.7 yields that, for any $1 \leq s \leq 1+\frac{1}{10}$,

$$
\begin{aligned}
\|u(\cdot, t)\|_{H^{s}} & \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{1,1, s}}{2} \int_{0}^{t} e^{-\gamma(t-\tau)}\|u(\cdot, \tau)\|_{H^{1}}^{2} d \tau \\
& \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{1,1, s}\left(C^{*}\right)^{2}}{2} \int_{0}^{t} e^{-\gamma(t-\tau)} e^{-2 \gamma \tau}\left\|u_{0}\right\|_{H^{1}}^{2} d \tau \\
& \leq\left(C_{s}+\frac{C_{s} c_{1,1, s}\left(C^{*}\right)^{2}}{2 \gamma}\left\|u_{0}\right\|_{H^{1}}\right) e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}
\end{aligned}
$$

for any $t \geq 0$. Thus the estimate (6.48) holds for $1 \leq s \leq m_{1}:=1+\frac{1}{10}$. Similarly, for $m_{1} \leq s \leq m_{2}:=1+\frac{2}{10}$, we have for $\left\|u_{0}\right\|_{H^{s}} \leq R_{0}$

$$
\begin{aligned}
\|u(\cdot, t)\|_{H^{s}} & \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+\frac{C_{s} c_{m_{1}, m_{1}, s}}{2} \int_{0}^{t} e^{-\gamma(t-\tau)}\|u(\cdot, \tau)\|_{H^{m_{1}}}^{2} d \tau \\
& \leq C_{s} e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}+C\left(s, m_{1}, R_{0}\right) \int_{0}^{t} e^{-\gamma(t-\tau)} e^{-2 \gamma \tau}\left\|u_{0}\right\|_{H^{m_{1}}}^{2} d \tau \\
& \leq\left(C_{s}+C\left(s, m_{1}, R_{0}\right)\left\|u_{0}\right\|_{H^{m_{1}}} \gamma^{-1}\right) e^{-\gamma t}\left\|u_{0}\right\|_{H^{s}}
\end{aligned}
$$

Thus the estimate (6.48) holds for $1 \leq s \leq m_{2}:=1+\frac{2}{10}$. Repeating this argument yields that the estimate (6.48) holds for $1 \leq s \leq m_{k}:=1+\frac{k}{10}$ for $k=1,2, \ldots$
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