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ABSTRACT 

 

A well known puzzle in international finance concerns the observed very slow speeds of 

adjustment of real exchange rates in response to shocks. In this paper, we explore 

whether allowing for a wide range of influences on the real exchange rate in a nonlinear 

framework can help resolve this puzzle. Using recently proposed econometric methods 

for summarising very large macroeconomic data sets into a small number of observable 

factors, we find that there is a long-run relationship between these factors and real 

exchange rates. When put into a nonlinear framework, we find that allowing for the 

effects of macroeconomic factors dramatically increases the measured speed of 

adjustment of the real exchange rate.  
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I. Introduction 

 

The empirical research effort on real exchange rates over the past two decades or so has 

tended to concentrate on necessary conditions for long-run purchasing power parity 

(PPP) to hold, in particular whether the real exchange rate reverts towards some 

constant equilibrium level over time. The upshot of this research programme is that, 

insofar as PPP does hold, it holds only in a very long run sense since shocks to the real 

exchange rate—which may be construed as deviations from PPP—tend to persist for 

long periods of time. In a survey of this literature, Rogoff (1996) describes the average 

measured speed of adjustment of real exchange rates as ‘glacial’, with a half-life of 

some three to five years. Given that the observed high volatility of real exchange rates 

under floating regimes suggestes that they must be driven largely by nominal shocks, 

and since it is hard to credit a half-life of adjustment of three to five years to nominal 

macroeconomic shocks, Rogoff terms this stylised of ‘glacial’ real exchange rate 

adjustment ‘the PPP puzzle’.      

There have been a number of attempts to resolve or at least explain Rogoff’s 

PPP puzzle. One possibility is that adjustments of the real exchange rate towards PPP 

are nonlinear, since larger deviations may adjust back towards equilibrium faster than 

smaller deviations. This nonlinear adjustment may arise either because of transactions 

costs in international goods arbitrage (Balke and Fomby, 1997; Taylor et al, 2001; Imbs 

et al, 2003, 2005
1
) or because of the presence of heterogeneous foreign exchange 

market agents that have competing views of the equilibrium rate (Kilian and Taylor, 

2003), or because the authorities are more likely to intervene in the foreign exchange 

market when there are large deviations from exchange rate equilibrium (Taylor, 2004; 

Reitz and Taylor, 2007). By modelling the adjustment process towards equilibrium as a 

nonlinear process, researchers have indeed found that the speed of adjustment of the real 

exchange rate is significantly raised (Taylor et al., 2001; Kilian and Taylor, 2003), thus 

making some progress towards resolving the PPP puzzle.  

In more recent work, however, researchers have also analysed whether time 

variation in the equilibrium real exchange rate may be modelled within a nonlinear 

framework, largely through an examination of whether the real exchange rate is 

impacted by international differences in aggregate factor productivity (Paya and Peel, 

2006; Lothian and Taylor, 2007). By allowing for time variation in the equilibrium real 

                                            
1
 The essence of the Imbs et al. (2005) study is that transactions costs generate differing speeds of 

adjustment at a disaggregated goods level that translate into an econometric bias in aggregate studies that 

employ linear econometric techniques. 
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exchange rate, this work therefore moves away from examining necessary conditions 

for long-run PPP (mean-reversion of the real exchange rate towards a constant 

equilibrium) towards examining the speed of adjustment of the real exchange rate 

towards an equilibrium that may in fact vary over time. While productivity differentials 

are obvious candidates to examine for their effect on the equilibrium real exchange rate, 

a less restrictive analysis would allow for the real exchange rate to be impacted by a 

wide range of macroeconomic variables. Indeed, the failure properly to control for these 

variables in econometric studies may in part be responsible for the observed slow speed 

of real exchange rate adjustment. The purpose of this paper, therefore, is to investigate 

this possibility. In particular, we combine the diffusion index or factor method of Stock 

and Watson (2002a,b), which allows large amounts of data to be summarised 

parsimoniously, with linear and nonlinear models of real exchange rate adjustment.
2
  

The remainder of the paper is organised as follows. The next section briefly 

describes the estimation of nonstationary macroeconomic factors and the nonlinear 

econometric techniques that we employ. In Section III we describe the data and some 

preliminary econometric results. Section IV presents our fitted nonlinear models and 

measures the effect on the measured speed of real exchange rate adjustment of 

introducing diffusion indices into the analysis. A final section concludes. 

 

II. Model Specification 

 

II.1 Summarising large data sets 

The main advantage of factor models is to summarise the information in large data sets 

in a parsimonious fashion. Suppose that Xt denotes an n-dimensional vector of I(1) time 

series variables at time t, where n may be very large. If Xt is described by a factor model, 

it can be written as the sum of two orthogonal components:  

 

tttt FX ξ+Λ=                                                  (1) 

 

where Xt=(x1t… xnt)' and ξt is the (n×1) idiosyncratic disturbance, which may be serially 

correlated. Ft is the (r×1) vector of integrated process latent common factors such that 

 

ttt uFF += −1                                                  (2) 

                                            
2
 Our investigation is at least partly inspired by the recent study of Bernanke, Boivin and Eliasz (2005), 

who find that by using the diffusion index methods due to Stock and Watson (2002a,b) they are able to 

solve the ‘price puzzle’ of monetary economics—namely that vector autoregressive simulations of small 

macro systems typically generate an initial price rise following a monetary tightening. 
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where ut is a vector zero-mean I(0) process. Ft is, however, unobservable. There are 

several indirect ways to estimate unobservable factors. In this study, we use a two-step 

principal components method, following Stock and Watson (2002a) and Bai (2004).
3
  

 Since the principal components are by construction orthogonal to one another, 

there is no redundant information in individual factors. The estimated common factors 

are I(1) processes since the I(1) process Xt is represented in levels.  

 In practice, n, the number of time series making up Xt , may be very large — of 

the order of fifty or a hundred. If most of the variation in Xt is contained in the first r 

common factors, however, then the dimensionality of the data problem may be reduced 

from n to r, and r will typically be a small number. Insofar as the resulting factors or 

diffusion indices can be used to augment an econometric model, the applied modeller 

may then be able to reflect the complexities of the economy in a parsimonious fashion 

with a workable number of degrees of freedom. 

 

II.2 Nonlinear real exchange rate adjustment 

Smooth transition autoregressive (STAR) models are introduced in econometrics 

literature by Granger and Teräsvirta (1993). In STAR model, the speed of adjustment 

towards equilibrium takes place in every period but the speed varies smoothly with the 

extent of the deviation from equilibrium. The STAR model is adequate to explain the 

nonlinear feature of real exchange rates, being employed by a number of researchers as 

discussed in Section 2. Among smooth transition functions, we focus on the exponential 

smooth transition autoregressive or ESTAR specification, which implies symmetric 

adjustment above and below equilibrium and which has been found to be particularly 

applicable to real exchange rates. The general ESTAR specification for a time series 

process qt may be written: 

tdtjt

p

j jjt

p

j jt eqqqq +−Φ−+= −−− ∑∑ ];[][ µγµβα               (3) 

where 1=∑
p

j jα and 1][ <−∑ j

p

j j βα . In the present application, qt is the real 

                                            
3
 This involves solving the eigenvalue problem for the sample covariance matrix:

rrr DYY =Ξ0
                                               

where Ξ0 , estimated as XX’/(T
2
N) is the covariance matrix of the standarised data matrix for a sample size 

T  ̧ X=[X1 X2
 
… XT ]’ and Yr=[y1…yr] is the (n×r) matrix whose columns are the r eigenvectors that 

corresponds with the first r largest eigenvalues of covariance matrix, Ξ0, which we defined here as first r 

principal components. 
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exchange rate defined as  

*

tttt ppsq +−=                             (4) 

where st is the logarithm of the nominal exchange rate (domestic price of foreign 

currency) and pt and pt
*
denote the logarithms of the domestic and foreign price level, 

respectively; Φ[γ; qt-d-µ] is the exponential transition function specified as  

])(exp[1];[ 2µγµγ −−−=−Φ −− dtdt qq                      (5) 

The exponential transition function determines the degree of mean reversion 

and is itself governed by the nonlinear adjustment parameter, γ, which effectively 

determines the speed of mean reversion and the parameter µ which is the equilibrium 

level of real exchange rates. Φ[γ; qt-d- µ] is bounded by zero to unity with symmetrically 

inverse bell-shaped around zero. The transition parameter γ>0, determines the speed of 

transition between the two extreme regimes of random walk and different AR(p) 

specification, with lower absolute values of γ implying slower transition.  

When the real exchange rate is close to the equilibrium level µ, for instance, the 

nonlinear part of equation (3) disappears as Φ(0)=0, and the real exchange rate is close 

to AR(p) model:   

tjt

p

j jt eqq += −∑ α                             (6) 

As departures from the equilibrium increase, however, the argument of the transition 

function gets larger and larger and, in the limit, the transition function approaches unity: 

lim|x|→∞ Φ[γ; qt-d- µ]=1. In the limit, therefore, (3) becomes a difference AR (p) model:   

 t

p

j jjt

p

j jjt eqq ∑∑ +++= − µββα ][                     (7) 

with a correspondingly difference speed of mean reversion so long as αj≠0 in (3) for at 

least one value of j. For intermediate deviations of the real exchange rate from 

equilibrium, the process will display a finite speed of adjustment.  

By combining the factors in a nonlinear function, the equilibrium real exchange rate 

becomes time varying and dependent on macroeconomic fundamentals estimated by the 

common factors or diffusion indices. We term ESTAR models of this kind, in which 

macroeconomic fundamentals have been added into the specification by mean of factors, 

‘factor-augmented ESTAR’ or FESTAR models.  

Equation (3) implicitly assumes that the real exchange rate has a constant 

equilibrium, µ, but we can relax this assumption by incorporating the long-run 

Page 5 of 19

Editorial Office, Dept of Economics, Warwick University, Coventry CV4 7AL, UK

Submitted Manuscript

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



For Peer Review

 6 

relationship between factors and the real exchange rate into the transition function if 

such a relationship exists. When the factors are included, equation (3) may be modified 

as  

tdtdtjtjt

p

j jjt

p

j jt ebFqbFqqq +−Φ−+= −−−−− ∑∑ ];[][ γβα   (8) 

where Ft is the vector of factors characterising the common stochastic components of 

the macroeconomy data.  

By the specification of (8), the key innovation of this paper is the incorporation 

of diffusion indices into the determinants of the long-run equilibrium real exchange rate. 

It is already known that allowing for nonlinearities in real exchange rate adjustment 

mitigates the PPP puzzle (Taylor et al. 2001). Moreover, previous attempts to allow for 

time-variation of the equlibrium real exchange rate in a nonlinear framework have 

typically focused on a very small number of variables such as relative productivity 

(Paya and Peel, 2006; Lothian and Taylor, 2007). By allowing for the effect a large 

number of macroeconomic factors on the real exchange rate in the context of nonlinear 

adjustment, we wish to investigate whether a faster speed of real exchange rate 

adjustment can be ascertained. 

  

III. Data and Preliminary Analysis  

 

Our data base is composed of two parts, each covering a sample period from January 

1973 through to June 2006. The first part consists of the monthly US dollar spot 

exchange rate for UK sterling, Japanese yen, and Australian dollar together with 

monthly observations on consumer price indices for the UK, Japan, Australia, and the 

US. The real exchange rate is constructed in logarithmic form as in Equation (6), with st 

the US dollar price of foreign currency, pt the logarithm of the US consumer price index 

(CPI), and p*t as the logarithm of the CPI of the corresponding country.  

The second part of our data base consists of large data sets of macroeconomic 

time series for the UK, Japan, Australia, and the US. The composition of the monthly 

data sets was determined by data availability which represents the real variables (real 

production, employment, orders, retail sales, etc.), nominal macroeconomic variables 

(e.g. monetary aggregates), asset prices (stock prices, interest rates, etc.), and 

international trade variables (import, exports, etc.).
4
 The each time series of data sets 

are transformed to be seasonally adjusted and logarithms are taken for for nonnegative 

                                            

4
 Details of data sets are available from the authors on request.  
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series which are not represented in percentage unit. The total number of time series 

collected was 75, 81, 49, and 85 for the UK, Japan, Australia, and US, respectively.
5
  

If the series are characterized by a few strong comovements, a small number of 

factors should account for a sizeable percentage of the overall variance while the 

remaining principal components have small marginal contribution. We found in each 

case that two factors appeared adequate and explained more than 30 percent of total 

variability.  

As a preliminary exercise to investigate the long run relationship between real 

exchange rates and the common stochastic movements, we obtained a simple estimate 

of the long-run or fundamental equilibrium level of the real exchange rate by rotating 

two factors each from the home and foreign countries toward qt by running the 

following regression.  

errorFFaq ttt +++=
∧∧

,2
'

2,1
'

1 λλ                                     (9) 

where )( *

,,,

∧∧∧

= tititi ffF  for i=1,2 with fi,t and f*i,t indicating the i-th home and foreign 

factors, respectively. 

When we plot the actual logarithmic real exchange rate and our simple estimates 

of the factor-based fundamental levels for the whole sample period, there is clear 

evidence suggesting that the real exchange rate is explained by the stochastic trends 

summarized by factors. As illustrated in Figure 1, the movement of the real exchange 

rates seems to track the fundamental level and turning points look correct in general. 

The fact that factors fail to explain the high US dollar during the mid 1980s accords 

with the received wisdom that this was a period of large scale dollar overvaluation.  

This exercise, however, is clearly very primitive and incomplete, given that the 

on either side of (9) are I(1) variables. In order to detect the common movement among 

these stochastic series in the long run, Johansen’s cointegration analysis was therefore 

conducted.
6
 The results are reported in Table 1, and indicate that we can reject at 

standard significance levels the the null hypothesis of no cointegration between the real 

exchange rate and the factor indices. Given this evidence of a long-run relationship 

between qt and Ft, we are motivated to construct the nonlinear real exchange rate 

                                            

5
 For the Australian data, many series are on a quarterly basis and only available for a recent twenty-year 

period. Hence the volume of data which covers the last thirty-four years is smaller for Australia than for 

the other countries.  
6
 As noted by Balke and Fomby (1997), linear cointegration analysis is still applicable in cases where 

adjustment towards that equilibrium is nonlinear. 
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specification which includes factors as determinants of long-run equilibrium.  

 

IV. Empirical Results  

 

IV.1 Nonlinear estimation results 

When a long-run relationship exists between real exchange rates and factors, such a 

relationship should say something about the speed of adjustment of real exchange rates. 

For this purpose, we specify a model which combines the long-run relationship between 

factors and real exchange rates into a nonlinear system and investigate the persistence of 

shocks to the real exchange rate.  

Following the procedure suggested by Teräsvirta (1994) for the specification 

and estimation of STAR models, we found that a first delay parameter is adequate, 

based on a set of nested likelihood ration tesets. Further, we tested the restrictions on the 

autoregressive parameters α=1, β=-1 and in no case could we reject at the five percent 

significance level. These restrictions imply an equilibrium of the real exchange rate, in 

the neighborhood of which qt is close to a random walk, becoming increasingly mean 

reverting with the absolute size of the deviation from equilibrium. 

The fitted ESTAR models are reported in Table 2. The simple ESTAR model of 

real exchange rates was then modified as a factor-augmented ESTAR or FESTAR model 

by adding factors into the transition function. Initially, we included four factors in the 

FESTAR specification (two home factors and two foreign factors) such that: 

tttttt

ttttttt

ecffffq

cffffqqq

+−−−−−−−

×−−−−−−=

−−−−−

−−−−−−

}](exp[1{

)(

2*

1,24

*

1,131,221,111

*

1,24

*

1,131,221,1111

ββββγ

ββββ
        (10) 

Following a general-to-specific specification search, we then arrived at our 

parsimonious FESTAR specifications which are presented in Table 3. All of these 

estimations were conducted using nonlinear least squares. 

A notable feature of the results reported in Table 3 is that the estimated 

transition parameter, γ, is larger absolute value than in the FESTAR specifications than 

in the simpler ESTAR specifications. In both nonlinear models, ‘t-statistics’ of the 

estimated value of γ suggest that it is significantly different from zero. However, 

standard t-values are not valid in this specification since the presence of a unit root 

under the null hypothesis complicates the testing procedure.
7
 We therefore calculated 

the empirical significance levels using Monte-Carlo simulation under the null 

                                            

7
 Analogous to the way in which the distribution of the Dickey-Fuller statistic cannot be assumed to be 

Student’s t  
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 9 

hypothesis assumption of a unit root AR(1) process, i.e. γ=0 
8
, and the resulting 

empirical marginal significance levels show strong support in favour of nonlinearity in 

qt in both the ESTAR and FESTAR formulations.  

 

IV.2 Estimated half-lives of adjustment 

Based on the estimated models reported in Tables 2 and 3, we calculated the half-lives 

of a range of shocks to the real exchange rates. In contrast to the linear case, estimating 

half-lives is complicated in nonlinear models since the ultimate effect of a shock can 

vary depending on the state of the system at the time of the impact of the shock as well 

as on the sign and magnitude of the shock. In the present analysis we follow the 

approach of Koop et al. (1996) and Gallant et al. (1993) to estimate the generalised 

impulse response functions by Monte Carlo integration. 

In particular, the impulse response function (IRF) is defined as the evolution of 

the effects of shocks on variables at N horizons expressed as {IRF[1,s(t),h(t)], 

IRF[2,s(t),h(t)],…, IRF[N,s(t),h(t)]}. s(t) is an arbitrary shock occurring at time t and 

h(t) indicates the history set of qt. The IRF is defined as the distance between the path of 

q which is expected to prevail at time t through t+N following an additive shock of size 

s(t) at time t, and a baseline path assuming that a shock does not take place at time t. 

Formally, this can be expressed as: 

 

IRF[N, s(t), h(t)]=E[q(t+n)/s(t), h(t)]- E[q(t+n)/h(t)], n=1,2,…N.       (11) 

 

In a nonlinear model, estimation of (11) is not simple due to the difficulties in 

generating n-period ahead expectations directly from available information at time t. In 

particular, the effects of future innovations cannot be simply set to an expected value of 

zero since the expected value of a nonlinear function of innovations will typically be 

non-zero. 

As an alternative solution, Monte Carlo integration can be exploited. In the 

present analysis, 5,000 replications of the sample paths (N=100), based on the nonlinear 

specification in Table 2 and 3, with and without a shock of size s at time t are simulated 

by randomly drawn residuals as noise for future horizons. The realizations of the 

differences between the two paths with and without a shock are calculated and saved. 

We then move up one data point and conduct this procedure again. Once the difference 

of the simulated paths are stored for every data point from January 1973 through June 

                                            

8
 The method of estimation of the empirical significance levels follows the procedure described in Taylor 

et al. (2001). 
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2006, the impulse response function is estimated as an average over all the simulated 

sequences of differences in the paths of the deviations from fundamental equilibrium 

with and without the shock. Therefore, the IRFs are conditional on the average history 

of the given qt series.  

 Since the size of shock matters in a nonlinear system, five different sizes of 

shock were considered. With s taken from the set {1,5,10,20,30}.
9
 This allows us to 

compare how large and small shocks affect real exchange rates over time in our two 

different nonlinear frameworks, ESTAR and FESTAR. In addition, for purposes of 

comparison, we also estimated simple AR(1) models and used them to estimate half-

lives of adjustment under the assumption of linearity. 

Figures 2 and Table 4 summarise the estimated impulse response functions. As 

clearly illustrated, all of the impulse response functions show a nonlinear pattern with 

steeper degrees of mean reversion as the size of the shock increases. When the half-lives 

of shocks are compared between FESTAR and ESTAR, a faster speed of adjustment is 

found in the FESTAR case for all sizes of shocks considered and for all currencies. In 

the FESTAR model, for instance, the half-lives range from 3 to 30 months depending on 

the exchange rate, while the corresponding range is 5 to 70 months in ESTAR 

formulation.  

Focusing on the FESTAR results, the fastest speed of adjustment is observed in 

dollar-sterling for a 30 percent shock, which has a half-life of only 3 months. For 1 

percent shocks, the real exchange rate exhibits slow mean reversion consistent with a 

half-life as long as 30 months, as seen in dollar-Australian dollar, but this nevertheless 

still faster than implied by the univariate ESTAR model. Similarly, for Japan, the half-

life of a 1 percent shock is much shortened with the inclusion of macro factors, reducing 

from 70 months in the estimated ESTAR formulation to just 24 months in the estimated 

FESTAR specification.  

Compared to the half-lives estimated using a liner specification, our findings 

are consistent with the existing literature which shows that measured half-lives of 

adjustment of real exchange rate shocks are shorter when measured in an explicitly 

nonlinear framework. The innovation in the present study, however, is the finding that 

the measured half-life shrinks even further when diffusion indices or macro factors are 

added into the nonlinear system. 

                                            

9
 A shock of s percent to the level of the real exchange rate is equivalent to adding log(1+s/100) to qt; the 

half-life is the time taken for the impulse response function to fall below 0.5log(1+s/100).    
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V. Conclusion 

 

In this paper, we have shown that the information in large macroeconomic data sets is 

relevant for resolving a well known puzzle in international finance concerning the slow 

speed of adjustment of real exchange rates in response to shocks. In particular, using 

measures of macroeconomic factors that summarise large amounts of macroeconomic 

data, our estimated factor-augmented ESTAR, or FESTAR models are designed to 

incorporate the long-run relationship between real exchange rates and economic 

fundamentals into the nonlinear property of real exchange rates. Similar to the nonlinear 

ESTAR formulation employed in a number of previous studies of the real exchange rate, 

the FESTAR specification allows the real exchange rate to behave as a random walk 

near the equilibrium and as mean-reverting far away from the equilibrium in a nonlinear 

fashion, consistent with a number of theoretical analyses of the real exchange rate. In 

addition, however, the FESTAR specification allows the influence of a complex set of 

macroeconomic variables on the real exchange rate in a parsimonious fashion.  

The FESTAR specification was applied to three major real exchange rates 

against the US dollar: dollar-sterling, dollar-yen, and US dollar-Australian dollar. When 

we estimate the half-life of real exchange rate adjustment using these estimation results, 

the FESTAR specification exhibits a much faster speed of mean reversion than 

univariate linear and nonlinear models. These results therefore suggest that the finding 

of slow mean reversion in the real exchange rate may result from a failure properly to 

allow for the wide range of macroeconomic influences on the equilibrium real exchange 

rate.  
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Table 1. Johansen cointegration tests 

 Statistics  

 Lags Trace Max 

UK 12 86.80* (0.001) 35.80* (0.029) 

Japan 11 82.33* (0.003) 30.82  (0.110) 

Australia 9 73.64* (0.024) 38.28* (0.013) 

Note: * indicates significance at the 5% level for the null of no cointegration. ( ) indicate MacKinnon-

Haug-Michelis p-values 
 
 

 

 

 

Table 2. ESTAR estimated by country (Jan. 1973 – Jun. 2006) 

ESTAR model: 
ttttt ecqcqqq +−−−−−= −−− ]})(exp[1){( 2

111 γ  

US Dollar-UK sterling 

t
q
∧

= qt-1 - (qt-1-0.0616){1-exp[-2.5517(qt-1-0.0616)
2
} 

            (4.248)           (2.816)       (4.248)   

                                 [0.029]                          s=0.0130, z1=[0.000], z2=[0.719], z3=[0.000] 

                                                             

US Dollar-Japanese Yen 

t
q
∧

= qt-1 - (qt-1-0.2258){1-exp[-0.8717(qt-1-0.2258)
2
} 

            (10.709)          (2.510)       (10.709) 

                                 [0.088]                          s=0.0125, z1=[0.000], z2=[0.708], z3=[0.611] 

 

US Dollar-Australian dollar 

t
q
∧

= qt-1 - (qt-1-0.0395){1-exp[-3.6232(qt-1-0.0395)
2
} 

(-3.081)          (2.711)       (2.911) 

                                 [0.033]                         s=0.0128, z1=[0.000], z2=[0.686], z3=[0.115] 

 

Notes: Figures in parenthesis are estimated ‘t-ratios’; s is the standard error of the regression. z1 is the 

Jarque-Bera test statistic for normality of the residuals; z2 is the Eitrheim-Teräsvirta test statistic for 

serial correlation up to order three; z3 is White’s test statistic for heteroscedasticity. Figures in square 

brackets are marginal significance levels. The marginal significance levels for the estimated transition 

parameter ‘t-ratios’ were calculated by Monte-Carlo simulation under the null hypothesis that the 

transition parameter was zero.  
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Table 3: FESTAR estimates by country (Jan. 1973 – Jun. 2006) 

FESTAR model: 
ttttttt ecFqcFqqq +−−−−−−−= −−−−− }](exp[1){( 2

11111 βγβ  

US Dollar-UK sterling 

t
q
∧

= qt-1-(qt-1-3.7826f1,t-1+3.8448f*1,t-1-0.0593){1-exp[-3.3824(qt-1-3.7826f1,t-1+3.8448f*1,t-1-0.0593)
2
]} 

           (3.395)     (-3.207)       (4.832)          (3.351)      (3.395)     (-3.207)       (4.832) 

                                                      [0.0336] 

                                                       

s=0.0129, z1=[0.000], z2=[0.686], z3=[0.000] 

                                                             

US Dollar-Japanese Yen 

t
q
∧

= qt-1-(qt-1+6.2467f1,t-1-2.7431f2,t-1 -7.902f*1,t-1- 0.2676)× 

(-4.631)     (3.636)       (-5.355)     (11.315) 
 

{1-exp[-1.6941(qt-1+6.2467f1,t-1-2.7431f2,t-1-7.902f*1,t-1- 0.2676)
2
]} 

                   (1.765)      (-4.631)     (3.636)      (5.355)      (11.315) 
                                      [0.3150]  

                                                       

s=0.0122, z1=[0.000], z2=[0.695], z3=[0.119] 

 

US Dollar-Australian dollar 

t
q
∧

= qt-1-(qt-1-0.2058f*1,,t-1-0.034){1-exp[-3.7672(qt-1-0.2058f*1,,t-1-0.034)
2
]} 

(2.000)     (3.056)          (2.736)      (2.000)      (3.056) 
                                         [0.0349] 

                                                       

 
s=0.0128, z1=[0.000], z2=[0.711], z3=[0.197] 

 

Notes: Figures in parenthesis are estimated ‘t-ratios’; s is the standard error of the regression. z1 is the 

Jarque-Bera test statistic for normality of the residuals; z2 is the Eitrheim-Teräsvirta test statistic for 

serial correlation up to order three; z3 is White’s test statistic for heteroscedasticity. Figures in square 

brackets are marginal significance levels. The marginal significance levels for the estimated transition 

parameter ‘t-ratios’ were calculated by Monte-Carlo simulation under the null hypothesis that the 

transition parameter was zero.  
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Table 4. Estimated Half-lives Conditioning on Average Initial History 

Shock (%) 1 5 10 20 30 

Linear AR 26 26 26 26 26 

ESTAR 50 26 15 8 5 

UK 

FESTAR 24 14 9 5 3 

Linear AR 43 43 43 43 43 

ESTAR 70 43 27 15 10 

JAPAN 

FESTAR 24 18 14 7 5 

Linear AR 28 28 28 28 28 

ESTAR 40 20 12 6 4 

AUSTRALIA 

FESTAR 30 17 10 5 4 

Notes: The half-lives for the estimated nonlinear ESTAR and FESTAR models were calculated by 

Monte Carlo integration.  
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Figure 1. Real exchange rate and stochastic macroeconomic trends.  
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Figure 2. Impulse Response Functions 

 

Note: Each line indicates the different sized shock.  
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