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[1] Ocean surface observations from the CloudSat radar and the spaceborne lidar aboard
the Cloud Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO)
platform are combined in the Synergized Optical Depth of Aerosol (SODA) algorithm
and used to retrieve the optical depth of semitransparent single-layered cirrus clouds.
In the operational CALIPSO data analysis, lidar-derived optical depths are typically
estimated using a correction factor for multiple scattering effects and a single global mean
lidar ratio. By combining the SODA approach with observations from the CALIPSO
Imaging Infrared Radiometer, accurate values for both of these parameters can be derived
directly from the measurements. Application of this approach yields a multiple scattering
factor of 0.61 � 0.15 sr, which is essentially identical to the value used operationally.
However, the standard lidar ratio used in the CALIPSO daytime operational analysis is
found to be biased low by around 25%. As a consequence, the lidar-derived optical depths
retrieved from the daytime operational analyses are more than 30% smaller than those
derived using SODA. The lidar ratio for semitransparent cirrus is found to be rather stable
over ocean (33 � 5 sr) with slight variations as a function of temperature and latitude.
The geographic distribution shows a moderate decrease of average lidar ratio values
over Indonesia during daytime, which may be attributed to a larger occurrence of
high-altitude cirrus layers in this convectively active area.

Citation: Josset, D., J. Pelon, A. Garnier, Y. Hu, M. Vaughan, P.-W. Zhai, R. Kuehn, and P. Lucker (2012), Cirrus optical depth
and lidar ratio retrieval from combined CALIPSO-CloudSat observations using ocean surface echo, J. Geophys. Res., 117,
D05207, doi:10.1029/2011JD016959.

1. Introduction

[2] The ice clouds effect on Earth’s radiation budget is
determined by the balance between the amount of solar
radiation they absorb or reflect back to space, the amount of
the terrestrial infrared radiation they absorb or reflect back to
the surface, and their intrinsic thermal emissions. To first
order, the quantities that determine whether this balance
results in a net cooling or a net warming of climate are the
ice clouds optical depths at visible and infrared wavelengths
and their temperatures. The vertical information derived
from the Cloud Aerosol Lidar with Orthogonal Polarization
(CALIOP) on board the Cloud Aerosol Lidar and Infrared
Pathfinder Satellite Observations (CALIPSO) [Winker et al.,
2010] is a significant step toward a better understanding of
the ice cloud temperature, as it is directly linked to their
altitude. However, determining the optical properties of

semitransparent ice clouds at visible wavelengths remains a
challenging task.
[3] For passive sensors at visible wavelengths, the non-

sphericity of ice crystals combined with the diversity of
crystal sizes and shapes makes the retrieval of cirrus optical
depth particularly challenging, as the accuracy of the deter-
mination is very sensitive to the ice crystals microphysical
assumptions [Zhang et al., 2009]. These same difficulties
also apply to lidar profiling methods as lidar retrievals
require the knowledge of the scattering phase function at
180� (i.e., the backscatter angle) and the contributions of
multiple scattering in order to derive the optical depth from
attenuated backscatter profiles. This can be done by taking
advantage of combined lidar and infrared (IR) radiometry
measurements using the so-called LIRAD method [Platt,
1973].
[4] In previous papers [Josset et al., 2008, 2010a], we

have developed a method using the collocated ocean surface
return of CALIOP and of the CloudSat radar (the Cloud
Profiling Radar, CPR) [Stephens et al., 2008]. With this
technique, we can retrieve the optical depth of semitrans-
parent aerosol with no assumption about their microphysical
properties, for daytime and nighttime measurements, and
with a signal-to-noise ratio in the upper range of CALIOP
capabilities. (The atmospheric features closest in term of

1Science Systems and Applications, Inc., Hampton, Virginia, USA.
2LATMOS, IPSL, Universite Paris VI, Paris, France.
3NASA Langley Research Center, Hampton, Virginia, USA.
4CIMSS, University of Wisconsin-Madison, Madison, Wisconsin, USA.

Copyright 2012 by the American Geophysical Union.
0148-0227/12/2011JD016959

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 117, D05207, doi:10.1029/2011JD016959, 2012

D05207 1 of 14

http://dx.doi.org/10.1029/2011JD016959


signal strength to the ocean surface are boundary layer water
clouds, which have backscatter coefficients on the order of
10�2 to 1 km�1 sr�1, which is several orders of magnitude
(up to around 3) higher than the typical backscatter coeffi-
cients of aerosols or cirrus clouds [Winker et al., 2009].) We
show here that the Synergized Optical Depth of Aerosol
(SODA) methodology can be extended to ice cloud optical
properties retrievals, including lidar ratio (i.e., the ratio of
the extinction coefficient to the backscatter coefficient),
thereby offering a unified method to analyze the properties
of aerosols and ice clouds in individual atmospheric col-
umns. These improved estimates of lidar ratio should help
reduce errors in extinction profile retrievals and lead to a
better understanding of the climate radiation budget. Our
methodology, called Synergized Optical Depth of Aerosol
and Ice Clouds (SODA and ICE, shortened as SODA), is
based on the fact that measurements made by the CloudSat
radar are not attenuated by aerosols. CloudSat can then be
used as a reference to retrieve the total attenuation of the
CALIOP signals [Josset et al., 2008, 2010a] to further val-
idate the operational products obtained in the frame of the
CALIPSO mission [Winker et al., 2010].
[5] The general principles of the SODA technique are

given in section 2, wherein we also review the additional
error sources that are introduced when applying the method
to ice clouds. Sections 3 and 4 describe those error sources
in detail, focusing on marine aerosol contamination and
multiple scattering effects and the methods we use to correct
these errors. We then quantify the contribution of multiple
scattering to the lidar signal by applying the LIRAD method
to the combined measurements of CALIOP and the
CALIPSO Imaging Infrared Radiometer (IIR) (A. Garnier et
al., Retrieval of cloud properties using CALIPSO Imaging
Infrared Radiometer. Part I: effective emissivity and optical
depth, submitted to Journal of Applied Meteorology and
Climatology, 2011). The overall uncertainties in our meth-
odology are discussed in section 5. Results are shown in
section 6, where we compare the SODA cirrus optical depth
retrievals with the CALIPSO operational data products from
both CALIOP and the IIR. Our retrieval of the lidar ratio of
ice clouds is then presented and discussed in section 7, fol-
lowed by the conclusion in section 8.

2. Formalism and Data Used in This Work

2.1. Generalities

[6] The very close collocation between CALIPSO and
CloudSat observations within the A-Train (i.e., a temporal
separation of 10 to 15 s and a perfect spatial collocation at the
surface level) allowed us to develop an innovative method to
analyze the lidar and radar ocean surface echo to retrieve the
optical depth of aerosols [Josset et al., 2008, 2010a]. This
approach is a new application of the spaceborne lidar and
radar observations performed within the A-Train, and as such
directly benefits from decades of research on ocean surface
theory and ocean surface remote sensing analysis [Cox and
Munk, 1954; Barrick, 1968; Valenzuela, 1970; Phillips,
1977; Valenzuela, 1978; Bufton et al., 1983; Jackson et al.,
1992; Menzies et al., 1998; Liu et al., 2000; Li et al., 2005;
Bréon and Henriot, 2006; Tanelli et al., 2008].
[7] CALIPSO and CloudSat ocean surface echo are linked

together through interactions of electromagnetic waves with

the same rough surface area. Although system characteristics
are different (and more particularly wavelengths and fields
of views), a well-defined linear relationship can be identified
locally between both scattering cross sections for most of the
observational conditions [Josset et al., 2008, 2010a]:

gSL;att ¼ f r0L;
sSR;att

r0RT
2
AR

� �
T 2
AL ≈ F r0L; r0R

� �
sSR;att

T2
AL

T 2
AR

; ð1Þ

where sSR,att is the radar attenuated normalized surface
scattering cross section (no unit, subscripts S for surface,
R for radar, and att for attenuated). This quantity is called
Sigma-Zero (s0) in the CloudSat operational product. We
do not use decibel units in this study and s0 is linearized.
gSL,att (sr

�1) is the lidar integrated attenuated backscatter
(subscript L for lidar) which is, for nadir pointing, the nor-
malized scattering cross section [Barrick, 1968] at lidar
wavelength divided by 4p [Bufton et al., 1983; Josset et al.,
2010b]. r0R and r0L are the Fresnel reflectance coefficients
at the radar and lidar wavelengths, respectively. The func-
tions f and F express the link between all those quantities
[Josset et al., 2010a]. TAR

2 and TAL
2 (subscript A for atmo-

sphere) are the two-way atmospheric transmissions at the
radar and lidar wavelengths, respectively. They are the total
transmittances, including the contribution of any compo-
nents present in the atmospheric column.
[8] Our goal is to retrieve the transmission of cirrus clouds at

the lidar wavelength, TcirL
2 (subscript cir for cirrus). Therefore,

the correction of the attenuation by all other atmospheric
component has to be established first. For the radar, the two-
way atmospheric transmission, TmR

2 (subscript m for mole-
cules) includes the absorption by water vapor and oxygen. For
the lidar (TmL

2 ), it includes the attenuation by air molecules
(nitrogen, oxygen) and absorption by ozone. The procedure to
correct for those attenuations and the associated error anal-
yses have been previously described [Josset et al., 2010a].
CloudSat water vapor attenuation is parameterized as a linear
relationship of AMSR-E integrated water vapor path [Tanelli
et al., 2008]. TAR

2 and TAL
2 also include an attenuation term

due to aerosols at the lidar wavelength TaerL
2 (subscript aer for

aerosols) and due to cirrus clouds at the radar wavelength TcirR
2 .

We then have to determine the link between the single scat-
tering attenuation by cirrus clouds, TcirL

2 , and the measured
attenuation of laser light which corresponds to the effective
transmission, Teff,cirL

2 (i.e., including multiple scattering con-
tributions, subscript eff for effective). Doing this will require
an analysis of multiple scattering effects, as several orders of
scattering contribute to the measured lidar signal for ice
clouds. For now, the effective atmospheric transmission as
retrieved by SODA, can be written as

T 2
AL ¼ T2

mLT
2
aerLT

2
eff ;cirL; ð2Þ

T 2
AR ¼ T 2

mRT
2
cirR: ð3Þ

By combining equations (1)–(3), the effective optical depth of
cirrus clouds can be expressed as

teff ;cirL ¼ 0:5 ln F r0L; r0R
� � sSR;att

gSL;att

T 2
aerLT

2
mL

T 2
mRT

2
cirR

 !
: ð4Þ
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Cirrus particles can be as large as several hundreds of micro-
meters in precipitating ice clouds [Heymsfield and Miloshevich,
2003] and can contribute to attenuation by scattering. The
ice particle size is however smaller or comparable to the
radar wavelength (3.2 mm). To estimate contributions from
Tcir,R
2 we used the model of Ivanova et al. [2001] to parame-

terize ice crystal size distributions and Mie theory calcula-
tions [Bohren and Huffman, 1983], which provide the correct
order of magnitude, even if particles of cirrus clouds are
nonspherical. In any case, this approach slightly over-
estimates Tcir,R

2 as compared to a more realistic analysis for
nonspherical particles [Mishchenko et al., 2002]. CloudSat
attenuation by absorption of the propagating beam in ice
particles of cirrus clouds at 95 GHz can be totally neglected
[Lhermitte, 1987]. Numerical simulations indicate that the
relative error on teff,cirL due to ice cloud radar attenuation
TcirR
2 ranges between 0.04% to 0.35% for temperatures

between �70�C and �30�C. As this correction remains very
small, we will hereafter neglect it, considering TcirR

2 = 1 for
the remainder of this study.

2.2. Formalism to Take Into Account
Aerosol Contamination

[9] SODA retrieves the atmospheric attenuation of laser
light by the total atmospheric column. Over the ocean, this
column usually contains a mixture of boundary marine
aerosols, variable amount of other types of aerosols trans-
ported from the continents (pollution, dust or biomass
burning plumes, etc), and different types of clouds. If no
correction for aerosols attenuation is applied, the quantity
retrieved by SODA, ttoteff,L, is the sum of the effective cirrus
and aerosol (taerL) optical depths, as

ttoteff ;L ¼ teff ;cirL þ taerL ¼ 0:5 ln F r0L; r0R
� �sSR;att

gSL;att

T 2
mL

T 2
mR

 !
: ð5Þ

The CALIPSO operational products (CALIOP level 2
Aerosol layer or IIR level 2) can be used to find observations
with no aerosol layer detected. However, even if we apply
this criterion some weak or diffuse features mainly coming
from marine boundary layer aerosols may be undetected and
thus still be present in our retrieval at a level of a few per-
cent. This will introduce an overestimation of the optical
depth and a positive bias on average that needs to be cor-
rected, as will be discussed in section 3.

2.3. Formalism to Take Into Account Multiple
Scattering and Infrared Observations

[10] Ice and water clouds can induce a noticeable amount
of multiple scattering in lidar return [Eloranta, 1998]. Dif-
ferent formalisms with different levels of complexity can be
used to take into account lidar multiple scattering [Platt,
1973; Eloranta, 1998; Bissonnette, 1996]. In presence of
multiple scattering, the effective cirrus optical depths
retrieved by a lidar system are lower than the single scat-
tering optical depth, as the different orders of scattering can
stay within the field of view and photons continue to be
detected. A simple way to account for multiple scattering in
the lidar equation was proposed by Platt [1973], who
introduced the reduction factor h relating the cloud optical

depth, tcir,L, to the effective optical depth, teff,cirL, so that
teff,cirL = htcirL.
[11] The determination of the optical depth thus requires

the determination of the multiple scattering factor h. Platt
[1973] and subsequent authors used thermal IR radiometric
data to infer cloud optical depth and retrieve lidar parameters.
Here, we will follow his approach by using the CALIPSO IIR
“track” observations which are by design spatially and tem-
porally collocated with the CALIOP profile measurements.
The cirrus absorption optical depth (CAOD), tabs,IR, in the
IR is linked to the absorption emissivity ɛabs,IR as

tabs;IR ¼ � ln 1� ɛabs;IR
� �

: ð6Þ

For large particle sizes, the exact limit of extinction to
absorption efficiency, Qext and Qabs, in the infrared can be
derived from geometric optics, so that

1

AD
¼ Qext

Qabs
¼ 2

1� Qrefl
> 2: ð7Þ

In equation (7), AD is the ratio of the absorption to extinction
optical depth in the infrared; Qrefl is the amount of light
reflected by the ice crystal. Its determination requires an
exact knowledge of the ice crystal shape, orientation, light
incident direction and polarization state. To give a sense of
the order of magnitude, Qrefl is around 2% for a planar sur-
face and around 7% for a large sphere [Bohren and Huffman,
1983]. It should be noticed that although this ratio 1/AD is
close to 2 for large particles it can tend to 1 when absorption
is important (imaginary part of the refractive index on the
order of 0.1) and the size parameter much lower than unity.
We further introduce the ratio B of visible (obtained at the
lidar wavelength) to IR optical depth. For spheres with large
size parameter, B � 1.
[12] From measurements, we do not access the IR CAOD,

but a proxy derived from the natural logarithm of the effec-
tive coemissivity 1-ɛeff,IR in a way similar to equation (6).
Introducing the ratio of the IR CAOD to its proxy as Ce, we
can thus write for cirrus clouds,

tcir;L ¼ �B:AD:Ce ln 1� ɛeff ;IR
� �

: ð8Þ

As shown by Platt [1973], the integrated lidar signal can be
written in his integrated form as

IAB ¼ 1� e�2htcirL

2hS
: ð9Þ

Equation (9) links the integrated attenuated backscatter sig-
nal (IAB in sr�1) to the multiple scattering coefficient h,
the true optical depth tcirL and the lidar ratio S (sr), defined as
the ratio of cloud extinction to backscatter coefficients, or the
inverse of the normalized phase function at 180� (assuming a
single scattering albedo equal to 1 at 532 nm). All quantities
in equation (9) refer to light scattering by ice crystals particles
only. The subscript cir has not been added in the definition of
the multiple scattering coefficient and lidar ratio as there is no
ambiguity possible in this study. In our approach, the effec-
tive optical depth htcirL is the value we directly retrieve (that
is teff,cirL = htcirL).
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[13] One can then combine equations (5) and (8) to link
the lidar optical depth derived from SODA and the IR
emissivity from the IIR measurements and thus obtain the
relationship linking the cloud optical depth as retrieved from
ocean surface and the infrared emissivity. From this rela-
tionship, we derive the multiple scattering factor,

h ¼ � ttoteff ;L � taerL
BADCe ln 1� ɛeff ;IR

� � ; ð10Þ

which once determined will enable subsequent retrievals of
the desired (i.e., single-scattering) atmospheric parameters.

2.4. Data Used in This Work

[14] The SODA algorithm based on the work of Josset
et al. [2010a] has been applied to 1 year (2010) of
CALIPSO level 1 version 3 data and CloudSat level 1 ver-
sion R04 data as well as the corresponding AMSR-E daily
ocean product. The data are produced and archived at the
French thematic center ICARE (Cloud-Aerosol-Water-
Radiation Interactions). The IIR level 2 version 3 track
product (IIR_L2) and CALIOP level 2 version 3 5 km cloud
layer products (CAL_05kmCLay) are also used in this study.
For passive instruments, the comparison is performed with
the closest pixel from the CAL_05kmCLay grid point at the
surface level. The data used in this study are restricted to
single-layer semitransparent cirrus clouds without aerosols
detected in the atmospheric column (based on the CALIPSO
level 2 cloud and aerosol layer products). This corresponds
to IIR scene type 21 (Garnier et al., submitted manuscript,
2011). Furthermore, unless otherwise specified, the only
layers included in this study are those identified as ice with
high confidence by the CALIOP ice-water phase algorithm
[Hu et al., 2009] and for which the full IIR microphysical
retrieval could be performed. Finally, the midcloud temper-
ature as reported in IIR_L2 (centroid temperature (Garnier et
al., submitted manuscript, 2011)) has been limited in the
�70�C to �40�C range to reduce possible contamination of
the data set by supercooled liquid water clouds or by polar
stratospheric clouds. The analysis is focused on the 532 nm
channel only. Note that the data have been filtered this way

because the properties of the geophysical feature analyzed
(single-layer semitransparent ice cloud over the ocean with
no aerosols below) are retrieved with reasonably high con-
fidence by the active and the passive instruments and there is
no ambiguity in the domain of validity of the algorithms.
The results are not expected to change significantly by
extending the temperature range or by considering multi-
layer clouds. Opaque clouds or multilayer cloud/aerosol
features would require in-depth analyses.
[15] To facilitate comparisons with previous studies using

space-based observations by passive sensors in the visible
spectral domain, most of the results shown here are derived
from daytime data only. The signal-to-noise ratio of CALIOP
ocean surface return is higher than for most atmospheric
measurements and thus the quality of SODA products
remains high for both daytime and nighttime. Although, the
CALIOP calibration is expected to be of lower quality during
daytime [Powell et al., 2010], we have checked that using
nighttime data would not change our conclusions.

3. Determination of Marine Aerosol Baseline
From CALIPSO IIR Observations

[16] As discussed previously, our analysis is applied to
single-layer semitransparent high clouds over the ocean with
no aerosols layer below. However, some undetected marine
boundary layer aerosols could actually be present, as their
low altitude combined with their low optical thickness can
make them difficult to discriminate from clear air layers.
This does not affect IIR observations but will create a small
bias in SODA which has to be corrected. Dust aerosols
uplifted in the upper troposphere may be imbedded in cirrus
clouds [Huang et al., 2006] and not detected by CALIOP.
This would cause the IIR retrieval to fail and results not to be
included in the analysis as the spectral behavior is mixed
between dust and clouds which would prevent to retrieve
coherent values of the cloud particle size using the two
wavelength pairs (Garnier et al., submitted manuscript,
2011). The optical depth determined from the emissivity in
the infrared using equation (8) is thus entirely due to cirrus
cloud. It will converge to 0 with decreasing emissivity.
However, according to equation (5), ttoteff,L will converge to
the aerosol optical depth. Using equations (5) and (8), we
can thus retrieve the statistical properties of the aerosol
contamination as the asymptotic value for decreasing emis-
sivity for colocated CALIOP, CloudSat and IIR observations
represented by the variations of ttoteff,L as a function of
infrared emissivity.
[17] Figure 1 shows the optical depth derived from SODA

at 532 nm for the lowest cirrus infrared emissivities as
observed by the IIR at 12 mm. We have considered
SODA total optical depths for low values of IIR emissivities
of 0.01 � 0.005 and 0.02 � 0.005. Those distributions are
shown in Figure 1. The mean SODA optical depths for
the two IIR emissivity ranges are 0.04 and 0.06, respec-
tively. An uncertainty of around �0.05 is associated with
those two values.
[18] As expected from equation (8), the mean optical

depth retrieved by SODA converges to a value close to 0 as
the magnitudes of the emissivities considered approaches 0.
This behavior allows us to determine the slope of the

Figure 1. Distribution of the total column optical depth
(including aerosols and cirrus) at 532 nm retrieved by SODA
for the lowest IIR emissivities. The circles are for IIR emis-
sivities of 0.01 � 0.005, and the dashed line is for IIR emis-
sivities of 0.02 � 0.005. The Gaussian best fit to the data is
superimposed for both cases (solid lines). The analysis is
applied to 1 year of daytime data (2010) and to single-layer
cirrus clouds with no detected aerosols (IIR scene type 21).
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relationship between visible and infrared optical depth
which is equal to B.AD. This will be discussed in section 4.
[19] We find by linear extrapolation that the SODA optical

depth converges to a value of taerL equal to 0.02 � 0.05
when the IIR emissivity tends to zero. This value of the
positive bias will be used in the following to determine tcirL.
The positive bias (0.02) can be considered as a systematic
error linked to marine boundary layer aerosols which can be
corrected by a simple subtraction.
[20] The standard deviation (0.05) is a good estimation of

the error bar in the observations we are using. It includes all
error sources: instrumental noise, correction of molecular
attenuation at lidar and radar wavelength, accuracy of lidar
and radar calibration and natural variability of the aerosol
optical depth in the marine boundary layer. We will thus
consider an error estimation in our retrieval is Dteff,cirL =
0.05. It is the error associated with a straightforward use of
SODA combined with the current version 3 IIR_L2 and
CAL_05kmCLay products. It may be possible to reduce this
error in the future as those different products will evolve but,
as we will see, this level of accuracy already allows us to
obtain and discuss interesting results.

4. Lidar Parameter Analysis

4.1. Effective Lidar Ratio

[21] Figure 2 shows CALIOP integrated attenuation
backscatter coefficient (IAB) from CAL_05kmCLay for the
whole year of 2010 as a function of the measured two-way
cirrus transmission (X = e�2htcir,L) determined from SODA
data analysis using the surface return and after correcting for
the background aerosol transmission, as identified in section
3. As expected from equation (9), IAB is seen to be well
expressed as a linear relationship of the two-way cirrus
transmission. We also analyzed data for January 2007 and
2008 and obtained identical relationships between the two
measurements. The dispersion of the points is due to the
noise in the data and to atmospheric variability. The noise
induces a dispersion comparable to results plotted in
Figure 1 derived for IAB � 0. Atmospheric variability is
expected to increase the (relative) error as the transmission

decreases. The good agreement between data and basic lidar
theory strongly points to a remarkable statistical stability of
the product hS as a function of optical thickness.
[22] The data as presented here do not exclude a slight

deviation at effective optical thickness larger than 0.8
(effective two-way transmission smaller than 0.2), as seen
in Figure 2 for the departure of the fitted line. Using the
best fit to the two-way transmission data, and forcing the
transmission for clear atmosphere to be equal to 1, we find
the average effective lidar ratio hS ¼ 1

2IAB0
, to be 20 sr with

the value at zero transmission equal to IAB0 = 0.025 sr�1.
Extreme values (one standard deviation away from the
median) would range from 0.022 to 0.029 sr�1 (e.g., hS
ranging from around 23 to 17 sr). One can notice that the
trend for low transmission data would lead to values in the
upper range of IAB and lower range of hS. It is to be
noticed that the fixed value of hS used to retrieve most
of the daytime cirrus optical depths reported in CAL_
05kmCLay is equal to 15 sr, which is 25% lower than what
the average value of 20 sr we find here. Using this low value
has several consequences which will be examined in details
in section 6.
[23] A previous study analyzing CALIPSO version 2 data

for 2008 in dense cirrus [Baum et al., 2010] lead to similar
values of hS. Most of the data of Baum et al. [2010] fall in
the range IAB = 0.024–0.032 sr�1 (hS from 16 to 21 sr)
when e�2ht � 0. The slightly higher IAB values may be
consistent with the deviation we observe at high optical
thickness and we will come back to this point in the dis-
cussion. In order to understand this behavior and determine
the single scattering optical depth, we further need to
determine the contribution of multiple scattering.

4.2. Multiple Scattering Coefficient Analysis

[24] The analysis using infrared emissivity as previously
introduced provides guidance in determining the value of
the multiple scattering factor using equation (10). From the
ratio of SODA optical depth to IIR optical depth as expres-
sed by equation (10) we can derive the average value of
hBAD, which can then be compared to the estimates of the
mean effective diameter for ice clouds provided in the
IIR_L2 product. Considering various nonspherical particle
shapes, it has been shown (Garnier et al., submitted manu-
script, 2011) that the effective absorption optical depth
determined from measured radiances using effective emis-
sivity ɛabs,IR at 12 mm, is a good proxy for absorption optical
depth, as scattering in clouds remains low at this wave-
length. The ratio Ce is equal to 1 (within a few percent) on
average, and varying by less than 10% with OD, size and
shape (Garnier et al., submitted manuscript, 2011). We
will further consider Ce = 1, as we will focus on a sta-
tistical analysis.
[25] Using the high confidence global observations of

SODA and the IIR, taking into account quality indices, we
determined the distribution of hBAD as a function of particle
size derived for all emissivity values and temperatures colder
than �40�C (thus ensuring that we considered only ice
clouds) and excluding the few data with temperature lower
than �70�C. To minimize the effects of aerosol contamina-
tion, data for which the SODA optical depths were smaller
than 0.25 were removed from the analysis. Applying this

Figure 2. CALIPSO integrated attenuated backscatter
coefficient (IAB) at 532 nm as a function of SODA optical
depth after correction for the small bias due to undetected
aerosols. The dashed line gives the best linear fit with a
transmission of 1 when IAB is equal to 0. The color is the
logarithm of the number of observations. The analysis is
applied to 1 year of daytime data (2010) and to single-layer
cirrus clouds with no aerosols detected (IIR scene type 21).
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filter simultaneously minimizes retrieval errors in the IIR
effective diameter (IIR_L2 product). Optical depth values
larger than 3 are not present. Figure 3 shows the variations of
the quantity hBAD as a function of particle effective diameter.
[26] The median value of the data shown in Figure 3

increases slightly for diameters smaller than 30 mm. The
effective diameters reported in IIR_L2 products are derived
using a split-window approach to determine by pairs the
ratios of the IIR effective optical depths retrieved at 8.65,
10.6 and 12.05 mm. At first order, this retrieval is not a
function of the 12 mm optical depth but of its ratio to the
values retrieved in the two other channels. This combined
with the fact that the SODA optical depth and the IIR optical
depths at 8.65 and 10.6 mm are totally independent variables
should ensure that hBAD and the effective particle diameter
are independent. This is different from a simultaneous
retrieval of cloud visible optical depth and particle size as is
done in current passive remote sensing algorithms [Platnick
et al., 2003]. The median value of the particle diameter
coming from IIR observations and as reported in Figure 3 is
equal to 41 mm.
[27] For this particle diameter, the median value of hBAD

is equal to 1.37 � 0.3, which correspond to the standard
deviation of a normal distribution which would have the
same dispersion between the median and the first and third
quartiles. Owing to the shape of the curve, errors on particle
size will not have a major impact on the determination of the
multiple scattering factor. However, it is directly depending
on the value of BAD chosen. Several authors have reported
values for the BAD product [Minnis et al., 1993; Fu and
Liou, 1993; Platt et al., 2002]. We will refer here to the
theoretical value of BAD reported by Platt et al. [2002,
hereinafter PL02] from calculations made for several shapes
by Mitchell et al. [1996], wherein BAD is seen to be weakly
increasing from 2.1 to 2.3 as particle diameter decreases
from 70 to 30 mm. Previous observations using LIRAD
method support these values [Platt et al., 1998; Sassen and
Comstock, 2001], as well as other calculations [Fu and
Liou, 1993]. This means values of the multiple scattering
factor would vary between 0.65 and 0.59. It would not be

much larger for very small particles as hBAD is then
increasing. Considering 20 mm diameter particles, one
would derive h � 0.61. As a result, one should consider that
the value of 0.61 proposed applies to all particle sizes and
not only to the median value. No impact is expected even if
error in particle size is considered in this range. A ratio of the
results from Figure 3, Ce dispersion and PL02 results leads
to a constant value of h = 0.61� 0.15 for the observations of
SODA and IIR and the dispersion referring to all individual
measurements. When the average value and identified
shapes are considered the dispersion is much smaller.
[28] Although this is close to the value of the multiple

scattering factor considered up to now in the CALIOP
operational algorithm (0.6 [Young and Vaughan, 2009])
based on comparison with the Cloud Profiling Lidar, it is
not totally consistent with Monte Carlo analysis [Winker,
2003] showing phase function dependency of the multiple
scattering factor (varying from around 0.6 to around 0.8) or
recent advances in lidar multiple scattering analytical
approach [Hogan, 2008] which are at the upper and lower
part of the uncertainty range, respectively. IIR optical depth
values may be biased low owing to limitations in sensitivity
in the IR analysis method as cloud optical depth increases.
This would bias the multiple scattering factor we retrieve
toward higher values, but this is expected to only occur for
denser clouds, when the visible optical depth exceeds 3 as
IR retrieval saturates, owing to the limited absorption sen-
sitivity. We will reevaluate this value in the future as further
advancements are made in infrared radiative transfer and
with each significant evolution of IIR, CALIOP and SODA
retrieval algorithms.
[29] The LIRAD approach has also been used by Lamquin

et al. [2008] to determine CALIPSO multiple scattering
using a combination of the infrared sounder AIRS and
CALIPSO Version 1 data using direct transmission method,
and assuming BAD = 2. Their analysis led to a multiple
scattering factor varying between 0.45 and 0.55 for the
coldest clouds as a function of emissivity. The values of BAD

considered here are about 10% higher, which would lead to
an equivalent reduction in the multiple scattering values.
There are therefore important differences with our results
that cannot be explained by using different values of BAD. It
should be noted that the colocation and comparison of the
visible and IR measurements are more difficult since two
satellites from the A-Train (CALIPSO and AQUA) were
considered and AIRS IR pixels are larger (13.5 km at nadir
[Yue and Liou, 2009]) compared to the IIR pixels. The
determination of the “direct transmission” optical depth
using CALIPSO version 1 data and the methodology used
by Lamquin et al. [2008] is a complex process. It requires
extremely accurate detection of cloud boundaries and
determination of what is clear air or cloudy air. Contrary to
CALIOP operational product (CAL_05kmCLay), it is
affected by instrument calibration as only molecular signal
from below the cloud is used. Furthermore, the analysis was
limited to tropical area where CALIOP calibration can be
affected by stratospheric aerosols [Vernier et al., 2009,
2011]. The large size of AIRS pixel combined with the low
statistics of high-quality potential candidates for “direct
transmission” may cause problems in the subsequent analy-
sis of the data.

Figure 3. The parameter hBAD as a function of particle size
for ice clouds (�70�C < T < �40�C), color-coded according
to the logarithm of the number of observations for 1 year
of daytime data (2010) for single-layer cirrus (IIR scene
type 21). The black dashed line shows the median of the
data, and the two solid blue lines are the first and third
quartiles.
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[30] As previously mentioned, the multiple scattering
factor we find is different from the one derived from ana-
lytical calculations [Eloranta, 1998; Hogan, 2008]. For
nonabsorbing particles, half of the scattered energy is
contained within the small angle of the forward diffraction
peak. The small-angle multiple scattering regime applies
when only the scattered energy contained within the forward
peak contributes to the detected multiple scattering. This
defines a lower limit of h = 0.5 [Eloranta, 1998], but larger
values can be obtained if the diffraction peak does not
remain in the detection cone. Going to large optical depths
leads to increased horizontal transport of light, which causes
h to become smaller than the small angle limit, as in this case
light scattered within large angle can contribute to the mul-
tiple scattering by being reinjected inside the lidar field of
view [Chepfer et al., 1999]. The limitation between small-
angle multiple scattering regime and wide-angle multiple
scattering [Hogan, 2008] happens when the width of the
projected area of the field of view, D (m), becomes compa-
rable to the scattering mean free path l. As absorption by ice
particles can be neglected at CALIOP wavelength (532 nm
and 1064 nm, with only the first one being considered in this
study), the scattering mean free path lt (m) is

lt ¼ 1

as 1� gð Þ : ð11Þ

In equation (11), as (m
�1) is the cloud scattering coefficient

and g is the asymmetry factor. The (upper range) extinction
limit requirement for small angle multiple scattering is
defined by

D � lt: ð12Þ

The asymmetry factor g for cirrus clouds is estimated to be
in the 0.77–0.89 range [Labonnote et al., 2000; Yang et al.,
2008a, 2008b] so that (1�g) will be between 0.11 and 0.23.
For CALIOP the projected size of the telescope field of view
D is around 90 m so the extinction has to be much lower
than 0.048. m�1 considering the smallest value. This corre-
sponds to an optical depth of about 50 for a 1 km thick cloud
and the requirements for small-angle multiple scattering will
be fulfilled all the time when an ocean surface echo is
observed. We are therefore well in the domain of application
of the analytical calculations.

5. Uncertainty Analysis

5.1. Optical Depth Uncertainty

[31] Errors in standard SODA analysis have already been
discussed in previous publications [Josset et al., 2008,
2010a]. The SODA methodology can be applied to the
retrieval of cirrus cloud optical depth the same way it is done
for aerosols, but the associated uncertainty estimates must
also account for additional error sources related to the
determination of multiple scattering, and the residual error on
the contribution of undetected layers below the cirrus layer.
[32] We are here following the standard definition of the

uncertainty [Joint Committee for Guides in Metrology,
2008]. The total uncertainty (square root of the variance)
Dy on a parameter y which can be expressed as a function

y = f(x1, x2, …, xN) of a number N of other measured input
parameters x1, x2, …, xN can be written as

Dy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

∂f
∂xi

� �2

Dxið Þ2 þ 2
XN�1

i¼1

XN
j¼iþ1

∂f
∂xi

Dxi
∂f
∂xj

Dxjr xi; xj
� �vuut ;

ð13Þ

where i and j represent the index on which the summations
are done and r(xi, xj) is the correlation coefficient between
the measured parameters xi and xj. In our study, the measured
input parameters are the effective optical depth (teff,cirL), the
multiple scattering coefficient h and the integrated attenuated
backscatter (IAB). The correlation between the different
measurements have been neglected as they are estimated
independently through a combination of different instru-
ments and h do not show pronounced variation as a function
of the effective optical depth (Figure 2).
[33] Taking into account multiple scattering effects, the

first-order error on the cirrus optical thickness can bewritten as

DtcirL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dteff ;cirL

h

� �2

þ Dh
h

tcirL

� �2
s

: ð14Þ

As we have previously discussed, 0.05 is a good estimate of
the effective optical depth error and includes all error sources.
The error on the estimation of the multiple scattering factorDh
will linearly impact the accuracy of the retrieved optical depth.
Following our previous analysis, a value of h = 0.6 has been
used in the following.
[34] Our error bar (absolute error) on cirrus optical depth

is thus DtcirL ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:08ð Þ2 þ 0:25tcirLð Þ2

q
. We expect to

reduce this number in the future by a better correction of the
low-level aerosol contribution and further refinement of
CALIOP multiple scattering correction. The multiple scat-
tering code of Hogan [2008] points to a stability of CALIOP
multiple scattering on the order of 3% for ice particles which
is much smaller value than the uncertainty of 25% we have
here. We cannot reduce this value until we have solved the
discrepancy between our observations and lidar multiple
scattering theory but this result combined with the high
stability observed in Figure 2 could suggest that in the
future, we will be able to derive a value with an error bar
much lower than the 25% currently associated with this
parameter.

5.2. Lidar Ratio Uncertainty

[35] The relative error on the lidar ratio can be derived
from equations (9) and (13) as a function of the error on the
cirrus effective optical depth Dteff, cirL, on the particle col-
umn integrated attenuated backscatter DIAB (sr�1) and on
the multiple scattering coefficient Dh:

DS

S
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Dteff ;cirL
e2teff ;cirL � 1

� �2

þ DIAB

IAB

� �2

þ Dh
h

� �2
s

: ð15Þ

The first term of equation (15) expresses the relative error on
the effective optical depth. The second and third terms
express the relative error on the IAB and h both present in
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the denominator of the right term of equation (9). If we take
into account a relative error of 3% in IAB due to calibration
[Rogers et al., 2011], and the error on optical depth derived
in section 5.1, the relative error on lidar ratio is mainly due to
the relative error on the multiple scattering factor. The
resulting relative error is shown in Figure 4.
[36] It has to be acknowledged that our lidar ratio error

estimates depend on the uncertainty in the derivation of the
multiple scattering factor determined by applying the
LIRAD method to CALIOP and IIR data (0.61 � 0.15 sr),
and that the multiple scattering uncertainty includes disper-
sion due to the optical depths in the visible and IR, as well as
the variation of their ratio with cloud properties. We further
note that the estimated total uncertainty appears to be larger
than the intrinsic variations of the multiple scattering factor
observed in the data reported in Figure 2. We do not have
enough elements at the time of this study to derive precisely
around which value this error bar should be reduced. For
reference, the relative dispersion of the data as observed in
Figure 2, which is DIAB/IAB (the ratio of the standard
deviation of the data on the median value), is shown in
Figure 4. The error budget for DIAB/IAB is similar to DS/S
and those two terms can be inverted in equation (15) if
a calibration error term is added on the right part of
equation (15). The uncertainty on IAB is higher than on the
lidar ratio as geophysical variations of the lidar ratio are
expected (i.e., DS/S is unlikely to be 0 for a given IAB),
and this may explain why the data dispersion do not
correspond perfectly to the standard uncertainty. As we can
see, the data dispersion (circles) in Figure 4 is much lower
than what would be obtained assuming a larger error bar
corresponding to our identified uncertainty (solid line). The
absolute value and mean variation observed are more
directly seen to be in better agreement with the error bar in
the lidar ratio derived assuming the multiple scattering
factor is stable and seems to converge toward a value
expressed by 0.6 � 0.06 sr (Figure 4, dashed line), and this
is consistent with a limited variation of the multiple
scattering factor. In other words, the natural variability of
the ice crystal phase functions, appears to have a limited
impact on the variations of the CALIOP multiple scattering
factor. This stability and limiting the analysis to a relatively
high number of observations to lower the dispersion will

allow us to make preliminary but meaningful discussion of
the lidar ratio. The uncertainty as discussed in this section
corresponds to a standard deviation associated with the
individual retrievals. This means the uncertainty should
decrease approximately as the square root of the number of
observations. For 100 observations, a relative uncertainty of
10% should reduce to around 1%.

6. Cirrus Optical Depth Retrieval: Comparison
With Operational CALIPSO Products

[37] CALIOP operational product (CAL_05kmCLay) uses
two different approaches to retrieve cloud extinction and
optical depth [Young and Vaughan, 2009]. The most often
used technique, called hereinafter “inversion,” retrieves
optical parameters by solving the lidar equation (also called
Fernald-Klett equation, from the names of the first analyses
made by Fernald et al. [1972] and Klett [1981]) assuming a
fixed lidar ratio of 25 sr and a multiple scattering factor of
0.6. The more accurate approach, which we will call the
“direct transmission,” is used whenever a layer of clear air
(i.e., molecular air with as few aerosols as possible) is
present both immediately over and immediately below the
cloud layer. In these cases, the optical depth of the layer can
be retrieved directly, with the only errors being due to the
estimation of clear air backscatter coefficient and uncer-
tainties in the value of the multiple scattering [Young, 1995;
Young and Vaughan, 2009]. The “direct transmission”
approach is mostly applicable during nighttime as the
CALIOP signal-to-noise ratio is substantially higher and
detection of clear air also more accurate. A very limited
number of retrievals are performed this way during daytime.
[38] Figure 5 shows a comparison of the total column

optical depth obtained from the CALIOP operational prod-
uct (CAL_05kmCLay) as a function of the optical depth
measured by SODA for 1 year (2010) of nighttime data.
Only those data corresponding to single-layer cirrus with
optical depths measured using the “direct transmission”
method (e.g., no assumption on lidar ratio) are used. SODA
and CALIOP error sources have already been discussed in
detail in previous papers. For CAL_05kmCLay, the error
comes from the accuracy of the molecular scattering profile
used in the retrieval and the amount of aerosol over and

Figure 4. (left) Expected relative error of the cirrus lidar ratio retrieval as a function of cirrus optical
depth (solid line) coming from our derivation. For reference, a smaller relative error on multiple scattering
factor (dashed line) and the data dispersion (circles) of Figure 2 (DIAB/IAB; see text) are represented.
(right) Histogram of the cirrus optical depth analyzed in this study.
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below the cloud. As we are comparing a total column
retrieval (SODA) with a range resolved – or at least layer by
layer – retrieval (CAL_05kmCLay), any undetected features
below the cloud could still partially affect SODA even after
the global bias has been corrected as described in section 3.
Overall, Figure 5 shows an extremely good agreement
between the effective optical depth of cirrus and SODA as
most of the data are scattered close to the 1:1 line.
[39] Going back to daytime data, Figure 6 shows the

comparisons between SODA, IIR (IIR_L2), and CALIOP
(CAL_05kmCLay) single-layer cloud total optical depth for
2010 (daytime). As there is a very limited number of day-
time CALIOP using the “direct transmission” method,
Figure 6 can be considered as a comparison of SODA with
the CALIOP “inversion” technique. There is a good agree-
ment (correlation of 0.89) between IIR and SODA, and the
slope of 0.43 (i.e., close to the inverse of 2.25) comes from
the relation between visible extinction and IR absorption, we
find consistently with our initial hypothesis, after the mul-
tiple scattering correction has been applied. The high cor-
relation (0.81) with the CALIOP operational product
(Figure 6, right) is not surprising considering the link

between IAB and transmission retrieval from ocean surface
as shown in Figure 2. The difference with SODA comes
from a difference in the effective lidar ratio, as the CALIOP
operational inversion algorithm assumes a value of the
effective lidar ratio equal to 15 sr. As we can see in Figure 6,
the data are mostly below the 1:1 line. The difference in
effective lidar ratio is around 25% with the value we derived
from data shown in Figure 2, but owing to the nonlinearity
of the Fernald-Klett equation, the difference increases as
optical depth increases. For the comparison of SODA and
CALIOP as given in Figure 6, the slope of the best fit
(constrained to go through 0) using data with optical depth
lower than 0.5 is around 2/3 which corresponds to a differ-
ence of around 33% which is shown by the dashed line in
Figure 6 (right). Because of the nonlinearity of the retrieval,
this slope decreases (which appears like a “saturation
effect”) at high optical depth, as we can see if we fit the data
with a second-order polynomial curve (the dash-dotted line
in Figure 6, right). This corresponds to a difference of
around 41% for an optical depth of 2.
[40] More simply stated, the good agreement between

SODA and CALIOP for the “direct transmission” algorithm
but not for the “inversion” algorithm indicates that the
value of the lidar ratio chosen for the “inversion” algorithm
is too low.

7. Lidar Ratio Analysis

7.1. Results Presentation

[41] Using SODA, we can determine the lidar ratios S of
ice clouds and begin to investigate their geographical dis-
tribution. For nonabsorbing particles, the lidar ratio is the
inverse of the phase function at backscatter angle [Holz,
2002; Baum et al., 2010] (usually normalized by a factor
4p) and can thus provide an information to better determine
the ice crystals phase function [Labonnote et al., 2000; Xie
et al., 2009; Yang et al., 2008a] and improve microphysi-
cal models used in passive retrievals [Baum et al., 2005,
2011]. In this section, we excluded cirrus optical depths
smaller than 0.25 from the data analysis, so as to minimize
errors arising from aerosol contamination in the region
below the clouds and errors in S values (see Figure 4).

Figure 5. CALIPSO retrievals using the “direct transmis-
sion” approach as a function of SODA for 1 year (2010) of
nighttime data. The data are restricted to constrained retrie-
vals for which no other layers were detected in the profile.
We can see an extremely good agreement between the two
retrieval methods with most of the data scattered around
the 1:1 line.

Figure 6. (left) Absorption optical depth as retrieved by the IIR as a function of SODA for daytime. The
dashed line is the 2.25:1 slope. (right) Optical depth as retrieved by the CALIOP operational product as a
function of SODA. Color represents the logarithm of the number of observations in each bin. The black
solid line is the 1:1 line. The dashed line is the 3:2 slope as fitted for low optical depths. The dash-dotted
line is the second-order polynomial best fit.
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[42] Figure 7 shows the number of observations in a
4 degree by 4 degree pixel when using the criteria used to
create Figure 2. The observations are relatively well dis-
tributed but there are fewer observations toward the poles
and the southern midlatitude. Because of the aerosol statis-
tical correction procedure we employed, areas with low
numbers of data points may contain a residual positive bias
due to undetected aerosols. For this reason, the lidar ratio
map shown in Figure 8 is restricted to the pixels containing
more than 100 observations, and we limit our discussion to
the variations of large clusters of pixels.
[43] According to the previous discussions, from Figure 2

we can derive a mean lidar ratio above oceans equal to 33 �
5 sr. If we exclude the latitudinal area beyond 50�S and
50�N, which do not contain a lot of observations, we can
see in Figure 8 a minimum value at low latitude (around
31 sr at 5S) and a slight increase toward midlatitudes
(around 34 and 36 sr in the midlatitude storm track areas at
40�N and 40�S, respectively). This may be linked to
regional differences possibly induced by dynamical and
radiative forcings as lower values are mostly observed over
Indonesia in deep convection areas.
[44] Figure 9 (left) shows the lidar ratio as retrieved as a

function of the midcloud temperature and a map of the cloud
temperature (Figure 9, right). The median lidar ratio is
shown to vary between around 31 sr and 34 sr, the maximum
being reached around �50�C. Overall, this corresponds to
a mean value of 34.7 sr and a median value of 33.1 sr.

The minimum value, about 30 sr, is observed at the coldest
temperatures (�70�C), consistently with Figure 8.

7.2. Discussion

[45] We will make a preliminary analysis of the derived
data, in order to compare with results from earlier studies,
and discuss campaigns performed on cirrus clouds close to
the Pacific area, in Central America, as well as some early
results using CALIOP data. Further reduction of error
sources (mainly coming from aerosol contamination) would
be needed prior to providing a more comprehensive analysis
and this is beyond the scope of this first study on the
application of ocean surface echo for cirrus cloud properties
analysis. We will refer here to the lidar ratio, S, as intro-
duced by equation (9). Different authors [Platt et al., 1980;
Baum et al., 2010] use different formalisms to represent the
same quantity (like backscatter phase function). When this is
the case, those formalisms have been converted to be con-
sistent with equation (9).
[46] As reported in Figure 8, S shows some level of geo-

graphical variations and smaller than average values of the
lidar ratio are observed over Indonesia. In a previous study
[Baum et al., 2010] based on 1 year (2008) of CALIOP data,
geographical variations of the lidar ratio were already
observed for dense clouds. The average lidar ratio for
opaque cirrus clouds has been found over ocean to be
somewhat lower (S between 26 and 29 sr over ocean for h =
0.6) than the one retrieved here. Note that in the work of
Baum et al. [2010], continental and oceanic cirrus exhibit
different properties, with lidar ratio values over land being
somewhat smaller (25 sr).
[47] The lidar ratio as retrieved by the direct transmittance

method for 1 year (2010) of nighttime data only over land is
30.0 � 7.5 sr, which is �10% lower than what we retrieve
using SODA over the ocean (33 sr) but higher than what was
retrieved for dense clouds. This seems to suggest that when
the analysis is limited to the same type of cloud (either dense
or semitransparent single-layer cirrus) the lidar ratio is
slightly lower over land than over ocean. However, dense
and semitransparent cirrus may have different properties.
Further research will have to be conducted to know if this
difference between dense and semitransparent single-layer
cirrus comes from instrumental reasons linked to a higher
amount of multiple scattering in dense clouds or if there are
real geophysical variations.

Figure 7. Map of the number of observations in a 4 degree
by 4 degree pixel where single-layer cirrus without aerosols
below it (IIR scene type 21) was detected for 1 year of day-
time data (2010).

Figure 8. (left) Map of lidar ratio as retrieved by combining SODA and CALIPSO integrated attenuated
backscatter coefficient. (right) Latitudinal variation of the lidar ratio distribution.

JOSSET ET AL.: CIRRUS OPTICAL DEPTH USING OCEAN SURFACE D05207D05207

10 of 14



[48] In their paper related to observations acquired during
the Maritime Continent Thunderstorm Experiment (MCTEX)
close to Australia, PL02 used the LIRAD method to retrieve
the lidar ratio in tropical cirrus clouds. After applying cor-
rections using in situ measurements, they retrieved lidar
ratios much larger than ours, with values ranging from 42 to
74 sr (k = 0.30 and 0.17 sr�1, respectively) for temperatures
between�45�C and�70�C, respectively. Values of the ratio
of visible to IR optical depths (calleda in PL02 and identified
as 1/BAD in section 2) were determined from a fit to lidar
integrated attenuated backscatter versus emissivity data.
Those values were much larger than the ones used here.
However, using in situ probes they also measured small
particles with diameters smaller than 20 mm, which we do not
observe here using the IIR retrieval, although the IIR has the
sensitivity to detect such particles in the clouds selected here
(Garnier et al., submitted manuscript, 2011). The in situ
measurements may have been affected by shattering [Field
et al., 2006], but this would not affect the lidar and radiom-
etry optical depth ratio. In the previous ARM-PROBE
experiment part of the TOCA-COARE campaign, Platt et al.
[1998] also found lidar ratio values higher than our results.
[49] Several other studies report values somewhat lower

than ours. From ground-based measurements over Taiwan,
Chen et al. [2002] derived a mean value of 29 sr. Using
observations by the Cloud Physics Lidar (CPL) made largely
over or in close proximity to North America, Yorks et al.
[2011] determined a mean cirrus lidar ratio of 25 sr, and
this value is very similar to that obtained from analyses of
ground-based high spectral resolution lidar measurements
[Holz, 2002].
[50] While the values found in these various field experi-

ments differ from ours, it should be noted that we have
analyzed only a very specific high-quality subset of the
available data, consisting solely of single-layer clouds with
a restricted range of optical depths embedded in otherwise
clear skies. Enforcement of this data selection criterion may
lead to significant differences in terms of microphysical and
optical properties when our results are compared to other
data sets.
[51] Furthermore, we have analyzed a truly global data set

over a full 1 year time span, whereas field campaigns are

typically conducted over limited geographic areas and for
limited temporal durations. The differences between our
results and those from various field campaigns can thus be
readily explained if the cirrus over the studied areas were not
representative of our observations. As yet, there is no
ground-based network or airborne system which can provide
an annual data set on a global scale, especially over the
oceans. It has also to be kept in mind that, as discussed in
section 5.2, the multiple scattering factor in CALIOP seems
to be stable (at least for the semitransparent cirrus consid-
ered in this study) and this may not be the case for a ground-
based or airborne lidar system, which would complicate
the retrievals (and comparisons) of the real lidar ratios.
[52] In a more recent paper, CALIOP data were analyzed

over high dense cloud in the Pacific warm pool [Platt et al.,
2011, hereinafter PL11]. Values of the lidar ratio more com-
parable with our analysis were obtained using the CALIOP
operational multiple scattering factor (h = 0.6). What is inter-
esting, however, is the variation of the lidar ratio S observed in
and close to the convective core of the mesoscale convective
system observed. Values as low as S = 14 sr were obtained in
the opaque updraft, whereas much larger values were mea-
sured outside increasing to S = 30 sr in the semitransparent
regions. Extreme values at�80�Cwere varied between 26 and
14 sr. On the basis of collocated CloudSat data, these low
values are seen to correspond to a narrow updraft region where
smaller effective radii extended up to the top of the cloud. One
should further notice that relating smaller values of S (large
values of the phase function) to lower temperatures and
smaller crystal size as by [Platt et al., 2011], is opposite to
previous analyses from field experiments as analyzed from in
situ probes [Platt et al., 1998, 2002], but these last observa-
tions were not performed near the top of active convective
cores. However, the [Platt et al., 2011] findings are more
consistent with the S, temperature and size variations observed
from SODA and IIR analysis for semitransparent clouds, as
well as the decrease in the hS product seen in Figure 2 for
lower transmission (higher optical depths).
[53] If, as discussed by [Platt et al., 2011] and our results

(Figure 9), the lidar ratio is weakly variable as a function of
temperature, those slight variations can explain the geo-
graphical variations over Indonesia with respect to other

Figure 9. (left) Lidar ratio as retrieved using equation (9) as a function of midcloud temperature. Distri-
bution of all observations for 1 year of data (2010) for daytime, single-layer semitransparent cirrus (scene
type 21 in the IIR classification). Color code is the logarithm of the number of observations. Superimposed
on the same image is the median of the data. (right) The map of average midcloud temperature of the
clouds studied here.
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regions, as cirrus layers are frequently observed at high
altitudes and low temperatures in the high troposphere. This
region is well known as a deep convection area, and con-
vective turrets are frequently seen to reach altitudes of 18 km
(�70 to�80�C) [Platt et al., 1998;Meenu et al., 2010]. This
activity leads to the more frequent elevated cloud layers
observed in this area. Convection may also be a link to the
smaller values of S observed in cirrus clouds over land.
[54] Although there seems to be a link between tempera-

ture and lidar ratio, possible changes in cirrus cloud prop-
erties due to change in nucleation processes cannot be ruled
out in this preliminary analysis. There are more diatoms in
the southern hemisphere ocean [Alvain et al., 2008], and
they have been shown to stimulate ice nucleation at low
temperature [Knopf et al., 2010] which could in turn lead to
different properties of ice crystals and the higher than aver-
age lidar ratio reported in Figure 9. Slightly larger particle
sizes are also observed in the IIR operational V3 data in
these areas.
[55] It is important to stress that the variability we discuss

occurs within the context of a high average stability of the
lidar ratio. The order of magnitude of the average lidar ratio
variations we found is around 10% when specific clouds are
selected (single-layer ice clouds), and a very large number of
data samples is considered (on the order of 100,000 for this
study). Overall, the lidar ratio is stable even if it shows slight
variations as a function of latitude and/or temperature.
[56] This indicates the current approach adopted in the

CALIOP operational “inversion” procedure of using a single
lidar ratio and a single multiple scattering coefficient is at
first order valid for semitransparent cirrus. However, the
value of the lidar ratio would have to be revisited in order
to be consistent with SODA (and to be statistically self
consistent with the “direct transmission” algorithm). In term
of perspective, this work also prepare the way for future
studies dedicated to use the combined radar and lidar vertical
profiles along with the infrared observations to better esti-
mate the radiative impact of cirrus clouds. The knowledge of
the absolute column optical depth and mean lidar ratio as
well as mean multiple scattering coefficient, offers a con-
straint to improve the retrieval of the optical properties of
thin ice clouds (single or multiple layers) on the vertical
and better estimate their interaction with solar and terrestrial
infrared radiation.

8. Conclusion

[57] We have presented the results from the integrated
approach using CALIPSO/CloudSat ocean surface echo to
retrieve the optical depth of single-layer semitransparent
cirrus clouds over oceans. The retrieved optical depths are
shown to be consistent with the ones derived in the infrared
from the IIR with respect to theoretical calculations, Fol-
lowing previous analyses, the combination of SODA and IIR
lead to results consistent with the value of the multiple
scattering used in the operational analysis. However, the
operational lidar ratio is found to be biased low by about
25%, and thus the CALIOP cirrus optical depths are likewise
underestimated in the version 3 data products. The analysis
of such properties of cirrus clouds, at the global scale
showed more homogeneous results than previously derived
from field experiments. These results stress the strong

potential of the method using ocean surface scattering. It is
promising for future research focused on retrieving optical
depth when multilayer features are present.
[58] From our results on single-layer elevated ice clouds,

Indonesia was identified as a region exhibiting smaller
values of the lidar ratio. These values were seen to corre-
spond to the coldest temperatures, where small particle sizes
were observed by the IIR in the semitransparent cloud
layers. This behavior is consistent with the larger occurrence
of convective turrets in this area and with similar lidar
ratios observed in and near the convective cores. This is
also consistent with smaller values of the particle sizes
retrieved from satellite in these cores. Future work needs to
be conducted to further investigate the underlying physi-
cal mechanisms.
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