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NR Video Quality Metric with Visual Saliency
from H.264 Code Stream in Lossy Network
Channels

H. Boujut, J. Benoi-Pineau, T. Ahmed, O. Har, P. Bonne¢

Abstract—The paper contributes to video quality assment of
delivered content without reference. We propose ae-raference
video quality assessment metric taking into accotime behavior of
the human visual system. The proposed metric calldgighted
Macro-Block Error Rate (WMBER) is based on macroduak error
detection and is weighted by visual saliency mapsth measures
are extracted from a partially decoded H.264 AVQestm. First of
all, we propose a new saliency map fusion methodnbprove the
spatiotemporal saliency model. Then a supervisearéng method
called Similarity Weighted Average is considered fredict
subjective MOS from objective video quality metrikhe Similarity
Weighted Average method is improved in order todumpted to a
training database or a content. The performance thie proposed
metric is evaluated on two subjective experimerdatabases from
LaBRI and IRCCyN. The results are compared with twkeull-
Reference metrics MSE and SSIM. The evaluation sisothat the
proposed metric provides an accurate prediction sdibjective
measures.

Index Terms/7No-reference, video quality assessment, salienc
map, supervised learning, visual attention, H.264

I.  INTRODUCTION

ith the introduction of HDTV Broadcast over DVB-T/S

1&2 [1], and the wide use of IPTV services by Intern
Service Providers, the quality assessment of basddd video
services became an important research topic fér &dcddemia
and industries. The research on quality assessmerst
emphasized in the last few years by a need fompaition of
bandwidth resources allocation, better system desand
optimal geographical positioning of broadcast emepts.
The quality assessment of the delivered HD conteotild
satisfy user requirements and enhance its qudliéxperience
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(QoOE). Video quality assessment (VQA) was requileé to
the introduction of lossy video coding standards tlag
beginning of the 80’s. As adopted in ITU-T recommahetion
[2], the majority of VQA techniques which were propdsso
far, had only tackled the degradations induced thgoding
process. Today, HD delivery raises new challengeh |s
how to objectively assess the quality of impairette stream
at the decoder side which may suffer from signaraeation
and packet errors. Transmission errors generabegtvisual
degradations due to simple error resilience meshasiused
in the end-to-end delivery chain. These mechanisres
implemented in typical industrial decoders of thetual
HDTV standard H.264/AVC_[B As delivered HD video is to
be perceived by the human vision system (HVS), elebke
that quality assessment mechanism has to be designe
accordingly to user perception and experience. Tadsvéhis
objective, we propose an accurate definition olesaly maps
in video scenes_J4 Furthermore, our proposed objective
guality metric takes into account the loss of bkbak H.264
encoded HD stream during delivery. Many actorsimrelved
in the broadcast delivery chain. For this reasoe, believe
that a no-reference (NR) VQA scheme will be useful
valuate transmitted video streams. We also thiak & NR

QA scheme will have an important impact on diffdre
stakeholders involved in the delivery chain, fromntent
producers to content consumers passing through onletw
operators and service providers.

A very large and extensive research was conductetuf
reference (FR) VQA. Its outcomes can be succegsfided
for designing efficient NR VQA metrics. Specifioglispatial
VQA metrics were exhaustively studied],[$6], [7] on the
basis of modeling the sensitivity of HVS. These eledof
visual attention include local color contrast ot&ion and
global statistics of features in a given image,oaly in a
Region of Interest (ROI)_[6 A rather complete analysis of
these approaches is given if.[B [9], [10], and [1], another
approach considering motion and its variations gldhe
elapsed time is used for weighting spatial quatitlices. This
approach is also explicitly incorporated in visisaliency
maps for weighting full reference distortion medri@sulting
in Weighted Mean Squared Error (WMSE) J12s well in
other objective (FR) weighted metrics such as WeigitiPeak
Signal-to-Noise Ratio (WPSNR) referenced in][1Bhe NR
video quality assessment research has made a icagnif
progress and as explained in J[1& general motion-tuned
spatiotemporal framework is now proposed for NR VQAis
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framework incorporates spatial quality and tempayadlity
indexes which are computed from the decompositfovideo
signal in Gabor wavelet domain. By a multiplicatpeoling,
spatial and temporal quality indexes give a glohahlity

H.264/AVC code-stream. It includes motion, transius
errors and pixels. Motion is directly extracted nfracode-
stream motion vectors. Transmission errors are tiiitksoh
when parsing the code stream at the decoder enally-pixel

index which is called MOVIE index. Another completevalues are obtained after decoding. The automaiiersy

framework for spatiotemporal degradations assessiaehe

map obtained is evaluated against subjective sglienaps

TetraVQM algorithm [14 Here, the authors introduce built from gaze tracking reference databases (IRC{5]

temporal
imitating in this way user behavior in the perceptof video
content: Humans focus their attention on degradaiécts.
The elapsed time during which they gaze at degratbgetts,
is also modeled. The process results in tree mspatial
degradations, observation time and reliability, ebhthen are
combined via multiplicative pooling. The main priples of
TetraVQM are improved in_[]5with more sophisticated
saliency modeling. Remaining in the framework of dirlity
assessment, the authors propose to decrease a \&éQ& tvy
a weighted saliency map. In their paper, the asthee a
saliency map which was created from gaze patterre/oid
the possible errors in the prediction of saliency.

The NR VQA metrics still remain a research chalkagd

contrary to FR metrics_[]16they are not yet normalized in

recommendations of ITU-T. Furthermore, as it idestan the

tracking of degradations on moving objecteand LaBRI [13). Theses subjective saliency maps are

computed with a method inspired from D. S. Woodihg].

To measure the performance of the automatic saliemap
model, two evaluations are performed. First, théomatic
saliency map “objective” quality is analyzed. Thisalysis is
achieved by comparing objective saliency maps with
subjective saliency maps. Then the performancesthef
WMBER weighted by theautomatic saliency maps are
compared with the WMBER weighted by thaubjective
saliency maps.

The gradient energy and the count of erroneouskblace
also required to be implemented at the decoder fend
WMBER calculation. The whole block diagram of thethod
is presented in Fig. 1.

The pooling strategy for WMBER computation
composed of two levels: saliency map pooling ($eeliock

is

position paper [1]7 a NR Quality Estimator has to be designedSaliency map pooling” in Fig. 1) and error measoeat

“to achieve the required accuracy for its applmatover the
set of input content and artifacts for which it widesigned”.
The contribution of our paper consists in proposingew NR

pooling. The error measurement pooling is performét the
erroneous block count, the error map and gradesg plock
“error pooling” in Fig. 1).

VQA metric called Weighted Macro-Block Error Rate Spatial and temporal saliencies are also poolednwhe

(WMBER) to assess the quality of HD video encoded
H.264/AVC for video delivery via broadcast channaisl 1P
networks. We evaluate the quality loss resultingnir
transmission and decoding. Specifically, the masridesigned
to detect degradations induced by macro-block ks3bae
temporal artifacts caused by transmission delaysh sas
jerkiness, have not been yet considered. Howeuszset
temporal artifacts can be modeled as loss. The thtreps of
measuring, pooling and quality score mapping] [Bre
developed in this framework. In_[JL7 the proposed
“paramount” condition for NR metrics is to incorpte as
much information about HVS as possible. Therefoxe,
weighted a simple and fast measure on a comprestssam
by a spatiotemporal saliency map built at the decauhd. In
our work, we have decided to only evaluate videalitu
degradation caused by transmission artifacts. Assalt, the
reference video in our case — the Source Refer@heamnel
(SRC) in VQEG terminology — is an “ideally” delivest code-
stream, that is a decoded H.264/AVC video codeasire
transmitted without any loss. The impaired videoevaluate
— processed video stream (PVS) in VQEG terminolegre
sequences which are decoded after transmissiom viaisy
channel and concealed by the error concealment anesh
from the decoder. The transmission loss models e
Hypothetic Reference Circuit (HRC) in VQEG termiogy —
are a combination of network loss profile and vidkszoder
with their own error concealment mechanism.

To build our NR VQA metric WMBER [1B our first step
is to define a visual saliency map computed frompeessed

ibuilding the spatiotemporal saliency map. Afteoeqooling
process, are only kept damaged macro-blocks witifacts
caused by transmission loss on transformed coeffisi or
motion vectors.

The mapping-to-qualitystrategy still remains an open issue.
Despite the cubic polynomial regression proposeV@EG
report [2Q, the prediction of quality score was implemenired
recent works with other forms of regression, such a
exponential regression J[7[21], or with classical machine
learning tools such as neural networks][Z423]. Here we
choose a machine learning approach based on aifielass
weighted by an exponential similarity measure. Thechine
learning approach is called “similarity weighteceeage” and
is introduced in [2}t The purpose of the similarity weighted
average is to predict Mean Opinion Score (MOS) from
objective quality measurements (i.e. WMBER scorggen,
predicted MOS are compared with MOS obtained ircpsy
visual experiments accordingly to ITU-R BT500.1Dbtocol
on 69 subjects.

For these experiments, several packet loss profies
simulated in the scenario of video transmission rolR
networks. For broadcast applications, other losslefsoare
explored, such as Bit-Error Rate (BER) due to didading
tland interference.

The remainder of our paper is organized as foll@extion
Il describes the method for building an automatdiency
maps and the evaluation methodology with an NSSsoreaas
proposed in [2p In section lll, we introduce a new low-cost,
high accurate NR VQA metric WMBER which uses the
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saliency map we compute at the decoder end. SetWon intensity contrast, opposite color contrast, warmd aold
presents the learning approach for prediction dfjeative color contrast, dominance of warm colors, and damie of
metrics (MOS). Evaluation results for both proposatiency brightness and hue. The seven descrigigsre computed for
maps and NR VQA metric are shown in section V. iBacvl each pixek; of a framei using the 8-connected neighborhood.
concludes this work and outlines its perspectives. Then, to get the final spatial saliency n$xf, the 7

descriptors are combined for each pixehccordingly to (1).
Il. SPATIOTEMPORALVISUAL SALIENCY MAP FROMH.264

CODE-STREAM 1 7
The HVS has the property of focusing the attentam S%P(sp) =7Z Vs(si) (1)
narrow areas in the visual scene called salierdsaréhese 5=1

salient areas send stimulus to the HVS. Insideovisigenes,

salient stimuli are characterized by high color tcasts, Finally, $°"is normalized (2) between 0 and 1 according to

motion, and edge orientation. its maximum value,y,q.
In the literature, the saliency of a visual scemgenerally ,
depicted by two saliency maps, the “spatial” ance th S5P(s) = S°P(s) /Smax @)
“temporal” saliency maps [25We will focus on both aspects
to propose a saliency map model built on the decside. As we stated above, we compute the spatial saliemgys

. . . . . on the decoded frames. In Fig. 2 we present tw@e cases
A. c?ggggéjﬂ?:;% map built from the impaired for H.264/AVC compressed stream in typical broaticas
) . applications: one with no transmission artifactpp@r row)
Spatial and/or temporal saliency maps are alwagspeted  and another one with strong transmission artiféotser row).

visual attention studies. The saliency of videotenhchanges |ggs.

in the presence of compression and transmissidfacg. In .
[26], the authors study the influence of MPEG2 video B. Temporal saliency maps
compression on the human observation of video obiitethe The temporal saliency maf” models the attraction of
specific cases of target detection and trackingyTétate that attention to motion singularities in a scene. Twoarrses for
gaze patterns become more random and unfocusextget s  saliency can be used. The first source is the fvamed
the compression ratio increases. The reason iatttastion of domain, such as Gabor decomposition of both, vitames
human eyes by strong compression artifacts outbieléarget and optical flow field [1R The second is the baseband pixel
region. The same statement is done by the autid@&7pin  domain, as shown in_[]12 Temporal saliency maps were
JPEG-compressed still images. Finally, the authodrg28] recently proposed on the basis of residual motigh respect
also study the influence of compression ratio te tiaze to global model [2b The latter is estimated using image
attraction. The authors conclude that the focuattintion is signal on pixel basis. In our proposal, we takdipad motion
more concerned by the dynamic contents of the sceneformation already present in a video code-stredrhe
Nevertheless, the results shown for high distortiddeo primary motion features such as macro-block andrsabro-
confirm the same phenomenon. block motion vectors of H.264 are used to estintiageglobal
In the case of transmission errors, conventionaloders model and compute the residual motion. The globhkme
apply error concealment mechanisms, which correrorseon for temporal saliency map computation is preseirtdelg. 3.
video frames with more or less success. Therefore, The main step here is to estimate a global motiodeh In
proposal for computation of spatial saliency map the this work, we follow the preliminary study from [l&nd use a
decoded video stream consists in applying exatiy <ame complete first order affine model (3):
method as if the spatial saliency map was compotedhe
original non-degraded video. dx; = a; + a,(x; — x9) + as(y; — yo)
The spatial saliency magS? is mainly based on color, dy; = a, +as(y; — o) + as(y; — yo)
contrast and luminance [JL1f the decoder error concealment
mechanism manages to recover a transmission arrarbtock Here 8 = (a,, a,, ...,as)" is the parameter vector of the
without inducing any discontinuity with surroundifidocks, global model (3) anddx;, dy;)T is the motion vector of a
then the eye will not be attracted by the artifactd no macro-block. To estimate this model, we used roleast
saliency will be induced by the transmission andodéng. If, square estimator presented in J[2%e denote this motion

on the contrary, a visible artifact is induced,ritthe area yectory,(s,). Our goal is now to extract the local motion in
becomes salient. . video frames i.e. residual motion with regard todelo(3).
To build spatial saliency map on the decoded frames Therefore, we need to extract reliable motion vectivom

used the method from]J4 —
The spatial saliency map extraction is based omstine of 7 H.264 (?ode stream 1o compare withy (s;). A 3 steps
processing of H.264 motion vectors based on thadsta

color contrast descriptors in the HSI domain. Theolor ) . . : .
contrast descriptors pare' hue contrasdturation contrast architecture is thus fulfilled. First, in H.264/AV& macro-

3
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block or a sub macro-block may refer to multiplenfres. This
is the reason why all the vectors extracted fromecstream
have to be normalized by the distance from referdrame to
current frame. The purpose of this normalizatiotigxpress
the correct instantaneous motion in the curreninéraWe
implement this normalization by simply weightingetmotion
vector by inverse temporal distance to the refexdneme of
each block.

The second particularity of H.264 is that some kdocan
be intra-coded. We need local motion; hence weredbver a
mean value of its motion vector froBAT frames:AT from
the past and\T from the future. With a sho#T, we use a
simple O-order prediction of block positions in yioelis and
future frame for computational cost saving. Thigépicted in
Fig. 3 by motion interpolation block.

Taking into account that H.264 allows variable sife
blocks, we interpolate MB motion vectors up to tmeallest
size of block (4x4 pixels). This is done by simpkro order
interpolation of motion field.

The motion vectors from H.264 code stream are nbthat

a 4x4 pixel resolution. We denote this motion vev_té(si).

The residual motion is computed as a differencevéetn
sub macro-block motion vectors and estimated glotation
vectors.

Va(s) = Vy(s) = Vls) )

Another problem we face is the filtering of flatcas (see
the block “Flat area filtering” in Fig. 4). Indeedye to the ill-
posed problem of motion estimation, the code streantains
erroneous vectors on flat areas. These motion kedcoe
usually very noisy and yield a strong residual wmtiWe
remove these improper values by detecting flat bveated in
the background. Detecting flat areas is performed
computing and thresholding the gradient energyeheg use
a simple region growing algorithm. Starting fromsegle
macro-block for which the energy of the gradidi#||? is
lower than a threshold. We stress that the progessmoving
flat areas has to be applied to the background.dmall size
flat area is a part of foreground object, its satieshould not
be reduced. Coming back to the foundations of @igihage
processing we use the definition of a backgroundAbriel
Rosenfeld [3D “the background” component of a visual
scene touches at least one of the borders. Thusegion-
growing algorithm starts from the borders of a feamnd
agglutinates blocks whose gradient energy is lothan a
threshold. The propagation stops in the directibithe first
encountered “non-flat” block. The remaining blocks
borders are explored until all flat areas have besnoved.
Obviously, such an assumption can be criticized nvae
object enters in the camera field, but in this casehope to
get the saliency by a spatial contrast.

In Fig. 4 we illustrate the contribution of flateas filtering.
The original frame is presented in Fig. 4 (a). TheRig. 4 (b)
we show the temporal saliency without flat aread@n and

in Fig. 4 (c) the temporal saliency map with thet farea
removal we proposed.

Finally, the temporal saliency m&J (s;) is computed by
filtering the amount of residual motion in the framThe
authors of [4 reported, as established by S. Daly, that the
human eye cannot follow objects with a velocityh@g than
80 deg./s [3]L In this case, the saliency is null. S. Daly has
also demonstrated that the saliency reaches iténmiax with
motion values between 6 deg./s and 30 deg./s. Aotprto
this psycho-visual constraints, the filter proposed[4] is
given by (5).

If =Vr(si) if  0<Vg(s) <%
1 if By <Vp(s) <
ST(si) ={ 175 8 f S S, . 2 ()
l@VR(Si) +c if V< Vr(s1) < Unmax
0 if T/:I:(Si) = ﬁmax
with ¥, =6deg./s, ¥,=30deg./s and ¥, =
80 deg./s.
We follow this filtering scheme in temporal salignmap
computation.
Due to the use of motion vectors from H.264 codeash
and simple but efficient interpolation schemes, the

computation of temporal saliency map is faster treai time
(i.e. full decoding time).

C. Spatiotemporal saliency map

A spatiotemporal saliency map may be produced by
combining the spatial and temporal saliency. Spatiporal
saliency map fusion methods present in the liteeatemain
simple. In [25, the authors review spatiotemporal saliency
maps such as the “mean”, “max” and a multiplicatiaed”
maps obtained on spatial and temporal maps as amgsnilo
obtain an integrated spatiotemporal saliency miaget steps
are generally required. The two first steps relyeatracting
both spatial and temporal saliency maps. The l&gt is the
fusion. Several models which give good resultsaalyeexist
[4], [25] to predict the saliency of a video scene. In][12e
proposed a new method for fusion of saliency mapa log-
space. In this paper, we introduce a faster alteiaa
squared sum of both spatial and temporal salieragsmWe
denote resulting saliency maps respectivedgf;? and
Ssouare- TheSihz" [12] is defined by (6) withy = 0.5. This
fusion method has the same advantage as multipkcat
saliency map S3P7T [18] that gives more importance to
regions which have both high spatial and high tempo
saliencies.S3hzT is better thanS3P.T as it still exhibits
saliency when one of the primary saliencies, thaptaal
saliency, is low (we note that in video, null sphtsaliency
with high temporal saliency is improbable, becanmssion is
perceived through luminance changes).

Sibg " (si) = alog(S°"(s) + 1) + (1 — a) log(S™(s;) + 1)

(6)
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The squared fusion methofiss;1zz We propose in this

paper is defined by (7). This fusion method haslamfusion
properties asSyh:T when the temporal saliency is null. Its
advantage is an obvious computational time-saving.
Ssouare(s) = (S (s) + ST(s1))? (7

The proposed spatiotemporal saliency map is aretive”
map which is built on features extracted from theew. It
models the human perception dependency on
features which are contrasts and motion. In ordeadsess
how spatiotemporal saliency maps are correlatethuiman
visual attention, we compare these automatic satignaps
with the “subjective” visual saliency mapS,;,;(s;).
Subjective saliency maps can be obtained duringréxgnts
on the human subjects witlye-trackers Such saliency maps
are used in this work as the benchmark for “obyecti
saliency maps we build at the decoder end.

D. Spatiotemporal visual saliency map from gaze
tracking

The construction of “subjective” visual saliencypsarom
observation of human gaze fixations on images dewis still
an open issue and there is not any unified metloogolThe
building of such saliency maps is based on the aflea
fixation maps, which were probably the most exhaakt
studied by D. S. Wooding []9Fixation maps are successfully
used for studying human attention in visual analytsisks
[32].

In [19], Wooding proposes a fixation map as a landscépe
Gaussians centered on fixation points. In the aHseye-
trackers with a high sampling rate such as 100@sde [32),

a supplementary processing is needed to extraettidix
points. In our case as in the experiments_ir],[&5standard
eye-tracker with a sampling rate of 60Hz is usddcé& the
video frame rate (25Hz) and the eye-tracker sampiate

I1l. A NO-REFERENCE VIDEO QUALITY ASSESSMENT METRIC

WMBER

In this section, we describe the proposed NR qualit
assessment metric Weighted Macro Block Error Rate
(WMBER). The block-diagram of WMBER computation is
presented in Fig. 1.

The method is based on MB error detection. During t
decoding process, the first step is to detect doaation. This
could be done by extracting the errors in the casgped

low-leveliream. After recognizing the error in the compeesstream,

we find the address of the MB forming a so-calleB HError
Map (see “Error Maps” on Fig. 1). It means thaoifly one
coefficient or motion vector is damaged in the Mg whole
MB is labeled as damaged. When the MB type is B,dt is
also labeled as damaged if the motion vector poiatsa
damaged MB on the reference frame. The charadterist
function of a MB is thus defined &r;. Err; equals to one
for damaged blocks and O otherwise. Then, the atand
H.264/AVC spatiotemporal error concealment is aapliThe
purpose of our algorithm is to measure video quaiit
networks with transmission loss and not to meatheajuality
of compression. According to section Il, we comptite
spatiotemporal saliency map for all frames afterorer
concealment. To improve the results, we need te talother
parameter into account, which is the norm of tredgmt in a
block. It is well known that the human visual systes
sensitive to low spatial frequencies and surroumdidges. If
we consider a strong visible artifact on the blbckder, then

it will be expressed in the higher gradient enelgycase of
strongly textured blocks, the visible artifacts aussible due
to the encoding inside a block. In this case wenoamake
any distinction between the loss or the coding @ssc We
found, that considering gradient energy for salenc
computation inside a block enhances the salienoy tu
network transmission errors. Blockiness generategd b
transmission loss is for instance very noticealyleHS on

(60Hz) are very closed, we consider each eye-trackeegions with low spatial activity. Hence, the noofngradient

measurement as a fixation point. On each fixatiomtp a 2
dimensional Gaussian is centered with a 2 visugrests
standard deviation as in the Wooding’s method. figight of
the Gaussian is unitary at the fixation point. Thfen a given
frame, all Gaussians from fixation points of allsebvers are
cumulated into a “landscape” and the sum is nozadliby
the maximum in a frame.

Examples of saliency maps from gaze-tracking are

presented in Fig. 5.

In order to compare “subjective” and automatic &mive”
saliency maps, different strategies can be corsilé8ome of
these strategies are referenced _in].[M¥ooding proposes a
differential saliency map obtained by a simple satiton of
normalized saliency maps*™” ™" and S,;;. $*"~" and Se,;
can also be compared with the Normalized Scan PN#S),
which was introduced in_[33and used in [2h We use the
NSS as well and present the results in section V-B.

[IVI]] is computed in the whole error-concealed framend
normalized between O and 1. The gradient is contpateY
component of YUV decoded frames by Sobel operadd}. [
This step is shown by the block « Gradient Energy big. 1.
For each labeled macro-block, the mean of the nizath
norm of the gradient in this blod}¥,,,,, || is computed (8).

1 VIl
[mby| maxs(IVI(s) )
SEMb;

Vo, || = (8)

With mb; — a macro-block ansl — a pixel ofmb;.

The saliency measut® for a blockB, is derived from the
spatiotemporal saliency map as an average salieficgll
pixels in a block. For WMBER computation we weighe
saliency by the average gradient norm from (8).ré&toee,
areas with high gradient on block borders will getre weight
in the final decision on saliency. Finally the WMBEs
computed by (9) for each decoded frainexcept IDR frames
because the temporal saliency map is not available.
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MSE, we propose to modify the similarity measuralefned

o Ern - Vool - 5]
Y

With N, the number of macro-blocks in a fraie

©)

WMBER, =1 —

in (13).

sim'(z,x) = exp[—A|x — z|] (13)

From (12) and (13), the normalization parameétaran be

HereS, is a mean saliency of a block computed from pixelobtained for maximal theoretical valugs,, as:

based saliency in (7). According to equation (9hew
WMBER, is close to 1, the quality of the frame is hign tDe
contrary, wherW? MBER, is close to 0, the quality of the frame
is poor. To compute the WMBER for the whole video
sequence, the average WMBER of all frames is cated| as
this is usually done for other VQ metrics (see Bf).

_—In(e)

dmax

A

(14)

Furthermore, the normalization parametezan be adapted

to a kind of content or a training database. Thublem, here,

is to optimize the paramet@maximizing a payoff. We define

IV. MOSPREDICTION FOR EVALUATION OF SALIENCY BASED
METRICS

the following
prediction qualities such as Pearson Correlatioefi@ent
(PCO),

logical payoff function F(1) measuring

Spearman Rank-Order Correlation Coefficient

In this section, we propose to use supervised ilegrn (SROCC), Root Mean-Squared Error (RMSE) and Outlier

method called similarity-weighted average classifi4] to
predict subjective quality (MOS) values from objeetquality
metrics, such as WMBER and FR VQA SSIM or MSE. This
prediction method requires a training data set kfiown pairs
(x;, ;) to predict unknowry from measured. Here,(x;, y;)
pairs are objective metric values (WMBER, SSIM d8l) x;,
associated with subjective metric values (MO$). The
prediction of y given x is performed using equation (10)
known as a weighted mean classifier with similafitgction
(12).

_ Z?:l Sim(xi' x)yi

iz S(x, %)

sim(z,x) = exp[—|x — z|]

(10)

11)

Ratio (OR) evaluated on the training database:

{O, if PCC'A) <0
1, otherwize
_l_
{O, if SROCC'(A) <0
1, otherwize
F(A) = +
{0, if RMSE'(1) >0
1, otherwize
+
{0, if OR'(1) >0
1, otherwize
with 2 > 0 andR’(A) is the derivative of a functioR(1).

(15)

The optimization with regards td was implemented by

bisection method.

In their original paper [Z24 the authors show good
generalization properties of the classifier due tioe
monotonicity of the exponential similarity meas\itd). This
is the reason why we choose this prediction schédime.other
reason is that similarity weighted average doesreqtire a
heavy training as it is the case for many classifieuch as

In the VQEG Report on the Validation of the Videadlty

Models for High Definition Video Content [20the authors
propose to use a cubic polynomial function (16)ap the
objective metric valuex to the MOSy. In [2]1] and [7]
exponential regression is used as it is recommemdémmer
reports of VQEG for standard definition streams ][3

Neuronal Networks and SVMs. However, the similaritp€ction V we compare the prediction results of M®ith

function (11) depends on the value range of theeatbje
metric. Indeed, the minimum similarity value thag denotes
is obtained when the distanek betweenz and x reaches
theoretical maximum value (12). We denote this atise
dmax- FOr instance,d,.. =1 for WMBER and SSIM
metrics.
sim(dmax) = expl—dmax] = € (12)

This means that the similarity weight in the clfssifor
samplesx; which are very far d,,,, = 1) from current
measure, still remains high. Note that fek,,, =1,
sim(d,e) = 0.36. Hence, taking into account
normalization of VQ metrics WMBER, SSIM and nornzali

supervised learning approach and the polynomiatessipn
method.

y=ax3>+bx’+cx+d (16)
V. EVALUATION AND RESULTS

A. Subjective experiments
To evaluate our work, we have generated a databtse

LaBRI from H.264 decoded full HD video; we furtheall it
“LaBRI DB”. The LaBRI DB is partially generated fro a
non-compressed open source video available ih BEfce the
_theavailability of reference databases with subjectiyeality
assessment data (MOS) for the VQA of H.264 encoded
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streams is coming true [BAve are able to use the video DBtransmission impairments as the source (SRC). Ipagket

produced by IRCCyN [1J5We call it “IRCCyN DB". loss profiles were applied on each SRC. The subgect
experiment was carried out by following ITU-R BT500 [Z]
LaBRI DB protocol and 30 subjects have participated. MOS RNDS

We carried out subjective experiments to measuee timetrics were computed as described in [2
quality of HDTV transmitted over lossy networks. Det B Evaluation of saliency maps
more participants and more reliable results, thpegrent )
was done in two research laboratories: LaBRI at the In this section, we compare the “objective qualiofthe
University of Bordeaux and Communication System§bjective spatiotemporal saliency maggy,”, Si5:" and
Engineering Dept. at the Ben Gurion University lné Negev Ssguars With regard to the subjective spatiotemporal salje

(BGU). Ten different video sequences of 10 secomdse maps,,,;. Here, we use the NSS metric that was proposed in

selected to compose a representative sample ofitastd [25] instead of the PCC. In fact the correlation ciogght is
HDTV programs. The selection of video sequences dee® yery dependent on the Gaussian that was applieditd the

according to two features called spatial and te'adporsubjective saliency mafy,,; from gaze positions. NSS is a Z-

information, described in ITU_T Rec. P.9'10_138/|_de0 Score that expresses the divergence of the suigesdliency
sequences come from four different corpora: TherOgideo man from the obiective saliency mans. The NSS caati
Project [3§, NTIA/ITS [39] and TUM/Taurus Media Technik P ) y maps. oa

[40] for a framel is depicted by equation (17). He@’bj denotes
Video sequences were encoded into the H.264/Av@dor the objective saliency maf,,; normalized to have a zero
[3] using the x264 [4flsoftware with a bit-rate of 6000Kb/s. Mean and a unit standard deviatioh,means an average.

Two models of transmission impairments were appiiedach When Ssuby, X S(’,‘Q,]l is higher than the average objective

video sequence (Table 1). The first one, calledmbdel, sajiency, the NSS is positive; it means that theedacations

[42]. Hence, three kinds of networks: managed, semmagad |n other words, higher the NSS is, more objectived a
and unmanaged were simulated using five packetpiaxfies.  gypjective saliency map are similar.

The second model, called RF model, simulates radio
frequency transmission impairments by introducing b

L0 ) S x SN —§
corruption in Transport Stream (TS) packets. Tousate the NSS, = subjy ” Tobyy  “obyy 17)
RF model, three levels of bit corruption were chmosafter G(Sobjl)

processing the 10 video sources (SRC) with the @iment
profiles, 80 processed video' sequences (PVS) warergted. The NSS score for a video sequence is obtained by
So, the total number of video sequences assessetheby .omputing the average of NSS for all frames a28. [Then
experiment participants was 90. _ the overall NSS score on each video database isvbege
The experiment was carried out by following the ABR  Nss of all video sequences. Results are present@dble 2.
experimental protocol described in the VQEG Reportthe o poth databases, the results of the proposéanfusethod
Validation of the Video Quality Models for High Deftion  (; o square fusion) are better than the statehefart fusion
Video Content [2 The experiment room and the lightningmethod (i.e. Multiplicative fusion). Log fusion g good

conditions were compliant with the ITU-R Rec. BTOSDL g 3] results gives low NSS due to scale change megard
[2]. The distance between the subject head and tieersevas 1 ihe second evaluation on the target task of VQA.

three times the height of the screen. The videoe®stes were

displayed with a resolution of 1920x1080 pixels ngsia C. Evaluation of NR saliency based metric WMBER
HDMI cable. In order to be compliant with ITU-R Rec This section presents the evaluation results of ptuwosed
BT500.11, the experimentation time was 30 minufesavoid NR metric WMBER. The performance of WMBER s
the “learning effect” each participant has seen tHweo compared with the FR metrics PSNR and SSIM. Several
sequences in a random order and a “warm-up” segsidn saliency maps are tested to compute the WMBER:

minutes was done before starting the experimenncele39 — The temporal saliency map (Temporal)

participants were gathered: 11 at LaBRI and 28G@YUBMOS — The spatial saliency map (Spatial)

and DMOS subjective metrics were computed by using - The Multiplication spatiotemporal saliency map
methods described in [P@nd [4. Eye-tracking measurements (Multiplication)

are only available for 13 subjects. - The Log spatiotemporal saliency map (Log)

— The Square spatiotemporal saliency map (Square)
— The saliency map from eye-tracking measurements
(EyeTracker).
To compare the metrics, we use four evaluatioricait PCC,
SROCC, RMSE and OR_]J7 The Similarity Weighted

IRCCyN DB

In this paper, we also evaluate our method on &ovid
database provided by IRCCyN Lab [15he IRCCyN DB is
composed of 20 SD resolution video sequences. AaBRI
DB all the video sequences were encoded with HA6G/
and we consider the encoded video sequence without
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Average MOS prediction method is also compared #hth LaBRI databases. The experiments conducted on both
polynomial regression method (16). databases according to the VQEG evaluation protsholv
All the results are presented in Table 3 and Tdbl&or that the proposed No-Reference metric WMBER pravide
both databases and both prediction methods, the BRIB more accurate results than classical Full-Referemegrics
with Squared saliency map provides the best resaitshe such as MSE and SSIM.
fully automatic methods. We show that the proposed method for visual sajienaps
The “target” comparison of our proposed saliencpmiéth  construction outperforms multiplicative saliencyopog and
regards to the subjective saliency map in ultimatmlity gives very close results to subjective saliencysragld from
assessment task shows very good performances of the-tracker data.
proposed method. In average, on IRCCyN DB with SD The proposed prediction method on the basis oflaiityi
content, the target evaluation criteria values PGROCC, weighted average give similar results as VQEG pmiyial
RMSE are only 10% lower than those obtained witk-eyregression with our modification proposal.
tracker saliency map. On the LaBRI database, tlsaltse In conclusion, we believe that the proposed NR iual
obtained with our proposed saliency map are everbBfter metric has very good applications perspective adoisn’t
on all four PCC, SROCC, RMSE and OR. The differenceequire any modification of actual broadcast chahii. the

between IRCCyN and LaBRI database results can Ielligence is at the decoder side. Furthermdre, reuse of
explained that LaBRI database is in full HD. Our thoel
provides finer saliency with full HD.

information during the decoding process gives siguc
perspective for real-time implementation. Moreower see an

Overall the proposed NR VQA WMBER metric gives forinteresting perspective in the study of supervisearning

all cases better results than MSE and SSIM FR osetri

approaches for prediction of video quality as acfiom of

We also test the contribution of the new predicisheme content genre and “usefulness”. This is, to ounidedge, one
by weighted average classifier into global quatissessment of the objective of the VQA community.

scheme. In Fig. 6 we show the improvement in teofnfour
quality criteria with adequate choice A&fsee section IV. Fig.
6 illustrates how the minimal accepted similariglue (see
equation (12) in section V) impacts the qualityppédiction.
With decrease of this parameter a clear improvemisnt
observed. In Fig. 7, we show a scatter plot of jotemh of
MOS with standardl = 1 (see equation (11)) and optimal
computed according to method we propose in settio®ne
can see that the optimal ensures almost one to one
correspondence between MOS and predicted MOS. The
experiments were conducted using 64 bits doubleigiom 2]
floats which allow fine tuning of parameter.

Meanwhile the proposed prediction scheme gives
approximately the same results as baseline polylomi3]
regression. Since the similarity weighted averagedigtion
method is based on an incremental learning schénmean
easily be improved by enriching the training dasgha

[1]

(4]

[5]
VI. CONCLUSION AND PERSPECTIVES

In this paper, we were interested in NR qualityeasment
of video content delivery over IP and radio-frequen
broadcasting networks which are subject to loss.beth HD
and SD video quality content encoded in actual WAREC,
we proposed a new NR quality metric truly using the;
information contained in transmitted stream suchea®r
detection and motion vectors extraction, combinét inage
signal from decoded frames. The metric is basediisnal
saliency maps built at the decoder end. To preslibjective
video quality metric in terms of MOS, we used aeswused
learning approach such as weighted average classifith
exponential similarity function and we proposed awn
normalization approach for this similarity measure.

The new metrics and the prediction methods were
exhaustively tested with 11 loss profiles on IRCCgNd

(6]

(8]

(9]
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Fig. 1. Block-diagrams for WMBER computation and Bl@rediction Eerng

C Temporal Saliency Map )

Fig. 3. Block-diagram for temporal saliency mapreation.

(CY (b) (c)

@) (b) (a) - (b) ] Fig. 4. Residual motion computation, “station 2UM”, LaBRI DB at
) ) . . . ) 6MBps: (a) Original frame, (b) “Heat-map” of tempbsaliency map before
Fig. 2. lllustration of spatial saliency map constion on decoded video: flat area filtering, (c) “Heat map* of temporal iggicy map after flat area
(a) original decoded frame, (b) spatial saliencpn®equences 7 and 12,

filtering.
LaBRI database at 6 MBps. First row: SRC, secoi$ P g



> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATIONNUMBER (DOUBLE-CLICK HERE TO EDIT) <

Similarity Weighted Average -
WMBER(Square) - LaBRI DB
1,2
1 -
08 I e PCC
0,6 sessss SROCC
(o). QN Y RMSE
0,2 e » OR
e
0 ; : ——
1,00E-100  1,00E-70  1,00E-40  1,00E-10
epsilon

Fig. 6 Similarity Weighted Average performance @BRI DB with
WMBER(Square)

Similarity Weighted Average -
WMBER(Square) - LaBRI DB
Fig. 5. Example of saliency maps from gaze trackiayOriginal frames,
(b) Saliency maps. 4 - o
"
. LI N + optimal
X o Y. lambda
o3 -
* * °
= ot gt allpPn % gian & e oo m®EF s » standard
TABLE 1 2 MY S lambda
LOSS PROFILES OF LABRI DB é: . . o
Model Profile Loss Burst . 12 Nt o
P 0 0.05% No ' ' ' '
1 1% No 1 2 3 4 5
2 1% Yes Mos
3 5% No
4 5% Yes Fig. 7 MOS vs MOSp of Similarity Weighted Average lcaBRI DB with
RF 5 0.01% No WMBER(Square)
6 0.1% No
7 1% No
TABLE 2
NSS RESULTS OF FUSION METHODS
Multiplication Log Square
LaBRI DB 0.773 0.042 0.994
IRCCyN 0.024 -0,545 1,059

DB
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TABLE 3
METRICS RESULTS ON LABRI DB
- WMBER WMBER WMBER WMBER WMBER WMBER
MOS prediction MSE SSIM (Temporal) (Spatial) (Multiplication) (Log) (Square)  (EyeTracker)
Similarity PCC 0.831 0.768 0.928 0.925 0.930 0.935 0.938 0.887
Weighted SROCC 0.782 0.765 0.890 0.871 0.879 0.882 0.903 410.8
Average RMSE 0.581 0.750 0.410 0.424 0.432 0.402 0.404 70.46
OR 0.044 0.073 0.013 0.000 0.000 0.000 0.000 0.024
PCC 0.799 0.746 0.930 0.921 0.930 0.931 0.940 0.897
Polynomial SROCC 0.819 0.684 0.881 0.868 0.869 0.879 0.881 330.8
regression RMSE 0.648 0.698 0.387 0.432 0.398 0.389 0.369 80.46
OR 0.019 0.074 0.013 0.013 0.002 0.002 0.000 0.015
TABLE 4
METRICS RESULTS ON IRCCYN DB
- WMBER WMBER WMBER WMBER WMBER WMBER
MOS prediction MSE SSIM (Temporal) (Spatial) (Multiplication) (Log) (Square)  (EyeTracker)
Similarity PCC 0.367 0.369 0.351 0.407 0.393 0.402 0.470 0.567
Weighted SROCC 0.367 0.409 0.364 0.355 0.364 0.393 0.443 580.5
Average RMSE 0.893 0.825 0.821 0.811 0.820 0.810 0.793 40.73
OR 0.184 0.173 0.173 0.149 0.167 0.144 0.153 0.087
PCC 0.426 0.391 0.358 0.347 0.348 0.387 0.468 0.527
Polynomial SROCC 0.458 0.407 0.326 0.345 0.341 0.362 0.444 950.4
regression RMSE 1.604 0.811 0.892 1.193 1.406 1.139 0.790 70.70
OR 0.123 0.119 0.206 0.171 0.191 0.171 0.133 0.079




