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Abstract—Navigation of a Mobile Robot is based on its 

interaction with the environment, through information acquired 

by sensors. Particularly for Mobile Robot navigation in 

unknown environment, the type and number of sensors 

determines the data volume necessary to process and compose 

the image from the environment. Nevertheless, the excess of 

information imposes a great computational cost in data 

processing. Taking into account the temporal coherence 

between consecutive frames, a Discarding Criteria methodology 

based on Pearson’s Correlation Coefficient (PCC) was proposed 

and applied as a Dynamic Power Management solution to a 

robotic visual-machine perception. In this context, this work 

proposes an environment observer method based on PCC that 

instead of processing all image pixels, it selects automatically 

only the regions-of-interest (ROI) and processes it in real time 

in order to perform a task: road detection and obstacle 

avoidance. This real-time visual perception system has been 

evaluated from real data obtained by two experimental 

platforms. 

I. INTRODUCTION 

ately, several applications for control of autonomous 

vehicles are being developed, and, in most cases, the 

machine vision is an important part of the set of sensors used 

for navigation. Some of these applications include: the aerial 

robots that offer great perspectives in many applications as 

search and rescue, real-time monitoring, high risk aerial 

missions, mapping, etc [1], [2]. Similarly, the development 

of Unmanned Aerial Vehicles (UAVs) has been of interest 

for military applications, however, one limitation is their 

maximum flight time; therefore they cannot carry large fuel 

payloads [3]. Future exploration of Mars requires long-

endurance UAVs that use resources that are plentiful on 

Mars [4], [5], [6], [7]. Finally, for military or civil purposes, 

vehicular applications [8], [9], [10] have as objective the 

development of autonomous and semi-autonomous systems 

capable of traversing unrehearsed and off-road terrain, 

driving a car autonomously in an urban environment and also 

to help the driver in its driver task.  
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The perception is a common task to all cases previously 

presented, and an important factor is the variety and 

complexity of environments and situations. These real-time 

intelligent platform developments have a common issue: 

providing to the platform the capability of perceiving and 

interacting with its neighbour environment, managing power 

consumption, CPU usage, etc. Then, taking into account the 

temporal coherence between consecutive frames, this work 

proposes an environment observer method based on 

Pearson’s Correlation Coefficient that observes if there are 

no significant changes in the environment, permitting that 

regions-of-interest (ROI) are automatically selected in order 

to perform a task: road detection and obstacle avoidance. 

The Section II presents a review of previous works. The 

Section III introduces the Pearson’s Correlation Coefficient, 

followed by the Discarding Criteria method in Section IV. 

The Automatic Regions-of-Interest (ROI) Selection is 

presented in the Section V. The results and conclusions are 

given in Section VI and VII. 

II. RELATED WORKS 

A. Sensor Perception  

Environment perception is a major issue in autonomous 

vehicles. It uses many types of sensors [8], [9], including 

ultrasonic sensors, laser rangefinders, radar, cameras, etc. 

However, when incorporating several types of sensors, there 

is an increase of autonomy and “intelligence” degrees, 

especially in relation to navigation in unknown 

environments. In contrast, the type and quantity of sensors 

determine the volume of data for processing that requires, in 

most cases, a high computational cost. For unstructured 

environments, the scenario for study is dynamic, with several 

elements in motion. Thus, running a semi- or autonomous 

system involves carrying out complex, and non-deterministic 

operations in real time. 

Moreover, a real-time system must satisfy explicit 

response-time constraints, including failure. This system is 

one whose logical correctness is based on both the 

correctness of the outputs and their timeliness [11]. 

Furthermore, there is a considerable complexity in the sense 

that correctness not only depends on the logical ordering of 

events of the systems, but also on the relative timing between 

them [12]. 

Aware that in the majority of the semi- and autonomous 

navigation systems, the machine-vision system is working 
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together with other sensors, added to its low cost, this paper 

proposed a monocular vision-based sensor. Because it uses 

simple techniques and fast algorithms, the system is capable 

to achieve a good performance, where the compromise 

between processing time and images acquisition is 

fundamental. 

Additionally, the vision-based sensors are defined as 

passive sensors and the image scanning is performed fast 

enough for Intelligent Transportation Systems [13]. 

Furthermore, on the safety front, the progressive safety 

systems will be developed through the manufacturing of an 

“intelligent bumper” peripheral to the vehicle in answering 

new features as: blind spot detection, frontal and lateral pre-

crash, etc. The objective in terms of cost to fill ADAS 

functions has to be very lower than the current Adaptive 

Cruise Control (500 Euros) [14]. 

B. Machine Vision  

Autonomous robots can perform desired tasks in 

unstructured environments without continuous human 

guidance. An important variable is the state conditions in 

combination with environment events, because they may 

determine the system behavior. 

In this way, Dynamic Power Management (DPM) is a 

design methodology for dynamically reconfiguring systems 

to provide the requested services and performance levels 

with a minimum number of active components or a minimum 

load on such components. For example, DPM and Real-Time 

Scheduling (RTS) techniques were presented in [15]. They 

were applied to reduce the power consumption of mobile 

robots.  At the same time that scheduling is a key concept in 

computer multitasking and real-time operating system, the 

DPM dynamically adjusts power states of components 

adaptive to the task’s need, reducing the power consumption 

without compromising system performance. 

The machine vision, part of the embedded computers, is 

an important component of the set of sensors. Although 

extremely complex and highly demanding, thanks to the 

great deal of information it can deliver, it is a powerful 

means for sensing the environment and it has been widely 

employed to deal with a large number of tasks in the 

automotive field [13]. However, complex machine vision 

systems can lead to some losses due to the processing time.  

A great amount of information would not necessarily lead 

to better decisions and could also harm the performance of 

the system, overloading it. Then, taking into account that it 

has been estimated that humans perceive visually about 90% 

of the environment information required for driving [13], it 

is not a bad idea to reduce information acquired by a vision 

system, in order to reduce processing time.  

The method proposed here is based in an automatic image 

discarding criteria [16], [17], a low complexity and easy 

implemented solution. It improves the performance of a real-

time system by choosing, in an automatic way, which images 

should be discarded and which ones should be treated at the 

visual perception system. 

Furthermore, the fundamental premise for the applicability 

of DPM is that systems experience non-uniform workloads 

during operation time. A second assumption is that it is 

possible to predict, with a certain degree of confidence, the 

fluctuations of workload [18]. In this case, a simple DPM 

method shuts down a component when it is idle and it is 

essentially a prediction problem [15]. Thus, according to 

[18], the rationale in all predictive techniques is that of 

exploiting the correlation between the past history of the 

workload and its near future in order to make reliable 

predictions about future events.  

III. PEARSON’S CORRELATION COEFFICIENT (PCC) 

According to [19], an empirical and theoretical 

development that defined regression and correlation as 

statistical topics were presented by Sir Francis Galton in 

1885. In 1895, Karl Pearson published the Pearson’s 

Correlation Coefficient (PCC) [20]. The Pearson's method is 

widely used in statistical analysis, pattern recognition and 

image processing. Applications on the latter include 

comparing two images for image registration purposes, 

disparity measurement, etc [21]. It is described in (1): 
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where
ix is the intensity of the th

i pixel in image 1,
iy is the 

intensity of the th
i pixel in image 2, 

mx is the mean intensity 

of image 1, and
my is the mean intensity of image 2. The PCC 

threshold,
1r , has value 1 if the two images are identical, 0 if 

they are completely uncorrelated, and –1 if they are 

completely anti-correlated, for example, if one image is the 

negative of the other. 

IV. DISCARDING CRITERIA 

The discarding criteria was presented in [16] as a simple 

solution to improve the performance of a real-time 

navigation system by choosing, in an automatic way, which 

images should be discarded and which ones should be 

treated at the visual perception system. It was a new 

approach to the Pearson’s Correlation Coefficient (PCC).  

In Fig. 1, basically, if the PCC indicates that there is a 

high correlation between a reference frame and another new 

frame acquired, the new frame is discarded without being 

processed, Fig. 1 (c). In this case, some logical components 

may be shut down to save processor energy consumption, 

and/or to make the CPU available for running concurrent 

processes (the system can repeat a last valid command). 

Otherwise, the frame is processed and it is set as the new 

reference frame for the subsequent frame. For all cases 



  

presented in this paper a threshold is chosen in an empirical 

way, as explained next. 

 

 
Fig. 1 – Discarding criteria [16]. 

 

Whereas the main problem that has to be faced when real-

time imaging is concerned and which is intrinsic to the 

processing of images is the large amount of data [13], a 

logical dynamic optimization methodology based on 

Pearson’s Correlation Coefficient (PCC) was introduced in 

[22]. To better understand this proposal, the Fig. 2 presents 

the accumulated time of a hypothetical image processing 

time (15ms) versus the gain obtained by using the discarding 

criteria, which could allow significant savings in CPU power 

consumption. In desert context were discarded 470 of 530 

frames, whilst in off-road context were discarded 5595 of 

6740 frames. For these two cases, the discarding rate remains 

over 80%. 

 

 
Fig. 2 – (a) Desert video [23]; (b) Off-road video [23]; In 

blue: the cumulative impact computations (ms) without the 

discarding criteria; In red: the cumulative computations (ms) 

by using the discarding criteria. 

 

 
Fig. 3 – Real environment: Red line: discarding rate; Blue 

line: the vehicle speed; Green line: computational time (ms). 

 

However, this discarding rate is not dependent on the 

video sequence or image size, but on the obstacles / objects 

influence. As shown in Fig. 3, it is also important to notice 

that there is no diffeomorphism between the robot speed and 

the PCC variation, because if there are no changes between 

consecutive frames, the PCC threshold remains static. In this 

case, the isomorphism cannot be guaranteed and it ensures 

more efficiency for our proposal. In real, dynamic and 

unknown environments, this rate remains over 65%. For 

these examples, the PCC threshold was fixed at 0.85. 

V. AUTOMATIC REGIONS-OF-INTEREST (ROI) SELECTION  

According to the Pearson’s correlation, in a certain 

analysis window (pair of frames), if the obstacle/object 

occupies a big portion of the scene, the PCC threshold tends 

to be low. Conversely, if obstacle/object occupies a small 

portion of the frame, it means that it is away from the vehicle 

and the system will have time enough to react. Nevertheless, 

where are these interest points/pixels? Or, which pixels 

(ROI) of the pair of images contributed most to the Pearson’s 

coefficient computed? Which of them really need to be 

reprocessed (or resent to a server)?  

Right after the Pearson’s correlation in (1), it has xm and 

ym, respectively: the mean intensities of images 1 and 2, i.e. 

Xmr1
and

Ymr1
. 

From these two values, it begins again the process’s 

correlation in (2), where for each pair of pixels analyzed, the 

only possible result is: [-1 or +1]. That is, all pixels with 

intensities below these means will be candidates for interest 

points. The Fig. 4 (c) and (f) present this process, where the 

red pixels (ROI) represent 12 −=r . 
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where
i

x is the intensity of the th
i pixel in image 1, 

iy is the 

intensity of the th
i pixel in image 2, 

Xmr1
and 

Ymr1 were 

obtained in (1).  

 

 
Fig. 4 – (a) and (b) are frames of the desert video [23]; (d) 

and (e) are frames of the off-road video [23]; (c) and (f) 

present the process’s correlation in (2), where the red pixels 

(ROI) represent 12 −=r . 

A. Road detection 

Different techniques on automatic and semi-automatic 

road extraction methods are proposed in the literature. With 

respect to these specific tasks, a road detection method based 



  

on Otsu thresholding algorithm was proposed in [24], [25]. 

As shown in Fig. 1, the road detection process (imaging 

processing) is performed only when the PCC indicates that 

there is a low correlation between the reference frame and 

the current frame. Otherwise, the current frame is discarded 

without being processed. When an image is discarded, the 

system keeps the previous segmentation result, which is 

linked to an Otsu threshold. This stored threshold represents 

the navigable area. Consequently, in order to further improve 

the navigable area detection, for each discarded image, in 

Fig. 1, it classifies only the interest pixels (ROI) obtained in 

(2) from the last stored Otsu threshold. As an example, Fig. 5 

(d) presents the interest pixels from the correlation between 

the Fig. 5 (a) and (b), where the white pixels (ROI) 

represent 12 −=r . In Fig. 5 (e), these interest pixels are 

classified as navigable area in blue. 

 

 
Fig. 5 – (a) and (b) are frames of the off-road video [23]; (c) 

the road detection process result; (d) the interest pixels 

(white pixels); (e) the interest pixels are classified as 

navigable area in blue; (f) line detection using Hough 

transform from the interest pixels (ROI) in Fig. 5 (d). The 

horizontal red lines represent the horizon detection process 

[25]. 

B. Identifying the limits (boundaries) of the road 

In order to identify the limits of the road (which includes 

the obstacles), many research works proposing methods to 

detect road boundary. As an example, the Canny edge 

detector [26] can be employed as input of Hough transform 

[27] due to its robust performance and accurate edge 

localization. Nevertheless, to demonstrate another 

application for the proposed method here, Fig. 5 (f) presents 

the line detection using Hough transform from the Fig. 5 (d), 

where the white pixels represent 12 −=r . 

C. Obstacle avoidance 

According to [28], the robots enter in the military context 

especially when it is necessary to reduce human exposure to 

hazardous situations. Many of these robotic missions can be 

observed, among them, as shown in Fig. 6 (d), an Improvised 

Explosive Device (IED) detonation. In this context, obstacle 

avoidance is a robotic discipline that includes reactive 

control in real time, i.e. reactive obstacle avoidance. 

In this way, as discussed earlier, in order to make reliable 

predictions about future events, a predictive technique 

explores the correlation between the past history of the 

workload and its near future [18]. On the other hand, the 

Pearson's method explores regression and correlation 

aspects. Then, in order to reduce the risk of collision, for the 

obstacle avoidance task, it uses a PCC threshold equal to 

0.65, which put in evidence the past history properties. In a 

computational process running in parallel to what was 

discussed in section V-A, for each frame processed, 

evidencing the past history properties, another old Otsu 

threshold is also stored. Besides the results presented in the 

Fig. 6, this procedure also allows a greater level of security, 

especially when the camera does not “see” the navigation 

area (i.e. in front of a wall), as will be shown in next section. 

Therefore, for each discarded image, in Fig. 1, it classifies 

only the interest pixels (ROI) obtained in (2) from the last 

Otsu threshold obtained by a road detection algorithm 

(reference frame). Fig. 6 (c) and (f) represent the interest 

pixels classified as obstacle, where the white pixels (ROI) 

represent 12 −=r . As shown in Fig. 6 (b) and (e), the interest 

pixels are classified as obstacle in yellow. 

 

 
Fig. 6 – (a) is a frame of the off-road video [23]; (d) 

Improvised Explosive Device example; (b) and (e): the 

interest pixels are classified as navigable area in blue; (b) 

and (e): the interest pixels classified as obstacle in yellow. 

The horizontal red lines represent the horizon detection 

process [25]. 

VI. EXPERIMENTAL RESULTS 

Besides the experimental DARPA test-banks [23], this 

section presents results on real, dynamic and unknown 

environments, and they were obtained using two 

experimental vehicles, from a moving vehicle with a Sony 

DFW-VL500 camera. In order to reduce the number of data, 

it includes a resolution reduction of image to 160x120 

pixels. 

From displacements on the outskirts of the Heudiasyc 

Laboratory in France, the test-bank presented in the Fig. 7, 9 

and 10 contains images recorded using the Carmen vehicle 

shown in Fig. 11 (a). The data were collected while a driver 

was driving the vehicle. Results for two different types of 

image texture (road surfaces) were selected and its results are 

presented in the Fig. 7 (b) and (e). 

The next cases present autonomous displacements at 

Renato Archer IT Center (CTI) in Brazil. This stage of 



  

testing evaluates the proposed algorithm at low speed on 

real-time conditions using the vehicle VERO shown in Fig. 

11 (b). The VERO platform is equipped with SICK LMS and 

Hokuyo UTM30 outdoor laser scanners, GPS receiver, a 

monocular camera, and a CAN-bus interface which grants 

access to encoder data for the four wheels and steering, and 

allows commands to be sent to two independent motors 

driving the rear wheels and to control the steering angle. In 

the Fig. 8 (b) and (e), the trajectory control system had a 

single goal: to keep the robot in the center of the navigable 

path based on the mass of center. Fig. 8 (d) shows the task 

execution to go through a gate in off-road context. Fig. 8 (c) 

and (f) present the line detection using Hough transform 

from navigable area pixels. Two types of image texture (road 

surfaces) also were selected and its results are presented in 

Fig. 8 (b) and (e). 

 

 
Fig. 7 – (a) and (d) are frames in real environments; (b) and 

(e): the interest pixels are classified as navigable area in 

blue; (b) and (e): the interest pixels are classified as obstacle 

in yellow; (c) and (f): line detection using Hough transform 

from navigable area pixels. The horizontal red lines 

represent the horizon detection process [25]. 

 

 
Fig. 8 – (a) and (d) are frames in real environments; (b) and 

(e): the interest pixels are classified as navigable area in 

blue; (b) and (e): the interest pixels are classified as obstacle 

in yellow; (c) and (f): line detection using Hough transform 

from navigable area pixels. The horizontal red lines 

represent the horizon detection process [25]. 

 

As expected, in grass areas, on the parallelepiped streets 

or where an excessive noise is observed, the efficiency of the 

method decreases considerably, what can be improved with 

the application of a smoothing filter, and/or from region-

merging algorithm that mainly aims to represent 

homogeneous regions. 

As shown in Fig. 9, it is not expected that a single camera 

provides all needed information to the safe navigation system 

to take decisions on routes. However, following what was 

presented in section VI-C: Obstacle avoidance, the new 

results in front of walls are presented in Fig. 10.  

A video showing the application of this method is 

available in [29]. 

 

 
Fig. 9 – (a) Original image (in front of a wall) and its road 

detection result in (c); (b) Canny edge detection result. 

 

 
Fig. 10 – (a) and (d) are frames in real environments; (b) and 

(e): the interest pixels are classified as navigable area in 

blue; (b) and (e): the interest pixels are classified as obstacle 

in yellow; (f) and (i): line detection using Hough transform 

from navigable area pixels. The horizontal red lines 

represent the horizon detection process [25]. 

 

 

Fig. 11 – The experimental vehicles: (a) Carmen vehicle at 

Heudiasyc Laboratory in Compiegne, France; (b) 

Autonomous vehicle (VERO) at Renato Archer IT Center 

(CTI) in Campinas, Brazil. 

VII. CONCLUSION 

This work proposes a real-time machine vision algorithm 

based on monocular vision. It is important to notice that this 

algorithm is not based on previous knowledge of the 

environment (lane shape, geometric inference, etc) neither 

camera calibration. A remarkable characteristic of 

methodology presented in this work is its independence of 

the image acquiring system and of the robot itself. The same 

implementation works in different mobile robots, with 



  

different embedded vision systems, without the need of 

adjusting parameters. Moreover, this visual-observer 

methodology may be extended to other sensors and 

components. Future work would be also focused to provide 

ground truth measurements from a front mounted radar 

and/or LIDAR system. 
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