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Abstract—This paper presents an Adaptive Greedy-Compass
Energy-aware Multipath (AGEM), a novel routing protocol for
wireless multimedia sensors networks (WMSNs). AGEMuses
sensors nodes position to make packet forwarding disions.
These decisions are made online, at each forwardingode in
such a way that there is no need for global networkopology
knowledge and maintenance. AGEM routing protocol pgorms
load-balancing to minimize energy consumption amongodes
using twofold policy: (1) smart greedy forwarding tased on
adaptive compass and (2) walking back forwarding toavoid
holes. Performances evaluations of AGEM compared tGPSR
(Greedy Perimeter Stateless Routing) show that itam maximize
the network lifetime, guarantee quality of servicefor video
stream transmission, and scale better on densely pleyed
wireless sensors network.

Index terms—WSN, WMSN, Geographic Routing,
Routing Multipath Routing, Energy Aware routing...

Angle

l. INTRODUCTION

With the growing-up of miniaturization technologpdathe
availability of low-cost hardware, the sensors rodenbed
nowadays various kinds of capturing elements sush
microphones, imaging sensors, and video cameraghisn
context, the vision of ubiquitous Wireless Multinge&ensor
Networks (WMSNSs) [1][2][3] has become a reality.sAnsor
node gathers desired data information, processesnit
transmits it to each other using wireless commuigioauntil

a base station. The base station (also referrexd tilie sink
node) collects and analyzes the received data frarious
sensors and draws conclusions about the monitoeed a

WMSNs are commonly used for surveillance applicegjo
intrusion detection, environmental monitoring, efihese
types of applications require addressing additiahallenges
for energy-efficient multimedia processing, optinmaliting
and path selection, audio / video rate adaptatomeet the
network changing topology, and application speciioS
guarantee.

Optimal routing in wireless sensor network is alleinging
task. Large amounts of research works have beee tion
enable energy efficiency in WSN. A comprehensiveey of
routing protocols in WSN has been presented in [4].

Routing protocols developed for WMSNs suggest using

multipath selection scheme to maximize the throwdhgf
streaming data. Examples of these protocols incIMRMPS
(Multi-Priority Multi-Path Selectioh [5] and TPGF Two-
Phase Geographical Greedy Forward)r§]. However, such

protocols have to build a complete map of the ndtwo
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topology to select the optimum routing / transnoiespath
between the source and the destination. They aradapted
in large-scale, high densely deployed network aeduent
mobility situations.

Geographical routing can achieve scalability in VESEPSR
(Greedy Perimeter Stateless Rou}in@] was defined to
increase network scalability under large numbemodes.

The advantage is that the propagation of topolofprination

is required only for a single hop. However, gretatwarding

relays on local-knowledge in which always best nade
destination is selected. In such a case, seletttmgame path
using GPSR will lead to premature dying of nodesm@lthis

path.

In this paper, we examine the benefit of geographimuting
along with multipath local-based route selectiord ame
propose a new routing algorithm namely AGEM (an ptolee
Greedy-Compass Energy-Aware Multipath) routing pcot
that leverages both energy constraint and QoS tsensi
stream such as audio and video.

The design of AGEM was driven by the following ptsin

» Shortest path transmissionmultimedia applications
generally have a delay constraint which required the
multimedia streaming in WSNs should always use the
shortest routing path which has the minimum endtd-
transmission delay.

» Multipath transmissionPackets of multimedia stream are
generally large in size and the transmission reguént
can be several times higher than
transmission capacity of sensor nodes.

» Load balancingbecause of the density of a WSNs, a load
balancing feature during the design of a routingtgol
has to be considered to avoid frequent node failared
consequently to maximize the network lifetime.

* Node selectionin densely deployed network, different
candidate neighbors may be used for packet forwgrdi
AGEM usesadaptive compassethod to select candidate
neighbor nodes which are in the line of sight taigathe
target the destination.

The rest of this paper is organized as follow. Takenthis
paper self readable, we expose in section Il th&ing
protocols that influenced the design of AGEM. letam I,
we present the functionalities of AGEM protocol.daction
IV, the performance evaluation of AGEM will be peated.
Section V will conclude this paper.

the maximum



1. RELATED WORK

Geographic routing sheds light upon the procesgthich
each node is aware of its geographic positing asesu
packet's destination to perform routing decisionin
geographic routing, two greedy schemes are usethatioe
packets progress towards the sink node. Greedyrgssign
scheme based on distance to the sink node [7][&}pand
greedy progression based on angular offset fronditleetion
towards the sink node [11][12][13]. In both scheraggath is
dynamically constructed from the originating node the
destination using only local forwarding decisions.

For WMSNSs, two important protocols have been deffitret
make use of node positing for packet forwardingisiea:

GPSR and MPMPS. MPMPS s itself based on TPGF.elhes _

protocols are briefly described in what follows.

audio/video streaming. Furthermore, because inermifft
applications, audio and video streams play differetes and
the importance level may be different, it is bettesplit the
video stream into two streams (video/image and cgudi
Therefore, we can give more priority to the importstream
depending on the final application to guaranteeutiag of
the suitable paths.

D. Policies for Greedy forwarding

In literature, there are different policies thah dae used in
geographic routing and for the selection of thetinap node.
To illustrate these policies, let talkeas the current forwarder

node andl the destination node (see Figure 1), then we can

define these routing policies:

Compass routing: The next relay node ig such that the
anglezvud is the smallest among all neighborsudfi1].

A. GPSR

The GPSR Greedy Perimeter Stateless Rou}ing] was
originally designed for MANETs but rapidly adaptédr

WSNs. The GPSR algorithm uses the location of nddes
forward a packet. It assumes that each node kndsvs i

geographic location and geographic information &bits
direct neighbors. This protocol uses two differgraicket
forwarding strategiesGreedy Forwardingand Perimeter

Forwarding. In Greedy Forwardingand when a node

receives a packet destined to a certain node,obsgs the
closest neighbor out-of itself to that destinatiod forwards
it. Sometimes, such node cannot be found, (i.enduk itself
is the closest node to the destination out-oféigimbors), this
situation is called a “void” or a “hole”. Voids carccur due
to random nodes deployment or the presence ofabstthat
obstruct radio signals. To overcome this probl@eximeter

Random compass routing: Let v; be the node above line
(ud) such thatzv,ud is the smallest among all such
neighbors ofu. Similarly, definev, to be node below line
(ud) that minimize the anglezv,ud. Then, nodeu
randomly chooses, or v, to forward the packet [11].

Greedy routing: The next relay node ig such that the
distance ||vd|| is the smallest among all neighbors of
u [14][14].

Most forwarding routing (MFR): The next relay node is
such that||v'd|| is the smallest among all neighborswgf
wherev' is the projection of on segmentid [15].

Nearest neighbor routing (NN): Given a parameter
anglea, nodeu finds the nearest nodeas forwarding node
among all neighbors ofi in a given topology such that
zvud < a.

Farthest neighbor routing (FN): Given a parameter angle
a, nodeu finds the farthest node as forwarding node

Forwarding is used to route packets around voids. Packets . _ .
among all neighbors ofi in a given topology such that

will move around the void until arriving to a nodsest to
the destination than the node which initiated Bezimeter
Forwarding, after which thé&sreedy Forwardingakes over.

B. TPGF

TPGF {Two Phase geographical Greedy Forwardin]
routing protocol is the first to introduce multipatoncept in
WMSNs field. This algorithm focuses in exploring dan
establishing the maximum number of disjoint pathsttte
destination in terms of the end-to-end transmissielay and
the energy consumption of the nodes among a path.

The first phase of the algorithm explores the pgmegiaths to
the destination. A path to a destination is ingggtd by
labeling neighbors nodes until the base statiom &itstep
back and mark feature to bypass voids and loops.s€bond
phase is responsible for optimizing the discoveregating

paths with the shortest transmission distancet(laamber of
hops). The TPGF algorithm can be executed repsated|
look for multiple node disjoint-paths.

C. MPMPS

The MPMPS W ulti-Priority Multi-Path Selectioh [5]
protocol is an extension of TPGF. MPMPS highlights fact
that not every path found by TPGF can be used for
transmitting video because a long routing path l@eg end-
to-end transmission delay) may not be suitable for

zvud < a.
Greedy compass. Nodeu first finds the neighborg, andv,

such thatv,; forms the smallest counterclockwise angle

2duv, and v, forms the smallest clockwise angkduv,
among all neighbors af with the segmentd. The packet
is forwarded to the node é¥,, v,} with minimum distance
to d [12][16].

----e

&

Figure 1: Different localized routing methods; (a)Compass, (b)
Random compass, (c) Greedy, (d) Most forwarding, Yéurther
neighbor and (f) Nearest neighbor.



E. Discussion

Generally, a WSN is covered by densely deployedsaen
nodes. Knowing the full map (network topology) dfet
deployed nodes in the network to perform routingl@se by
TPGF and MPMPS is not suitable for many reasonsth@
exchange of the network map is energy consumingth@
exchanged map may not reflect the actual topologthe
network, (3) nodes mobility and nodes failure areren
frequent in WSN than in other ad hoc networks. €hes
reasons are valid when paths are seleaedgriori by
protocols such as TPGF and MPMPS. In such a chse, t
selected path is chosen in advance from the saordbe
destination based on route discovery mechanismshwitoin
before the delivery phase. However, the actual wiathe
network may change. The GPSR protocol forwardpéuiket
hop by hop based on local available informationeg@ly
routing policy). GPSR seems to be more promisinsctde to
large network but does not achieve load balancimgai
statistical sense and by making use of multipatitimg in
WSNs.

In this paper, we propose a new geographical rgytiatocol
namely AGEM Adaptive Greedy-Compass Energy-Aware
Multipath) that (1) selects neighbor nodes using adaptive
compass mechanism which is considered as a newngout
policy, (2) routes information on multipath bassging greedy
routing functionalities and load balancing, and joids
holes using walking back forwarding.

The AGEM routing protocol can be seen as an enimaaice

of the GPSR protocol to support the transmission of
multimedia streams over WSNs by introducing adaptiv
greedy compass policy. The main idea is to add aal-lo
balancing feature to GPSR in order to increasdifétéme of

the network and to reduce the queue size of the omed
nodes. In fact, routing data streams with GPSR aliltays
choose the same path. This will rapidly cause tkimgd
(dropping) of the most used nodes. In AGEM routing
protocol, data streams will be routed by diffengaths.

At each hop, a forwarder node decides through which
neighbor it will send the packet. Forwarding polaty each
node is based on these four rules: (1) the renmimirergy at
each neighbor, (2) the number of hops made by Hoket
before it arrives at this node (3), the actualatise between
the node and its neighbors, and (4) the historthefpackets
forwarded belonging to the same stream. Furthernmoy a
subset of available neighbors is chosen accordiragaptive
compass policy.

AGEM RoUTING PROTOCOL

The AGEM routing protocol has two modes, tBenart
Greedy Forwardingand theWalking Back ForwardingThe
first mode is used when there is always a neiglchower to
the sink node than the forwarder node, while ttooisé one
is used to get out of a blocking situation in whitie
forwarder node can no longer forward the packetatd® the
sink node. Figure 2 presents an overview diagra@EM

routing mode switching. The following section wakplain
the two routing modes.

CN> 0: Smart Greedy Mode

CN : Number of
Closer Neighbors
to the Sink

Walking Back Mode |-
CN=0

Figure 2: AGEM routing mode switching.
A. Smart Greedy forwarding mode:

The AGEM is a geographic routing protocol. Nodeg ar
aware of their geographic coordinates. This infaiomacan
be obtained using a positioning system such as @Pi3y
using a distributed localization techniques such DAg
Hop[17], Amorphous[18][19] ...

In AGEM routing protocol, each sensor node storasies
information about its onehop neighbors. Information
includes the estimated distance to its neighbbes distance
of the neighbor to the sink, the data-rate of thk, land the
remaining energy. This information is updated teyitiean of
beacon messages, scheduled at fixed intervalsyiRglan
this information, a forwarder node will give a sedp each
neighbor according to an objective functid(x)’.

Since AGEM protocol relays on beacon exchange for
neighborhood maintenance, AGEM can be used foicstat
sensor networks as well as for mobile sensor nésvorhe
beaconing interval can be adjusted to meet the arktw
dynamic.

Best neighbor selection using adaptive compass policy

AGEM relies on the basis of various possible foear
neighbors towards the sink node. The AGEM routing
algorithm includes an adaptive compass node sefectie.
adaptive angle) which tries to select nodes withalkst
angular offset from a virtual line toward the deation and
satisfy a minimum number of nodes to ensure online
multipath routing. Figure 3 illustrates the adapteompass
policy to meet the required number of forwarderewd

Forwarder

Node (¥

Figure 3: AGEM adaptive compass policy.

At the beginning, the forwarder node choose onlightsor
nodes which are in the angle of view towards th&tidation
with parameters<30°. A minimum of two neighbor nodes
(called neighbor set) must be found to perform load
balancing, otherwise, the angle is incremented by 10° until
it reaches 180°. At this stage, if no nodes carfobed and



a=180° then a walking back forwarding is needed ssitite
forwarder is facing a hole.

Choosing a node to forward a packet among the bheigbet
will depend on the score given to each node acegrtti the
objective function f(x)". The f(x) considers the energy
consumption with is defined in the following subtiaa.

Packet energy consumption

When a node4) sends a packepk) of n bits size to a node
(B), the energy of noda will decrease by, (n,AB) while

the energy of the nodeB will decrease byEg,(n).
Consequently, the cost of this routing decision is
Erx(n,AB) + Epy(n) considering the energy of the whole
network.

We assume that the transmitted data packets imeheork
have the same size. We propose an objective fundtio
evaluate a neighbad¥; for packet forwarding. This objective
function takes into account the packet energy ampsion
and also the initial energy of that neighbor. Thieppsed
objective function can simply be:

f(NL) = NiEnergy - ETX(NiDistance)

Where: E;x (D) is the estimated energy to transmit a data
packet through a distance D, afig, is the estimated energy
to receive the data packet.

These two functions rely on the energy consumptiadel
proposed byeinzelman et a[20]. According to this model,
we have:

- ERX

Erx(k,D) =k - (EELEC + Eamp DZ)

ERX(k) =k- Eggc
Where:

k is the size of the data packet in bits,

D is the transmission distance in meters,

E g15c i the energy consumed by the transceiver elécspn
£amp IS the energy consumed by the transmitter amplifie
Eg pc Was taken to bB uj/bit ande,,, 1n//bit.

For each known source nodg a forwarder node N)
maintains a coupleH(,j). H; represents the mean hopcount
that separates; to N, andj represent the neighbor whom
score is closest to the average score of all dosetes to the
sink in the neighbor set (called best neighbor. seithce
AGEM uses only an integer variable for each stregmi
source, any node can deal with multiple sourcesnattime
and the memory requirements still reasonable farem@sor
node.

Upon receiving a data packet from the source ngdéhe
forwarder node will retransmit the packet to a hbigy that is
closest to the sink node and in such a way thamtineber of
hops the packet did, will meet the rank of thaghbbr. The
main idea is to forward a packet with the biggasnher of
hops through the best neighbor, consequently aepagith
the smallest number of hops through the worst meigho
allow best load balancing in the network. The failog
algorithm describes the forwarding policy.

Line 1 allows checking if we have already receieedacket
from a source node. If no, the packet will be alsvay
forwarded to the best node (line 2), and we havsaie the
hop count “H” and the average score index “j" ire thest
neighbor set. These empirical values will be usserlto
allow load balancing.

Upon_Recieving_a Packet ( pk)

Inputs:
Best_Neighbor: a set of the closest neighbors to the sink node

sorted in descending order by their score {BBN,, ... BN}
m = |Best_Neighbor|. m represents the cardinal of the
Best_Neighbor set
j :index of the node in the sBest Neighbor whom score is
closest to the average score of all closest nodéle sink. For
example, ifBest_Neighbor is {8,5,2,1} the averagescore is4
thenj=2 (starting from index=1)

Utilities:
Get_Hop_Values (S)) returns the stored values of empirical hop
count from already known source &nd the j index of the
average score of all closest nodes to the sinks@halues are
(Hi, ))
Set Hop Values (S, Hj, j) sets the empirical hop count for
source Sto be H and j to be the index of the average score of
Best_Neighbor set.
Forward (pk, BNy ) forwards the packegbk to the neighbok
which has BNscore

1 if (Get_Hop_ValuegpkSourceNodgis Null ) {

2 Forward(pk, BNy) /I Default forward to best node
3: H «— pkHopCount

4 Set_ Hop_Value§k SourceNodgeH, j)

5 else { /IGet_Hop_Value§pkSourceNodgis not null

6: (H,j) < Get_Hop_Valueg¢pk SourceNode

7: Ah — H—-pkHopCount

8: index<« j+ Ah

9: case(index < 0) {

10: He— H-index+1

11: index—1 // index of the best node in neighbor_Set
12:

13: case( index>m) {

14: H«— H-indextm

15: Index—m //index of the worst node in neighbor_Set
16: }

17: Forward( pk BNpgex) // Smart forward

18: Set_ Hop_ValueépkSourceNodeH,j)

19: }

Figure 4: the Smart Greedy Forwarding algorithm.

It is clear that the first packet received from @mknown
source will be always forwarded to the best neighinale.

Line 5 specifies that we have already an empigséimation
of the hop count H and the average index j fronadiqular
source. These values are retrieved in line 6. Weulzde in
line 7, the deviatiomh of the hop count of the received
packet compared to the stored value H. The indéxeonew
forwarder neighbor that allows best load balanawity be
adjusted byih (line 8). However, two different out of range
situations may occur. Line 9 specifies that theresd packet
has experienced a lot of hops, and thus it needbeto
forwarded later to the best node (i.e. node wittei=1). In
line 13, the received packet has experienced ahigsount
than the empirical value H, and thus it has be éoded to
node with higher index (index=m). Line 10 and lidd



compute the new empirical value that will be uszer as a
new reference. Therefore, the smart forwarding kscguline
17. Figure 5 illustrates this algorithm section.

A. Walking Back forwarding mode

Because of node failure, node mobility, or schetufiolicy,
disconnections may occur in a WSN generating whreatall
“voids”. In this situation, the neighbor set is ém@and the
angle a=180°. Thus, the forwarder node will inform all its
neighbors that it cannot be considered to forwarckpts to
the sink (see Figure 6). This node will also detegthe
forwarding responsibility to the less far of itdgtéors. This
process is recursively repeated steps back umdiirfg a node
which can forward successfully the packet.

This technique is better than the perimeter routmegle used
in GPSR routing protocol, since this kind of lahgli
mechanism is done only once when receiving a pdolat
an unknown stream, all the other packets belonginthe
same stream will be routed avoiding the nodesatefacing
a void toward the sink.

Recieved packet

l (H, j) < Get Hop_Values(packet.Source) // not null
h = packet.HopCount

Forwarder nodi

Score; Score, ScoreJ ~c Scorep Scoreg) > Scorep) > . . . >Scorem)

00~0-0

N, N, N Non

UpdateJ NJVU dat NLU dat lUpdate:
H — hg+1 pdate PO TH — hejrm

MeanScore 6

Set_Hop_Values(packet.source, (H,j))
Figure 5: Forwarding a packet of an already known seam.

Forwarder -
Node Sink

— [NO_PATH_TO_SINK] message
[DELEGATE_FORWARDING] message
— Smart Greedy Frowarding

Figure 6: A blocking situation where a forwarder nale has no
neighbor closer to the sink node than itself.

V. SIMULATION AND EVALUATION

In this paper, we have considered a homogenous WMSN
which nodes are randomly deployed through the sgrfild.
The sensing field is a rectangular area of 50062 The
sink node is situated at a fixed point in the rghadge of the
sensing field at coordinates (490, 90) while a seurode is
placed in the other edge at coordinates (10, 90).

We consider this network for video surveillancerdésponse
to an event, the source node will send images avitite of 1
image per second during 30 seconds.

To demonstrate and evaluate the performance of AGEM
used OMNeT++ 4.0 which is a discrete event network
simulator [21]. To prove the effectiveness of AGEM; have
also implemented the GPSR algorithm and compared th
simulation results. Table 1 summarizes the sinmati
environment.

We have considered that the link data is of typ&HE
802.15.4 and in which the data rate can be prapwtito the
transmission distance.

We have varied the network topology by varying tiuenber

of sensor nodes to obtain network of 30, 50, 80 &6d
nodes. We consider the minimum distance between two
neighbors node greater than 1 meter.

Parameter Value

Network Size 500m x 200m

Number of Sink Nodes 1

Number of Source Nodes 1

Number of Sensor Nodes 30, 50, 80, 100

Number of Images 30 images

Image Size 10Kb

Image Rate 1 image/sec

Maximum Radio Range 80 meters

Link Data Rate 250 Kbps/,/Link_Length

Table 1: Simulation parameters.

For each topology and with a initial angle30°, we have
measured various parameters: the distribution efrigtwork
remaining energy (mean in Figure 7and variancegure 8),

the distribution of the mean energy consumption by
partitioning the network into regions of 40 metesidth (see
Figure 9 and Figure 10), the distribution of theks end-to-
end transmission delay in Figure 11, and finally ttumber

of lost packets in Figure 12.

o 900 TTaGpsR
2 90,00 {=AGEM —
c
)
o 8500 ——— —_— —_— —
@
g 80,00 T——mu—— — — —
E
5 7500 +— — —_— —_— —
H
@ 70,00 - T T T )
2
30 Nodes 50 Nodes 80 Nodes 100 Nodes
Figure 7: The mean remaining energy in the differehnetwork
topologies.
o 1500,00
§ = GPSR
E AGEM
2 1000,00 |—
g
[
S
¥ 500,00 {— —I O
=}
2
[
z 0,00 - . . . s
30 Nodes 50 Nodes 80 Nodes 100 Nodes

Figure 8: The remaining energy distribution variane in the
different network topologies.



Global energy distribution:
Because of the inflexible selection of the nextwiader
node, the GPSR keeps various nodes unused arzksitii
few nodes for sending packets. This explains tHS&E mean
energy is being bigger than in the case of AGEMqual as
shown inFigure 7 However, the energy distribution in the
network is well distributed with AGEM compared t&*SR,
as illustrated inFigure 8 since most of the nodes can be
active due to multipath routing.

120,00
100,00
80,00 -

60,00 —_?
40,00 +—\— ——ACEN —
20,00 -

GPSR
00 +——"rr—mr—r——--r—v - r——

10 50 90 130 170 210 250 290 330 370 410 450

Mean energy

Figure 9: The distribution of the remaining energyacross the
network for a 30 nodes network topology.

105,00
100,00
95,00 F—
90,00 -+V£=‘!Q _
85,00 N -
80,00
75,00
70,00 T T T T T T T T T T T 1

10 50 90 130 170 210 250 290 330 370 410 450

Mean energy

Figure 10: The distribution of the remaining energyacross the
network for a 100 nodes network topology.

Local energy distribution:

Figure 9 and Figure 10 illustrate the mean eneryhe
network partitioned in regions of 40 meters widdr the
topologies of 30 and 100 nodes. We can clearlytisagethe
energy is uniformly consumed through the networkemh
using AGEM routing protocol compared to GPSR rautin
protocol. The benefit of such a feature is preventthe
network from being partitioned into sub networksnpdetely
disconnected if some nodes died before the otlergeacan
clearly see in Figure 9 where no nodes remain alivéhe
region [50, 90] while using the GPSR algorithm.

150,00 = AGEM |
i _E‘ GPSR
(V]
& ° 100,00 —
£5
23
o 2
€ 5000 +—of —a ——f ——— —
TN N N
©
25 0,00 - ; ; ; . .
30 Nodes 50Nodes 80 Nodes 100 Nodes

Figure 11: The distribution of the end-to-end transnission delay.
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Figure 12: The Number of lost packets.

Packet loss and Transmission delay:
Because of the use of multiple paths to transnta gackets,
the packet transmission delay has been extremeledsed
as illustrated in Figure 11. The packet loss has &leen
decreased as shown in Figure 12. This enhanceraenbe
explained by the following points:
— The use of the same path will increase the timentspe
inside the buffers (queue) among this path whielaldeto
a traffic congestion.

— Packet loss may occur because sensors cannot keep

packets for a long time in its buffers and thiglie to the

hard resource constraint.
These results demonstrate clearly the ability ofEMGto
deliver multimedia traffic (Images traffic in ouase) and
enhancing the QoS compared to GPSR (lowering thet@n
end delay and packet loss ratio). AGEM is also nsoiitable
to dense network in which different paths to degiom may
exist.

V. CONCLUSION

In this paper, we have described a new algorithmehga
AGEM that is suitable for transmitting multimediesaming
over WMSNs. Because nodes are often densely deploye
different paths from source nodes to the baseostatiay
exist. To meet the multimedia transmission consisaand to
maximize the network lifetime, AGEM exploits the hipath
capabilities of the WSN to make load balancing agnon
nodes. Simulation results compared to GPSR show tha
AGEM is well suited for WMSNs since it ensures onih
energy consumption and meets the delay and paokst |
constraint.
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