
HAL Id: hal-00654160
https://hal.science/hal-00654160v2

Preprint submitted on 30 Dec 2011 (v2), last revised 16 Jan 2012 (v4)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Hardy spaces, commutators of singular integral
operators related to Schrödinger operators and

applications
Luong Dang Ky

To cite this version:
Luong Dang Ky. Hardy spaces, commutators of singular integral operators related to Schrödinger
operators and applications. 2011. �hal-00654160v2�

https://hal.science/hal-00654160v2
https://hal.archives-ouvertes.fr


HARDY SPACES, COMMUTATORS OF SINGULAR INTEGRAL

OPERATORS RELATED TO SCHRÖDINGER OPERATORS AND

APPLICATIONS

LUONG DANG KY

Abstract. Let L = −∆+ V be a Schrödinger operator on Rd, d ≥ 3, where V

is a nonnegative function, V 6= 0, and belongs to the reserve Hölder class RHd/2.
The purpose of this paper is three-fold. First, we prove a version of the classical
theorem of Jones and Journé on weak∗-convergence in H1

L(R
d). Secondly, we give

a bilinear decomposition for the product space H1
L(R

d)×BMOL(Rd). Finally, we
study the commutators [b, T ] for T belongs to a class KL of sublinear operators
containing almost all fundamental operators in harmonic analysis related to L.
More precisely, when T ∈ KL, we prove that there exists a bounded subbilinear
operator R = RT : H1

L(R
d)×BMO(Rd) → L1(Rd) such that

(1) |T (S(f, b))| −R(f, b) ≤ |[b, T ](f)| ≤ R(f, b) + |T (S(f, b))|,
where S is a bounded bilinear operator from H1

L(R
d) × BMO(Rd) into L1(Rd)

which does not depend on T . In the particular case of the Riesz transforms
Rj = ∂xj

L−1/2, j = 1, ..., d, and b ∈ BMO(Rd), we prove that the commutators

[b, Rj ] are bounded on H1
L(R

d) iff b ∈ BMO
log

L (Rd)– a new space of BMO type,

which coincides with the space LMO(Rd) when L = −∆+ 1. Furthermore,

‖b‖BMOlog

L

≈ ‖b‖BMO +

d∑

j=1

‖[b, Rj]‖H1
L
→H1

L
.

The subbilinear decomposition (1) explains why almost all commutators of the
fundamental operators are of weak type (H1

L, L
1), and when a commutator [b, T ]

is of strong type (H1
L, L

1).
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1. Introduction

Let L = −∆+V be a Schrödinger operator on Rd, d ≥ 3, with V is a nonnegative
function, V 6= 0, and belongs to the class RHd/2. Here RHq is the class of functions
satisfying the reverse Hölder inequality of order q > 1. In the recent years, there
is an increasing interest on the study of the problems of harmonic analysis associ-
ated with these operators. In particular, Fefferman [18], Shen [40] and Zhong [47]
obtained some basic results on L, including certain estimates of the fundamental
solutions of L and the boundedness of Riesz transforms ∇L−1/2 on Lebesgue spaces
Lp(Rd) for some p ∈ (1,∞). In [17], Dziubański and Zienkiewicz considered the
Hardy space H1

L(R
d) defined in terms of the maximal function ML (see Section 2)

related to the semigroup Tt = e−tL, t > 0, and characterized it in terms of atomic
decomposition and in terms of the Riesz transforms∇L−1/2. Then, Dziubański et al.
[16] introduced a BMO-type space BMOL(Rd) associated with L and established
the duality between H1

L(R
d) and BMOL(Rd). Later, Deng el al. [15] introduced

and developed new function spaces of VMO type associated with some operators
which have a bounded holomorphic functional calculus on L2(Rd). More precisely,

in the particular case of the Schrödinger operator L, their space Ṽ MOL(Rd) is the
subspace of BMOL(Rd) which consists of all functions f ∈ BMOL(Rd) such that
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γ1(f) = γ2(f) = γ3(f) = 0, where

γ1(f) = lim
t→0


 sup
x∈Rd,r≤t

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 ,

γ2(f) = lim
t→∞


 sup
x∈Rd,r≥t

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 ,

γ3(f) = lim
t→∞


 sup
B(x,r)⊂(B(0,t))c

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 .

Also, the authors in [15] showed that H1
L(R

d) is just the dual of Ṽ MOL(Rd). This
fact allows us to study the weak∗-convergence in the setting of H1

L(R
d). Motivated

by this, thanks to some ideas from [14] we introduce the space VMOL(Rd) as the
closure of C∞

c (Rd), the space of C∞-functions with compact support, in BMOL(Rd).

We then prove that VMOL(Rd) coincides with Ṽ MOL(Rd) and establish a version
of the Jones-Journé theorem for H1

L(R
d). To do this, we introduce and study the

discrete Riesz transforms R̃j (see Section 3).
Products of functions in H1 and BMO have been considered by Bonami et al. in

[6]. Such products in general are not integrable. However, following [6], they make
sense as distributions, and can be written as the sum of an integrable function and
a function in a weighted Hardy-Orlicz space. To be more precise, for f ∈ H1(Rd)
and g ∈ BMO(Rd), we define the product (in the distribution sense) f × g as the
distribution whose action on the Schwartz function φ ∈ S(Rd) is given by

〈f × g, φ〉 := 〈φg, f〉 ,
where the second bracket stands for the duality bracket between H1(Rd) and its
dual BMO(Rd). Then, it was shown in [6] that for each f ∈ H1(Rd), there are
two bounded linear operators Lf : BMO(Rd) → L1(Rd) and Hf : BMO(Rd) →
HΦ(Rd, dµ) such that for every g ∈ BMO(Rd),

f × g = Lf (g) +Hf(g).

Here HΦ(Rd, dµ) is the weighted Hardy-Orlicz space related to the Orlicz function
Φ(t) = t

log(e+t)
and the weight dµ(x) = (log(e + |x|))−1dx. To be more precise,

HΦ(Rd, dµ) consists of all distributions f such that for some λ > 0,

∫

Rd

Mf(x)
λ

log
(
e+ Mf(x)

λ

) dx

log(e+ |x|) <∞
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with the Luxemburg norm

‖f‖HΦ
µ
= inf



λ > 0 :

∫

Rd

Mf(x)
λ

log
(
e + Mf(x)

λ

) dx

log(e+ |x|) ≤ 1



 .

Here and in what follows the grand maximal operator M is defined by

Mf(x) = sup
φ∈A

sup
|y−x|<t

t−d|f ∗ φ(t−1·)(y)|

with A = {φ ∈ S(Rd) : |φ(x)| + |∇φ(x)| ≤ (1 + |x|2)−(d+1)}. Unfortunately, as the
classical spaces H1(Rd) and BMO(Rd), the pointwise product b.f of functions b ∈
BMOL(Rd) and f ∈ H1

L(R
d) need not be integrable. Similarly to the classical case

in [6], Li and Peng showed in [32] that they can make in the sense of distributions.
Furthermore, for each f ∈ H1

L(R
d), there are two bounded linear operators Lf :

BMOL(Rd) → L1(Rd) and Hf : BMOL(Rd) → HΦ
L (R

d, dµ) such that for every
g ∈ BMOL(Rd),

(1.1) f × g = Lf (g) +Hf(g).

Here HΦ
L (R

d, dµ) is defined as HΦ(Rd, dµ) with the grand maximal operator M

replaced by the maximal operatorML. Motivated by [6], [32] and some recent results
of Bonami et al. [4], in this paper, we prove that there are two bounded bilinear
operators SL : H1

L(R
d) × BMOL(Rd) → L1(Rd) and TL : H1

L(R
d) × BMOL(Rd) →

H log(Rd) such that for every (f, g) ∈ H1
L(R

d)× BMOL(Rd),

(1.2) f × g = SL(f, g) + TL(f, g).

Here H log(Rd) is a new kind of Hardy-Orlicz space consisting of all distributions f
such that for some λ > 0,

∫

Rd

Mf(x)
λ

log
(
e + Mf(x)

λ

)
+ log(e+ |x|)

dx <∞

with the Luxemburg norm

‖f‖Hlog = inf



λ > 0 :

∫

Rd

Mf(x)
λ

log
(
e + Mf(x)

λ

)
+ log(e+ |x|)

dx ≤ 1



 .

Clearly, H log(Rd) ⊂ HΦ(Rd, dµ) with continuous embedding. Moreover, simi-
larly to the inclusion H1(Rd) ⊂ H1

L(R
d), in a forecoming paper, using the atomic

decompositions, we also obtain that HΦ(Rd, dµ) ⊂ HΦ
L (R

d, dµ) with continuous em-
bedding. Compared with the main result in [32] (see [32], Theorem 1), our results
make an essential improvement in two directions. The first one consists in proving
that the space HΦ

L (R
d, dµ) can be replaced by a smaller space H log(Rd). Secondly,

we give the bilinear decomposition (1.2) for the product space H1
L(R

d)×BMOL(Rd)
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instead of the linear decomposition (1.1) depending on f ∈ H1
L(R

d), which was con-
jectured by Bonami, Iwaniec, Jones and Zinsmeister (see [6], Conjecture 1.7) for
the classical case. Also, they allow to study regularity properties of commutators of
singular integral operators which are of increasing interest in this setting.

Given a function b locally integrable on Rd, and a (classical) Calderón-Zygmund
operator T , we consider the linear commutator [b, T ] defined for smooth, compactly
supported functions f by

[b, T ](f) = bT (f)− T (bf).

A classical result of Coifman, Rochberg and Weiss (see [12]), states that the com-
mutator [b, T ] is continuous on Lp(Rd) for 1 < p <∞, when b ∈ BMO(Rd). Unlike
the theory of (classical) Calderón-Zygmund operators, the proof of this result does
not rely on a weak type (1, 1) estimate for [b, T ]. Instead, an endpoint theory was
provided for this operator. A general overview about these facts can be found in the
recent paper of Ky [31]. In the present paper, we consider commutators of singular
integral operators T related to the Schrödinger operator L, where T is in the class
KL of all sublinear operators T , bounded from H1

L(R
d) into L1(Rd) satisfying that

there are q ∈ (1,∞], ε > 0 such that

‖(b− bB)Ta‖L1 ≤ C‖b‖BMO

for all BMO-function b, generalized (H1
L, q, ε)-atom (see Section 2) a related to

the ball B. Here bB denotes the average of b on B, and C > 0 is a constant
independent of b, a. This class KL contains almost all fundamental operators (we
refer the reader to [31] for the classical case L = −∆) related to the Schrödinger
operator L: Schrödinger-Calderón-Zygmund operators, maximal type operators, L-
square operators, etc... (see Section 6). Let Rj = ∂xjL

−1/2, j = 1, ..., d, be the Riesz
transforms associated with L. Remark that Rj are just, in general, Schrödinger-
Calderón-Zygmund operators (related to L) when V ∈ RHd. In this paper, we
consider all potentials V which belong to the reserve Hölder class RHd/2.

Although Schrödinger-Calderón-Zygmund operators mapH1
L(R

d) into L1(Rd) (see
Section 6), it was observed in [33] that, when b ∈ BMO(Rd), the commutators
[b, Rj ] do not map, in general, H1

L(R
d) into L1(Rd). Thus, when b ∈ BMO(Rd), it

is natural (see the paper of Pérez [39] for the classical case) to ask for subspaces
of H1

L(R
d) such that all commutators of Schrödinger-Calderón-Zygmund operators

and the Riesz transforms map continuously these spaces into L1(Rd). Here, we are
interested in the following two questions.

Question 1. For b ∈ BMO(Rd). Can one find the largest subspace H1
L,b(R

d) of

H1
L(R

d) such that all commutators of Schrödinger-Calderón-Zygmund operators and
the Riesz transforms are bounded from H1

L,b(R
d) into L1(Rd)?

Question 2. Can one find all functions b in BMO(Rd) such that H1
L,b(R

d) ≡
H1
L(R

d)?
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Let X be a Banach space. We say that an operator T : X → L1(Rd) is a sublinear
operator if for all f, g ∈ X and α, β ∈ C, we have

|T (αf + βg)(x)| ≤ |α||Tf(x)|+ |β||Tg(x)|.
Obviously, a linear operator T : X → L1(Rd) is a sublinear operator. We also say
that a operator T : H1

L(R
d) × BMO(Rd) → L1(Rd) is a subbilinear operator if for

every (f, g) ∈ H1
L(R

d)×BMO(Rd), the operators T(f, ·) : BMO(Rd) → L1(Rd) and
T(·, g) : H1

L(R
d) → L1(Rd) are sublinear operators.

To anwser Question 1 and Question 2, we study commutators of sublinear opera-
tors in KL. More precisely, when T ∈ KL is a sublinear operator, we prove that there
exists a bounded subbilinear operator R = RT : H1

L(R
d)×BMO(Rd) → L1(Rd) so

that for all (f, b) ∈ H1
L(R

d)×BMO(Rd), we have

(1.3) |T (S(f, b))| −R(f, b) ≤ |[b, T ](f)| ≤ R(f, b) + |T (S(f, b))|,
where S is a bounded bilinear operator from H1

L(R
d) × BMO(Rd) into L1(Rd)

which does not depend on T (see Section 5). The subbilinear decomposition (1.3)
is strongly related to our previous results in [4, 31] on paraproduct and product on
H1(Rd) × BMO(Rd). Also, it gives a general overview. Namely, it explains why
almost commutators of the fundamental operators are of weak type (H1

L, L
1), and

when a commutator [b, T ] is of strong type (H1
L, L

1).
Let b be a non-constant BMO-function, otherwise [b, T ] = 0. We define the space

H1
L,b(R

d) is the set of all f in H1
L(R

d) such that [b,ML](f)(x) = ML(b(x)f(·) −
b(·)f(·))(x) belongs to L1(Rd), and the norm on H1

L,b(R
d) is defined by ‖f‖H1

L,b
=

‖f‖H1
L
‖b‖BMO + ‖[b,ML](f)‖L1. Then, using the subbilinear decomposition (1.3),

we prove that all commutators of Schrödinger-Calderón-Zygmund operators and the
Riesz transforms are bounded from H1

L,b(R
d) into L1(Rd). Furthermore, H1

L,b(R
d) is

the largest space having this property (see Theorem 5.3). This answers Question 1.

Recall that BMOlog
L (Rd) the set of all locally integrable functions f such that

‖f‖BMOlog
L

= sup
B(x,r)


log

(
e+

ρ(x)

r

) 1

|B(x, r)|

∫

B(x,r)

|f(y)− fB(x,r)|dy


 <∞,

where ρ(x) = sup{r > 0 : 1
rd−2

∫
B(x,r)

V (y)dy ≤ 1}. This space arises naturally in the

study of characterizations of pointwise multipliers on BMOL(Rd), see for example
[3, 35]. Then, we also use the decomposition (1.3) to prove that H1

L,b(R
d) ≡ H1

L(R
d)

iff b ∈ BMOlog
L (Rd) (see Theorem 5.4), which answers Question 2.

When T is linear and belongs to KL, we prove that there exists a bounded bilinear
operators R = RT : H1

L(R
d) × BMO(Rd) → L1(Rd) such that for all (f, b) ∈

H1
L(R

d)×BMO(Rd), we have the following bilinear decomposition

(1.4) [b, T ](f) = R(f, b) + T (S(f, b)).
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In the particular case of the Riesz transforms Rj, j = 1, ..., d, Gou et al. showed
in [23] that the classical theorem of Coifman, Rochberg and Weiss still holds for
b ∈ BMO(Rd). More precisely, they established that the commutators [b, Rj ] are

bounded on Lp(Rd) whenever b ∈ BMO(Rd) and 1 < p ≤ p0 =
dq
d−q where V ∈ RHq

for some d/2 ≤ q < d. Of course, if V ∈ RHq with q ≥ d then it is just the
classical theorem of Coifman, Rochberg and Weiss since Rj are (classical) Calderón-
Zygmund operators (see [40]). Recently, this result was extended by Bongioanni et
al. (see [8]), there they obtained that BMO(Rd) can be replaced by BMOL,∞(Rd) =
∪θ≥0BMOL,θ(Rd) (see Section 5) containing BMO(Rd) as a proper subset.

Let R∗
j , j = 1, ..., d, be the adjoint operators of Rj . In [7], Bongioanni et al. es-

tablished that the operators R∗
j are bounded on BMOL(Rd), and thus from L∞(Rd)

into BMOL(Rd). Later, in [8] the authors ask for a class of functions b such that the
commutators [b, R∗

j ] are bounded from L∞(Rd) into BMOL(Rd), and such a class of

functions BMOlog
L,∞(Rd) = ∪θ≥0BMOlog

L,θ(R
d) (see Section 5) was found. A natural

question arises: can one replace the space L∞(Rd) by BMOL(Rd)?

Question 3. Are the commutators [b, R∗
j ], j = 1, ..., d, bounded on BMOL(Rd)

whenever b ∈ BMOlog
L,∞(Rd)?

Motivated by this question, we study Hardy estimates for commutators of the
Riesz transforms [b, Rj ]. Let us also remind that in the setting of the unit circle
T = {z ∈ C : |z| = 1}, Janson, Peetre and Semmes showed in [27] that the
commutator of the Hilbert transform [b,H ] is bounded on the Hardy space H1(T)
whenever b ∈ BMOlog(T), with

‖b‖BMOlog(T) =
1

2π

∣∣∣
∫

T

b(z)|dz|
∣∣∣ + sup

I

log 4
|I|

|I|

∫

I

∣∣∣b(η)− 1

|I|

∫

I

b(z)|dz|
∣∣∣|dη| <∞

where the supremum is taken over all arcs I of T and |I| is the length of I. In
the setting of Schrödinger operators L on Rd, an interesting question is for which
functions b the commutators of the Riesz transforms [b, Rj ] are bounded on H1

L(R
d).

Here, we give such a class of functions, however we do not know whether this class
is the largest (see Question 4). More precisely, given b ∈ BMOL,∞(Rd), we prove
that the commutators [b, Rj ], j = 1, ..., d, are bounded on H1

L(R
d) if and only if b

belongs to BMOlog
L,∞(Rd) (see Theorem 5.6). Furthermore, when b ∈ BMOlog

L,θ(R
d)

for some θ ≥ 0, we have

‖b‖BMOlog
L,θ

≈ ‖b‖BMOL,θ
+

d∑

j=1

‖[b, Rj ]‖H1
L→H1

L
.

As a consequence, we obtain that if b ∈ BMOlog
L,∞(Rd), then the commutators

[b, R∗
j ] are bounded on BMOL(Rd), which gives a positive answer for Question 3. In
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addition,

‖b‖BMOlog
L

≈ ‖b‖BMO +

d∑

j=1

‖[b, Rj ]‖H1
L→H1

L
.

Now, an open question is that:

Question 4. Can one find the set of all functions b such that the commutators
[b, Rj ], j = 1, ..., d, are bounded on H1

L(R
d)?

This paper is organized as follows. In Section 2, we give a notion of generalized
atoms and establish a characterization ofH1

L(R
d) in terms of these generalized atoms.

In Section 3, we introduce discrete Riesz transforms and use them to study weak∗-
convergence inH1

L(R
d). More precisely, we prove a version of the classical theorem of

Jones and Journé on weak∗-convergence in H1
L(R

d). In Section 4, we state and prove
a theorem on bilinear decomposition for the product space H1

L(R
d) × BMOL(Rd).

In Section 5, we study commutators of singular integral operators related to L. In
particular, we give subbilinear and bilinear decompositions for commutators [b, T ]
with b ∈ BMO(Rd) and T ∈ KL, and anwser Question 1 (see Theorem 5.3) and
Question 2 (see Theorem 5.4). Also, we obtain Hardy estimates for commutators
of Schrödinger-Calderón-Zygmund operators and the Riesz transforms, which give
an anwser for Question 3 (see Theorem 5.7). In Section 6, we give some examples
of (sublinear) operators which are in the class KL. In Section 7, we give some
subspaces of H1

L(R
d), which do not necessarily depend on b and T (see Theorem 7.2

and Theorem 7.3), such that all commutators [b, T ], for b ∈ BMO(Rd) and T ∈ KL,
map continuously these spaces into L1(Rd). Finally, Section 8 and Section 9 are
devoted to the proofs of the main theorems stated in Section 5.

Throughout the whole paper, C denotes a positive geometric constant which is
independent of the main parameters, but may change from line to line. The symbol
f ≈ g means that f is equivalent to g (i.e. C−1f ≤ g ≤ Cf). In Rd, we denote by
B = B(x, r) an open ball with center x and radius r > 0, and tB(x, r) := B(x, tr)
whenever t > 0. For any measurable set E, we denote by χE its characteristic
function, by |E| its Lebesgue measure, and by Ec the set Rd \ E. For a ball B and
f a locally integrable function, we denote by fB the average of f on B.

Acknowledgements. The author would like to thank Aline Bonami, Sandrine
Grellier and Frédéric Bernicot for many helpful suggestions and discussions. He
would especially like to thank Prof. Sandrine Grellier for her carefully reading and
revision of the manuscript.

2. Hardy spaces via generalized atoms

A nonnegative locally integrable function V is said to belong to a reverse Hölder
class RHq, 1 < q <∞, if there exists C > 0 such that

( 1

|B|

∫

B

V qdx
)1/q

≤ C

|B|

∫

B

V dx
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holds for every balls B in Rd. By Hölder inequality we can get that RHq1 ⊂ RHq2

if q1 ≥ q2 > 1. For q > 1, it is well-known that V ∈ RHq implies V ∈ RHq+ε for
some ε > 0 (see [21]). Moreover, V (y)dy is a doubling measure, namely for any ball
B(x, r) we have

(2.1)

∫

B(x,2r)

V (y)dy ≤ C0

∫

B(x,r)

V (y)dy.

In this paper, we always assume that L = −∆+V is a Schrödinger operator on Rd

with 0 6= V belongs to the reverse Hölder class RHd/2. We then define the auxiliary
function ρ by

ρ(x) = sup
{
r > 0 :

1

rd−2

∫

B(x,r)

V (y)dy ≤ 1
}
,

x ∈ Rd, and for any n ∈ Z,

Bn = {x ∈ Rd : 2−(n+1)/2 < ρ(x) ≤ 2−n/2}.
Clearly, 0 < ρ(x) <∞ for all x ∈ Rd, and thus Rd =

⋃
n∈Z Bn.

The following lemma is important and will be used often.

Lemma 2.1 (see [40], Lemma 1.4). There exist C > 1 and k0 ≥ 1 such that for all
x, y ∈ Rd,

C−1ρ(x)
(
1 +

|x− y|
ρ(x)

)−k0
≤ ρ(y) ≤ Cρ(x)

(
1 +

|x− y|
ρ(x)

) k0
k0+1

.

Let {Tt}t>0 be semigroup generated by L and Tt(x, y) be their kernels. Namely,

Ttf(x) = e−tLf(x) =

∫

Rd

Tt(x, y)f(y)dy, f ∈ L2(Rd), t > 0.

Then the maximal operator is defined by

MLf(x) = sup
t>0

|Ttf(x)|.

We say that a function f ∈ L2(Rd) belongs to the space H1
L(R

d) if

‖f‖H1
L
:= ‖MLf‖L1 <∞.

The space H1
L(R

d) is then defined as the completion of H1
L(R

d) with respect to this
norm.

Throughout the whole paper, we denote by CL the constant

CL = 8.9k0C

where k0 and C are defined as in Lemma 2.1.
Thank to the ideas from [11] and [13], we give here some variants of the definition

of atoms for H1
L(R

d) which are useful for our study.
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Definition 2.1. Let 1 < q ≤ ∞ and ε > 0.

(1) Recall that a function a is called a classical (H1, q)-atom related to the ball
B(x0, r) if
(a) supp a ⊂ B(x0, r),
(b) ‖a‖Lq ≤ |B(x0, r)|1/q−1,
(c)

∫
Rd a(x)dx = 0.

(2) A function a is called a (H1
L, q)-atom related to the ball B(x0, r) if r ≤

CLρ(x0) and
(a) supp a ⊂ B(x0, r),
(b) ‖a‖Lq ≤ |B(x0, r)|1/q−1,
(c) if r ≤ 1

CLρ(x0) then
∫
Rd a(x)dx = 0.

(3) A function a is called a generalized (H1
L, q, ε)-atom related to the ball B(x0, r)

if
(a) supp a ⊂ B(x0, r),
(b) ‖a‖Lq ≤ |B(x0, r)|1/q−1,

(c) |
∫
Rd a(x)dx| ≤

(
r

ρ(x0)

)ε
.

Remark 2.1. Let 1 < q ≤ ∞ and ε > 0. Then, a (H1
L, q)-atom will be a CL times

a generalized (H1
L, q, ε)-atom related to the same ball.

Remark 2.2. Let 1 < q ≤ ∞ and ε > 0. Then, a classical (H1, q)-atom will
be a generalized (H1

L, q, ε)-atom related to the same ball, but not a (H1
L, q)-atom in

general.

By Remark 2.1, Remark 2.2 and in what follows, it seems that the notion of gener-
alized (H1

L, q, ε)-atoms will be useful to study the theory of Hardy spaces associated
with Schrödinger operators.

Definition 2.2. Let 1 < q ≤ ∞ and ε > 0.

(1) The space H1,q,ε
L,at (R

d) is defined to be set of all functions f in L1(Rd) which

can be written as f =
∑∞

j=1 λjaj where the aj’s are generalized (H1
L, q, ε)-

atoms and the λj’s are complex numbers such that
∑∞

j=1 |λj| <∞. As usual,

the norm on H1,q,ε
L,at (R

d) is defined by

‖f‖H1,q,ε
L,at

= inf
{ ∞∑

j=1

|λj | : f =
∞∑

j=1

λjaj

}
.

(2) The space H1,q,ε
L,fin(R

d) is defined to be set of all f =
∑k

j=1 λjaj, where the aj’s

are generalized (H1
L, q, ε)-atoms. Then, the norm of f in H1,q,ε

L,fin(R
d) is defined

by

‖f‖H1,q,ε
L,fin

= inf
{ k∑

j=1

|λj | : f =

k∑

j=1

λjaj

}
.



HARDY SPACES AND COMMUTATORS 11

(3) The space H1,q
L,at(R

d) is defined as in (1) with generalized (H1
L, q, ε)-atoms

replaced by (H1
L, q)-atoms.

(4) The space H1,q
L,fin(R

d) is defined as in (2) with generalized (H1
L, q, ε)-atoms

replaced by (H1
L, q)-atoms.

(5) The space H1,q
fin (R

d) is defined as in (2) with generalized (H1
L, q, ε)-atoms

replaced by classical (H1, q)-atoms.

Theorem 2.1. Let 1 < q ≤ ∞ and ε > 0. Then, H1,q
L,at(R

d) = H1,q,ε
L,at (R

d) = H1
L(R

d)
and the norms are equivalent.

In order to prove Theorem 2.1, we need the following two lemmas.

Lemma 2.2 (see [32], Lemma 2). Let σ = min{1, 2−d/q0}/2 > 0 for some q0 > d/2
with V ∈ RHq0. Then, for all |y − z| < |x− y|/2 and t > 0,

|Tt(x, y)− Tt(x, z)| ≤ C
( |y − z|√

t

)σ
t−

d
2 e−

|x−y|2
t ≤ C

|y − z|σ
|x− y|d+σ .

Lemma 2.3 (see (3.5) in [17]). Given ε > 0. There exists a positive constant
C = C(ε, L) such that for every x, y ∈ Rd and t > 0,

|Tt(x, y)| ≤ C
1(

1 + |x−y|
ρ(y)

)ε
1

|x− y|d .

Proof of Theorem 2.1. The proof is divided in three steps. Step 1: H1,q
L,at(R

d) ⊂
H1,q,ε
L,at (R

d) and the inclusion is continuous. Step 2: H1,q,ε
L,at (R

d) ⊂ H1
L(R

d) and the

inclusion is continuous. Step 3: H1
L(R

d) ⊂ H1,q
L,at(R

d) and the inclusion is continuous.
Step 1. It is an immediate consequence of Remark 2.1.
Step 2. Let a be a generalized (H1

L, q, ε)-atom related to the ball B = B(x0, r),
we would like to prove that

(2.2) ‖a‖H1
L
= ‖ML(a)‖L1 ≤ C.

Indeed, from the Lq-boundedness of the classical Hardy-Littlewood maximal opera-
tor M, the estimate ML(a) ≤ CM(a) and Hölder inequality,

(2.3) ‖ML(a)‖L1(2B) ≤ C‖M(a)‖L1(2B) ≤ C|2B|1/q′‖M(a)‖Lq ≤ C,

where 1/q′ + 1/q = 1.
Let x /∈ 2B and t > 0, Lemma 2.2 and Lemma 2.3 give

|Tt(a)(x)| =
∣∣∣
∫

Rd

Tt(x, y)a(y)dy
∣∣∣

≤
∣∣∣
∫

B

(Tt(x, y)− Tt(x, x0))a(y)dy
∣∣∣+ |Tt(x, x0)|

∣∣∣
∫

B

a(y)dy
∣∣∣

≤ C
rσ

|x− x0|d+σ
+ C

rε

|x− x0|d+ε
.
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Therefore,

‖ML(a)‖L1((2B)c) = ‖ sup
t>0

|Tt(a)|‖L1((2B)c)

≤ C

∫

(2B)c

rσ

|x− x0|d+σ
dx+ C

∫

(2B)c

rε

|x− x0|d+ε
dx

≤ C.(2.4)

Then, (2.2) follows from (2.3) and (2.4).
Now, for every f =

∑
j λjaj ∈ H1,q,ε

L,at (R
d). As ML(f) ≤ ∑

j |λj|ML(aj), (2.2)
implies that

‖ML(f)‖L1 ≤
∑

j

|λj|‖ML(aj)‖L1 ≤ C
∑

j

|λj|.

This prove that f ∈ H1
L(R

d), moreover, ‖f‖H1
L
≤ C‖f‖H1,q,ε

L,at
.

Step 3. It is an immediate consequence of Corollary 2.1 (see below) and the
proof of Theorem 1.5 in [17]. We omit the details.

�

Theorem 2.2. Let 1 < q < ∞ and ε > 0. Then, the norms ‖ · ‖H1
L
and ‖ · ‖H1,q,ε

L,fin

are equivalent on H1,q,ε
L,fin(R

d).

Using Theorem 2.2, we immediately obtain the following result.

Proposition 2.1. Let 1 < q < ∞, ε > 0 and X be a Banach space. Suppose that
T : H1,q,ε

L,fin(R
d) → X is a sublinear operator with

sup{‖Ta‖X : a is a generalized (H1
L, q, ε)− atom} <∞.

Then, T can be extended to a bounded sublinear operator T̃ from H1
L(R

d) into X ,
moreover,

‖T̃‖H1
L→X ≤ C sup{‖Ta‖X : a is a generalized (H1

L, q, ε)− atom}.
Remark 2.3. It is not hard to see that H1,q,ε

L,fin(R
d) ≡ H1,q

L,fin(R
d). Thus, Theorem 2.2

can be followed from Theorem 2.1 and Theorem 3.2 of [46]. However, we would also
like to give a proof for two reasons:

1. One has a direct proof in the setting of Euclidean space Rd.
2. To prove Theorem 2.2, we give some lemmas and corollaries which are useful

and will be used often in next sections.

Before giving the proof of Theorem 2.2. We would like to recall some notations
and results of the paper from Dziubański and Zienkiewicz [17].

Let P (x) = (4π)−d/2e−|x|2/4 be the Gauss function. For n ∈ Z, the space h1n(R
d)

denotes the space of all integrable functions f such that

Mnf(x) = sup
0<t<2−n

|P√
t ∗ f(x)| = sup

0<t<2−n

∣∣∣
∫

Rd

pt(x, y)f(y)dy
∣∣∣ ∈ L1(Rd),
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where the kernel Pt is given by pt(x, y) = (4πt)−d/2e−
|x−y|2

4t . We equipped this space
with the norm

‖f‖h1n := ‖Mnf‖L1.

Definition 2.3. For 1 < q ≤ ∞ and n ∈ Z. A function a is said to be a (h1n, q)-atom
related to the ball B(x0, r) if r ≤ 21−n/2 and

i) supp a ⊂ B(x0, r),
ii) ‖a‖Lq ≤ |B(x0, r)|1/q−1,
iii) if r ≤ 2−1−n/2 then

∫
Rd a(x)dx = 0.

The atomic space h1,qn,at(R
d) is defined as in (1) of Definition 2.2 with generalized

(H1
L, q, ε)-atoms replaced by (h1n, q)-atoms.

Lemma 2.4 (see [17], Theorem 4.5). Let 1 < q ≤ ∞. Then, for all n ∈ Z we
have h1n(R

d) = h1,qn,at(R
d) with equivalent norms and constants are independent of n.

Moreover, if f ∈ h1n(R
d), supp f ⊂ B(x, 21−n/2), then there are (h1n, q)-atoms aj

related to the balls B(xj , rj) such that B(xj , rj) ⊂ B(x, 22−n/2) and

f =
∑

j

λjaj ,
∑

j

|λj| ≤ C‖f‖h1n

with a positive constant C independent of n and f .

Corollary 2.1. Let 1 < q ≤ ∞, n ∈ Z and x ∈ Bn. Suppose that f ∈ h1n(R
d)

with supp f ⊂ B(x, 21−n/2). Then, there are (H1
L, q)-atoms aj related to the balls

B(xj , rj) such that B(xj , rj) ⊂ B(x, 22−n/2) and

f =
∑

j

λjaj ,
∑

j

|λj| ≤ C‖f‖h1n

with a positive constant C independent of n and f .

Proof. By Lemma 2.4, there are (h1n, q)-atoms aj related to the balls B(xj , rj) such
that B(xj , rj) ⊂ B(x, 22−n/2) and

f =
∑

j

λjaj ,
∑

j

|λj| ≤ C‖f‖h1n.

As xj ∈ B(x, 22−n/2) and x ∈ Bn, Lemma 2.1 implies that rj ≤ 22−n/2 ≤ CLρ(xj).
In addition, if rj <

1
CLρ(xj), then Lemma 2.1 implies that rj ≤ 2−1−n/2, and thus∫

Rd aj(x)dx = 0 since aj are (h
1
n, q)-atoms related to the balls B(xj , rj). These prove

that aj are (H1
L, q)-atoms related to the balls B(xj , rj).

�

We next give three lemmas which are due to Dziubański and Zienkiewicz [17].
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Lemma 2.5 (see [17], Lemma 2.3). There exists a constant C > 0 and a collection
of balls Bn,k = B(xn,k, 2

−n/2), n ∈ Z, k = 1, 2, ..., such that xn,k ∈ Bn, Bn ⊂ ⋃k Bn,k,
and

card {(n′, k′) : B(xn,k, R2
−n/2) ∩ B(xn′,k′, R2

−n/2) 6= ∅} ≤ RC

for all n, k and R ≥ 2.

Lemma 2.6 (see [17], Lemma 2.5). There are nonnegative C∞-functions ψn,k, n ∈
Z, k = 1, 2, ..., supported in the balls B(xn,k, 2

1−n/2) such that
∑

n,k

ψn,k = 1 and ‖∇ψn,k‖L∞ ≤ C2n/2.

Lemma 2.7 (see (4.7) in [17]). For every f ∈ H1
L(R

d), we have
∑

n,k

‖ψn,kf‖h1n ≤ C‖f‖H1
L
.

To prove Theorem 2.2, we shall also need a series of lemmas below.

Lemma 2.8. Let 1 < q < ∞. Then, the norms ‖ · ‖H1 and ‖ · ‖H1,q
fin

are equivalent

on H1,q
fin (R

d).

The proof of Lemma 2.8 can be found in [36].

Lemma 2.9. Given 0 < R < ∞. Then, there are two positive integer numbers NR

and KR such that if |n| > NR or k > KR,

B(xn,k, 2
1−n/2) ∩ B(0, R) = ∅.

Deduce that for any f a function satisfying supp f ⊂ B(0, R), we have

f =
∑

n,k

ψn,kf =

NR∑

n=−NR

KR∑

k=1

ψn,kf.

Proof. As B(0, R) is a compact set, Lemma 2.5 follows that there is a finite set
ΓR ⊂ Z× Z+ such that

B(0, R) ⊂
⋃

(n,k)∈ΓR

B(xn,k, 2
−n/2) ⊂

⋃

(n,k)∈ΓR

B(xn,k, 2
1−n/2).

Again, using Lemma 2.5, the above inclusion implies that there is a finite set
Γ′
R ⊂ Z× Z+ such that for every (n, k) /∈ Γ′

R,

B(xn,k, 2
1−n/2) ∩ B(0, R) = ∅,

which allows us to end the proof. �

Throughout the whole paper, we fix a non-negative function ϕ which belongs
to S(Rd) with supp ϕ ⊂ B(0, 1) and

∫
Rd ϕ(x)dx = 1. We also assume that ϕ is a
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even function on Rd, that is, ϕ(x) = ϕ(−x) for all x ∈ Rd. Then, we define the
linear operator H by

H(f) =
∑

n,k

(
ψn,kf − ϕ2−n/2 ∗ (ψn,kf)

)
.

Lemma 2.10. The linear operator H is bounded from H1
L(R

d) into H1(Rd).

To prove Lemma 2.10, we need following lemma which proof can be found in [22].

Lemma 2.11. There exists a constant C = C(ϕ, d) > 0 such that

‖f − ϕ2−n/2 ∗ f‖H1 ≤ C‖f‖h1n , for all n ∈ Z, f ∈ h1n(R
d).

Proof of Lemma 2.10. For every f ∈ H1
L(R

d), it follows from Lemma 2.11 and
Lemma 2.7 that

‖H(f)‖H1 ≤
∑

n,k

∥∥∥ψn,kf − ϕ2−n/2 ∗ (ψn,kf)
∥∥∥
H1

≤ C
∑

n,k

‖ψn,kf‖h1n ≤ C‖f‖H1
L
,

which finishes the proof. �

Lemma 2.12. Let 1 < q <∞ and ε > 0. Suppose that a is a generalized (H1
L, q, ε)-

atom related to the ball B(x0, r). Then, H(a) is a multiple of a classical (H1, q)-atom,
and thus generalized (H1

L, q, ε)-atom.

Proof. By Lemma 2.9, there are N,K ∈ Z+ such that

H(a) =

N∑

n=−N

K∑

k=1

(
ψn,ka− ϕ2−n/2 ∗ (ψn,ka)

)
.

Therefore, the support of H(a) is a compact set, moreover, ‖H(a)‖Lq ≤ K(2N +
1)(‖a‖Lq + ‖ϕ‖L1‖a‖Lq) <∞. This together with Lemma 2.10 allow us to conclude
that H(a) is a multiple of a classical (H1, q)-atom.

�

Definition 2.4. For 1 < q ≤ ∞. A function a is said to be a (L1, q)-atom related
to the ball B(x0, r) if

i) supp a ⊂ B(x0, r),
ii) ‖a‖Lq ≤ |B(x0, r)|1/q−1.

Clearly, if a is a (H1
L, q)-atom relate to the ball B then a is also a (L1, q)-atom

relate to the ball B.

Lemma 2.13. Let 1 < q ≤ ∞. Then, for every f ∈ L1(Rd) with supp f ⊂ B(x, r),
there are (L1, q)-atoms aj related to the balls B(xj , rj) such that B(xj , rj) ⊂ B(x, 2r)
and

f =
∑

j

λjaj,
∑

j

|λj| ≤ C‖f‖L1,
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where the constant C is independent of f .

The proof of Lemma 2.13 is classical and will be omitted.

Lemma 2.14. Let 1 < q < ∞, n ∈ Z and x ∈ Bn. Then, ϕ2−n/2 ∗ a is C times
a (H1

L, q)-atom related to the ball B(x, 5.2−n/2) for all (L1, q)-atom a related to the
ball B(x0, r) ⊂ B(x, 22−n/2), where C > 0 independent of n, x, a.

Proof. Obviously, 1
CLρ(x) < 5.2−n/2 < CLρ(x) since x ∈ Bn. As supp ϕ ⊂ B(0, 1),

one get supp ϕ2−n/2 ∗ a ⊂ B(x, 5.2−n/2). In addition,

‖ϕ2−n/2 ∗ a‖Lq ≤ ‖ϕ2−n/2‖Lq‖a‖L1 ≤ (2−n/2)d(1/q−1)‖ϕ‖Lq ≤ C|B(x, 5.2−n/2)|1/q−1.

These show that ϕ2−n/2∗a is C times a (H1
L, q)-atom related to the ball B(x, 5.2−n/2).

�

Proof of Theorem 2.2. It follows from Theorem 2.1 that H1,q,ε
L,fin(R

d) ⊂ H1
L(R

d) and

‖f‖H1
L
≤ C‖f‖H1,q,ε

L,fin
for all f ∈ H1,q,ε

L,fin(R
d). Thus, we have to show that there exists

a constant C > 0 such that

(2.5) ‖f‖H1,q,ε
L,fin

≤ C‖f‖H1
L

for all f ∈ H1,q,ε
L,fin(R

d). By homogeneity, we may assume that ‖f‖H1
L
= 1.

Suppose that f =
∑m

j=1 λjaj , where aj are generalized (H1
L, q, ε)-atoms related to

the balls Bj = B(xj , rj). Then, by Lemma 2.9, there are N,K ∈ Z+ such that

f =

N∑

n=−N

K∑

k=1

(
ψn,kf − ϕ2−n/2 ∗ (ψn,kf)

)
+

N∑

n=−N

K∑

k=1

ϕ2−n/2 ∗ (ψn,kf)

=

m∑

j=1

λjH(aj) +

N∑

n=−N

K∑

k=1

ϕ2−n/2 ∗ (ψn,kf).(2.6)

On the other hand, by Lemma 2.8, Lemma 2.12, Remark 2.2 and Lemma 2.10,
there are generalized (H1

L, q, ε)-atoms b1, ..., bℓ and β1, ..., βℓ are complex numbers

such that
∑m

j=1 λjH(aj) =
∑ℓ

j=1 βjbj , and

(2.7)

ℓ∑

j=1

|βj| ≤ C‖
m∑

j=1

λjH(aj)‖H1 = C‖H(f)‖H1 ≤ C‖f‖H1
L
= C.

Let n ∈ {−N, ..., N} and k ∈ {1, ..., K}. As supp ψn,k ⊂ B(xn,k, 2
1−n/2) and

xn,k ∈ Bn, Corollary 2.1 and Remark 2.1 yield that there are generalized (H1
L, q, ε)-

atoms ãn,kj related to the balls B(xn,kj , rn,kj ) ⊂ B(xn,k, 2
2−n/2) and complex numbers

λn,kj such that

(2.8) ψn,kf =

∞∑

j=1

λn,kj ãn,kj and

∞∑

j=1

|λn,kj | ≤ C‖ψn,kf‖h1n
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with a constant C independent of n, k, f . We deduce that

‖ϕ2−n/2 ∗ (
∞∑

j=i

λn,kj ãn,kj )‖Lq ≤ 2Nd(1−1/q)‖ϕ‖Lq

∞∑

j=i

|λn,kj |

tends to 0 as i→ ∞. This implies there exists Nn,k ∈ Z+ such that

‖ϕ2−n/2 ∗ (
∞∑

j=Nn,k

λn,kj ãn,kj )‖Lq ≤ ǫ|B(xn,k, 5.2
−n/2)|1/q−1

with ǫ = 1
K(2N+1)

. By supp ϕ2−n/2 ∗ (
∑∞

j=Nn,k
λn,kj ãn,kj ) ⊂ B(xn,k, 5.2

−n/2) and
1
CLρ(xn,k) < 5.2−n/2 < CLρ(xn,k), the above inequality and Remark 2.1 prove that

ϕ2−n/2 ∗ (
∑∞

j=Nn,k
λn,kj ãn,kj ) is Cǫ times a generalized (H1

L, q, ε)-atom related to the

ball B(xn,k, 5.2
−n/2). This together with (2.8), Lemma 2.14, Remark 2.1 and Lemma

2.7 yield

‖
N∑

n=−N

K∑

k=1

ϕ2−n/2 ∗ (ψn,kf)‖H1,q,ε
L,fin

= ‖
N∑

n=−N

K∑

k=1

Nn,k−1∑

j=1

λn,kj ϕ2−n/2 ∗ ãn,kj +

N∑

n=−N

K∑

k=1

Cǫ
( 1

Cǫ
ϕ2−n/2 ∗ (

∞∑

j=Nn,k

λn,kj ãn,kj )
)
‖H1,q,ε

L,fin

≤ C
∑

n,k

‖ψn,kf‖h1n + CK(2N + 1)ǫ ≤ C‖f‖H1
L
+ C ≤ C.

(2.9)

Finally, (2.5) follows from (2.6), (2.7) and (2.9). This finishes the proof.
�

3. The VMOL(Rd) space and weak∗-convergence in H1
L(R

d)

As usual, we denote by C∞
c (Rd) the space of all C∞-functions with compact sup-

port, by S(Rd) the Schwartz space on Rd and by C0(Rd) the space of all continuous
functions vanishing at infinity.

3.1. Discrete Riesz transforms. Recall that the linear operator H is defined by

H(f) =
∑

n,k

(
ψn,kf − ϕ2−n/2 ∗ (ψn,kf)

)
.

Lemma 3.1. Let 1 ≤ p <∞. Then, H is bounded on Lp(Rd).

Proof. It is sufficient to show that
∥∥∥∥∥
∑

n,k

ϕ2−n/2 ∗ (ψn,kf)
∥∥∥∥∥
Lp

≤ C‖f‖Lp.
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Let z ∈ B(0, 1), Lemma 2.5 yields
∫

Rd

∣∣∣
∑

n,k

|f(x− 2−n/2z)|χB(xn,k ,3.2−n/2)(x)
∣∣∣
p

dx

≤ C

∫

Rd

∑

n,k

|f(x− 2−n/2z)|pχB(xn,k ,3.2−n/2)(x)dx

≤ C
∑

n,k

∫

B(xn,k ,22−n/2)

|f(y)|pdy = C

∫

Rd

|f(y)|p
∑

n,k

χB(xn,k ,22−n/2)(y)dy

≤ C

∫

Rd

|f(y)|p,

where the constants C are independent of f, z. This implies that

(3.1)

∥∥∥∥∥
∑

n,k

|f(· − 2−n/2z)|χB(xn,k ,3.2−n/2)

∥∥∥∥∥
Lp

≤ C‖f‖Lp.

For every x ∈ Rd, by 0 ≤ ψn,k ≤ 1 and supp ψn,k ⊂ B(xn,k, 2
1−n/2),

∑

n,k

∣∣∣
(
ϕ2−n/2 ∗ (ψn,kf)

)
(x)
∣∣∣ ≤

∑

n,k

∫

B(0,1)

ϕ(z)|f(x− 2−n/2z)|χB(xn,k ,21−n/2)(x− 2−n/2z)dz

≤
∫

B(0,1)

ϕ(z)
∑

n,k

|f(x− 2−n/2z)|χB(xn,k ,3.2−n/2)(x)dz.

This together with (3.1) and Hölder inequality give
∥∥∥∥∥
∑

n,k

ϕ2−n/2 ∗ (ψn,kf)
∥∥∥∥∥
Lp

≤ C‖ϕ‖L1‖f‖Lp ≤ C‖f‖Lp.

�

By Lemma 3.1, we are now already to give the definition for discrete Riesz trans-

forms R̃j as follows. Here and in what follows we denote by Rj the classical Riesz
transforms.

Definition 3.1. Let j = 1, ..., d. For every f ∈ ∪p≥1L
p(Rd), we define

R̃j(f) = Rj(H(f)).

Then, by ϕ is a even function on Rd, the adjoint operators of R̃j, j = 1, ..., d, have
the forms

(3.2) R̃∗
j (f) = −

∑

n,k

ψn,k

(
Rj(f)− ϕ2−n/2 ∗ (Rj(f))

)
.
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From Lemma 3.1, the boundedness on Lp(Rd) with 1 < p <∞ and the bounded-
ness from L1(Rd) into L1,∞(Rd) of the classical Riesz transforms, we deduce that:

Proposition 3.1. Let j = 1, ..., d. Then, R̃j is bounded on Lp(Rd), for 1 < p <∞,
and bounded from L1(Rd) into L1,∞(Rd).

From Lemma 2.10 and the boundedness on H1(Rd) of the classical Riesz trans-
forms, one have:

Proposition 3.2. Let j = 1, ..., d. Then, R̃j is bounded from H1
L(R

d) into H1(Rd).

Corollary 3.1. The operators R̃∗
j are bounded from BMO(Rd) into BMOL(Rd).

It is well-known (see [7]) that the Riesz transforms Rj are bounded on BMOL(Rd),
see also [34] for the setting of the Heisenberg group Hd. Similarly, we also have:

Proposition 3.3. The discrete Riesz transforms R̃j are bounded on BMOL(Rd).

Proof. Let f ∈ BMOL(Rd), let us first verify that

(3.3) ‖ϕ2−n/2 ∗ (ψn,kf)‖L∞ ≤ C‖f‖BMOL

for all n, k. In fact, one only need to consider x ∈ B(xn,k, 3.2
−n/2) since otherwise

ϕ2−n/2 ∗ (ψn,kf)(x) = 0. For every x ∈ B(xn,k, 3.2
−n/2),

|ϕ2−n/2 ∗ (ψn,kf)(x)| ≤ ‖ϕ‖L∞
1

(2−n/2)d

∫

B(xn,k ,22−n/2)

|ψn,k(z)f(z)|dz

≤ C
1

|B(xn,k, 22−n/2)|

∫

B(xn,k ,22−n/2)

|f(z)|dz

≤ C‖f‖BMOL
,

since xn,k ∈ Bn, which verified (3.3). Then, Lemma 2.5 and (3.3) yield

‖H(f)‖BMOL
≤ ‖f‖BMOL

+ ‖
∑

n,k

ϕ2−n/2 ∗ (ψn,kf)‖L∞ ≤ C‖f‖BMOL
,

and hence

‖R̃j(f)‖BMO = ‖Rj(H(f))‖BMO ≤ C‖H(f)‖BMO ≤ C‖f‖BMOL
.

Now, we only need to prove that for every ball B0 = B(x0, r) with r ≥ ρ(x0),

(3.4)
1

|B0|

∫

B0

|R̃j(f)(x)|dx ≤ C‖f‖BMOL
.

By Lemma 2.1, there exists a constant C = C(L) > 1, depends only on L, such
that for every y ∈ B(xn,k, 2

1−n/2) ∩ (B0)
c,

(3.5) 2−n/2 ≤ Cρ(x0)
1

k0+1 |y − x0|
k0

k0+1 ≤ Cr
1

k0+1 |y − x0|
k0

k0+1 .
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Deduce that

(3.6) |y − x− z| ≥ |y − x0| − |x− x0| − |z| ≥ 1

4
|y − x0|

for all x ∈ B0, z ∈ B(0, 2−n/2) and y ∈ B(xn,k, 2
1−n/2)∩(C̃B0)

c, where C̃ := (2C)k0+1

with C is the constant as in (3.5). Therefore, setting f2 := fχ(C̃B0)c
, (3.6) allows

that for every x ∈ B0,

|Rj(ψn,kf2 − ϕ2−n/2 ∗ (ψn,kf2))(x)|

=

∣∣∣∣∣∣∣

∫

Rd





∫

B(0,2−n/2)

ϕ2−n/2(z)
( xj − yj
|x− y|d+1

− xj − yj − zj
|x− y − z|d+1

)
dz




ψn,k(y)f2(y)dy

∣∣∣∣∣∣∣

≤ C‖ϕ‖L1

∫

(C̃B0)c

2−n/2

|y − x0|d+1
ψn,k(y)|f(y)|dy

≤ C

∫

(C̃B0)c

r
1

k0+1

|y − x0|d+
1

k0+1

ψn,k(y)|f(y)|dy

since (3.5). This implies that every x ∈ B0,

|R̃j(f2)(x)| ≤ C

∫

(C̃B0)c

r
1

k0+1

|y − x0|d+
1

k0+1

|f(y)|dy

≤ C

∞∑

k=1

∫

2k+1B0\2kB0

r
1

k0+1

|y − x0|d+
1

k0+1

|f(y)|dy

≤ C

∞∑

k=1

2
−k 1

k0+1
1

|2k+1B0|

∫

2k+1B0

|f(y)|dy

≤ C‖f‖BMOL

since r ≥ ρ(x0). Deduce that

(3.7)
1

|B0|

∫

B0

|R̃j(f2)(x)|dx ≤ C‖f‖BMOL
.
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We next write f = f1 + f2 where f1 = fχC̃B0
. Then, the L2-boundedness of R̃j

and John-Nirenberg inequality (see Corollary 3.2) give

1

|B0|

∫

B0

|R̃j(f1)(x)|dx ≤
( 1

|B0|

∫

B0

|R̃j(f1)(x)|2dx
)1/2

≤ C
( 1

|C̃B0|

∫

C̃B0

|f(x)|2dx
)1/2

≤ C‖f‖BMOL
.(3.8)

Finally, (3.4) follows from (3.7) and (3.8). This ends the proof.
�

Similarly to the characterization of H1
L(R

d) in terms of the Riesz transforms Rj

(see [17]), we also have an analogy for the discrete Riesz transforms R̃j .

Theorem 3.1. A L1-function f belongs to H1
L(R

d) if and only if R̃j(f) ∈ L1(Rd)
for all j = 1, ..., d. Moreover, for every f ∈ H1

L(R
d), we have

‖f‖H1
L
≈ ‖f‖L1 +

d∑

j=1

‖R̃j(f)‖L1.

To prove Theorem 3.1, we need the following which can be seen as a direct con-
sequence of Lemma 2.13 and Lemma 2.14.

Lemma 3.2. There exists a constant C > 0 such that

‖ϕ2−n/2 ∗ (ψn,kf)‖H1
L
≤ C‖ψn,kf‖L1

for all n, k and f ∈ L1(Rd).

Proof of Theorem 3.1. Suppose that f ∈ H1
L(R

d). Then, Proposition 3.2 implies

that R̃j(f) ∈ L1(Rd) for all j = 1, ..., d, moreover,

‖f‖L1 +

d∑

j=1

‖R̃j(f)‖L1 ≤ C‖f‖H1
L
.

Conversely, assume that f ∈ L1(Rd) and Rj(H(f)) = R̃j(f) ∈ L1(Rd) for all
j = 1, ..., d. Then, Lemma 3.1 implies that H(f) ∈ L1(Rd), and thus H(f) ∈ H1(Rd)
since the characterization of H1(Rd) via the classical Riesz transforms. In addition,
Lemma 3.2 gives

∥∥∥∥∥
∑

n,k

ϕ2−n/2 ∗ (ψn,kf)
∥∥∥∥∥
H1

L

≤ C
∑

n,k

‖ψn,kf‖L1 ≤ C‖f‖L1.
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These prove that f = H(f) +
∑

n,k ϕ2−n/2 ∗ (ψn,kf) ∈ H1
L(R

d), moreover,

‖f‖H1
L

≤ C‖H(f)‖H1 +

∥∥∥∥∥
∑

n,k

ϕ2−n/2 ∗ (ψn,kf)
∥∥∥∥∥
H1

L

≤ C
(
‖f‖L1 +

d∑

j=1

‖R̃j(f)‖L1

)
,

which ends the proof.
�

3.2. The VMOL(Rd) space. In [16] it was shown that the dual of H1
L(R

d) can be
identified with the space BMOL(Rd) which consists of all functions f ∈ BMO(Rd)
with

‖f‖BMOL
:= ‖f‖BMO + sup

ρ(x)≤r

1

|B(x, r)|

∫

B(x,r)

|f(y)|dy <∞.

As an immediate consequence of Theorem 2.1 and the duality, we have:

Corollary 3.2. Let 1 ≤ q <∞. For every f ∈ BMOL(Rd), we have

sup
B(x,r)

( 1

|B(x, r)|

∫

B(x,r)

|f(y)−fB(x,r)|qdy
)1/q

+ sup
ρ(x)≤r

( 1

|B(x, r)|

∫

B(x,r)

|f(y)|qdy
)1/q

≤ C‖f‖BMOL

and

‖f‖BMOL
≈ ‖f‖BMO + sup

1
CL
< r

ρ(x)
≤CL

1

|B(x, r)|

∫

B(x,r)

|f(y)|dy.

Definition 3.2. The space VMOL(Rd) is defined to be the closure of C∞
c (Rd) in

BMOL(Rd).

Remark 3.1. The space VMOL(Rd) coincides with the closure of C0(Rd) in BMOL(Rd)
since C0(Rd) is the closure of C∞

c (Rd) in L∞(Rd) and BMOL-norm is bounded by
the L∞-norm.

Definition 3.3. Let n ∈ Z. The space bmon(Rd) is defined to be the set of all locally
integrable functions f such that

‖f‖bmon = ‖f‖BMO + sup
x∈Rd,2−1−n/2≤r≤21−n/2

1

|B(x, r)|

∫

B(x,r)

|f(y)|dy <∞.

The space vmon(Rd) is the subspace of bmon(Rd) consisting of those f such that

lim
σ→0


 sup
x∈Rd,r<σ

1

|B(x, r)|

∫

B(x,r)

|f(y)− fB(x,r)|dy


 = 0
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and

lim
R→∞


 sup

2−1−n/2≤r≤21−n/2,B(x,r)∩B(0,R)=∅

1

|B(x, r)|

∫

B(x,r)

|f(y)|dy


 = 0.

Lemma 3.3 (see [14]). Let n ∈ Z. Then,
i) The space vmon(Rd) is the closure of C∞

c (Rd) in bmon(Rd).
ii) The dual of vmon(Rd) is the space h1n(R

d).

Theorem 3.2. The dual of VMOL(Rd) is the space H1
L(R

d).

To prove Theorem 3.2, we need the following two lemmas.

Lemma 3.4. The operators R̃∗
j map S(Rd) into C0(Rd).

Lemma 3.5. Let n ∈ Z and k ∈ Z+. Then, ψn,k is a multiplier from vmon(Rd)
into VMOL(Rd), that is, there exists a constant C(n, k) > 0 such that for all f ∈
vmon(Rd), we have

‖ψn,kf‖VMOL
≤ C(n, k)‖f‖vmon .

Proof of Lemma 3.4. We first observe that the classical Riesz transforms Rj map
S(Rd) into C0(Rd). Then, by the fomular (3.2), we use the facts supp ϕ2−n/2 ⊂
B(0, 2−n/2), ‖ϕ2−n/2‖L1 = ‖ϕ‖L1 and ‖ϕ2−n/2∗(Rj(f))‖L∞ ≤ 1

(2−n/2)d/2
‖ϕ‖L2‖Rj(f)‖L2

to conclude that the operators R̃∗
j map S(Rd) into C0(Rd). �

Proof of Lemma 3.5. Since f ∈ vmon(Rd) the closure of C∞
c (Rd) in bmon(Rd) (see

Lemma 3.3), there exists a sequence {fj}j≥1 in C
∞
c (Rd) such that ‖fj − f‖bmon → 0

as j → ∞. Clearly, {ψn,kfj}j≥1 in C∞
c (Rd) since ψn,k ∈ C∞

c (Rd). Let us now show
that ‖ψn,kfj − ψn,kf‖BMOL

→ 0 as j → ∞.
We first note that, by Theorem 3 of [37], there exists a constant C(n, k) > 0 such

that for all g ∈ bmon(Rd),

‖ψn,kg‖bmon ≤ C(n, k)‖g‖bmon.
This implies that

‖ψn,kfj − ψn,kf‖BMO ≤ ‖ψn,k(fj − f)‖bmon ≤ C(n, k)‖fj − f‖bmon → 0

as j → ∞. Therefore, it is now sufficient to prove that

(3.9)
1

|B(x, r)|

∫

B(x,r)

|ψn,k(y)(fj(y)− f(y))|dy ≤ C.C(n, k)‖fj − f‖bmon

for all x ∈ Rd and r ≥ ρ(x). Inequality (3.9) is obvious if B(x, r)∩B(xn,k, 2
1−n/2) = ∅

since supp ψn,k ⊂ B(xn,k, 2
1−n/2). Otherwise, that is B(x, r) ∩ B(xn,k, 2

1−n/2) 6= ∅.
Taking z ∈ B(x, r) ∩B(xn,k, 2

1−n/2), Lemma 2.1 gives

2−1−n/2 < ρ(xn,k) ≤ Cρ(z)
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since xn,k ∈ Bn and z ∈ B(xn,k, 2
1−n/2), and

ρ(z) ≤ Cρ(x)
(
1 +

|z − x|
ρ(x)

) k0
k0+1 ≤ Cr

since z ∈ B(x, r) and ρ(x) ≤ r. This implies that 2−n/2 ≤ Cr, and thus

1

|B(x, r)|

∫

B(x,r)

|ψn,k(y)(fj(y)− f(y))|dy ≤ C‖ψn,k(fj − f)‖bmon

≤ C.C(n, k)‖fj − f‖bmon → 0,

as j → ∞, which ends the proof.
�

Proof of Theorem 3.2. Since VMOL(Rd) is a subspace of BMOL(Rd), which is the
dual of H1

L(R
d), every function f in H1

L(R
d) determines a bounded linear functional

on VMOL(Rd) of norm bounded by ‖f‖H1
L
.

Conversely, given a bounded linear functional T on VMOL(Rd). Then, for every
n ∈ Z and k ∈ Z+, Lemma 3.5 follows that the linear functional Tn,k(g) 7→ T (ψn,kg)
is continuous on vmon(Rd). Consequently, by Lemma 3.3, there exists fn,k ∈ h1n(R

d)
such that for all φ ∈ C∞

c (Rd),

T (ψn,kφ) = Tn,k(φ) =
∫

Rd

fn,k(y)φ(y)dy.

Note that supp fn,k ⊂ B(xn,k, 2
1−n/2) since supp ψn,k ⊂ B(xn,k, 2

1−n/2). Corollary
2.1 allows that fn,k ∈ H1

L(R
d). Let R > 0, by Lemma 2.9, there exist NR, KR ∈ Z+

such that

φ =

NR∑

n=−NR

KR∑

k=1

ψn,kφ

for all φ ∈ C∞(B(0, R)). Therefore, for all φ ∈ C∞(B(0, R)),

T (φ) =

∫

Rd

fR(y)φ(y)dy,

where fR =
∑NR

n=−NR

∑KR

k=1 fn,k ∈ H1
L(R

d) ⊂ L1(Rd). This follows that there exists

f ∈ L1
loc(R

d) such that for all φ ∈ C∞
c (Rd),

T (φ) =

∫

Rd

f(y)φ(y)dy.

From the VMOL-norm (i.e., BMOL-norm) is bounded by the L∞-norm, the above
prove that fR tends f , as R→ ∞, in L1(Rd), and ‖f‖L1 ≤ ‖T ‖.
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Next, as fR ∈ H1
L(R

d) for all R > 0, Lemma 3.4 and Remark 3.1 allow us to define
the ”discrete Riesz transforms” of T by

R̃j(T )(φ) := T (R̃∗
j (φ)) = lim

R→∞

∫

Rd

Rj(fR)(y)φ(y)dy

whenever φ ∈ C∞
c (Rd), j = 1, ..., d. Then, by Corollary 3.1, we get

|R̃j(T )(φ)| ≤ ‖T ‖‖R̃∗
j (φ)‖BMOL

≤ C‖T ‖‖φ‖VMOL

for all φ ∈ C∞
c (Rd). This show that R̃j(T ) can be extended to a bounded linear

functional on VMOL(Rd), moreover,

‖R̃j(T )‖ ≤ C‖T ‖.
Therefore, similarly to the previous argument, there are fj ∈ L1(Rd), j = 1, ..., d,

such that Rj(fR) tends fj in L
1(Rd) and ‖fj‖L1 ≤ ‖R̃j(T )‖ ≤ C‖T ‖. Deduce that

Rj(f) = fj since Rj(fR) tends Rj(f) in L
1,∞(Rd) by fR tends f in L1(Rd). Then,

we use Theorem 3.1 to conclude that f ∈ H1
L(R

d), moreover,

‖f‖H1
L
≤ C

(
‖f‖L1 +

d∑

j=1

‖fj‖L1

)
≤ C‖T ‖,

which ends the proof.
�

3.3. Comparison with the space Ṽ MOL(Rd). Following Deng et al. [15], a

function f ∈ BMOL(Rd) is in Ṽ MOL(Rd) if it satisfies the limiting conditions
γ1(f) = γ2(f) = γ3(f) = 0, where

γ1(f) = lim
t→0


 sup
x∈Rd,r≤t

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 ,

γ2(f) = lim
t→∞


 sup
x∈Rd,r≥t

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 ,

γ3(f) = lim
t→∞


 sup
B(x,r)⊂(B(0,t))c

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 ,

we endow Ṽ MOL(Rd) with the norm of BMOL(Rd). It was shown in [15] that

H1
L(R

d) is just the dual of Ṽ MOL(Rd).

Theorem 3.3. The space VMOL(Rd) coincides with the space Ṽ MOL(Rd).
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Proof. As VMOL(Rd) and Ṽ MOL(Rd) (see [15]) are two closed subspaces ofBMOL(Rd)
and they define the same dual space H1

L(R
d), by Hahn-Banach theorem, it suffices

to show that C∞
c (Rd) ⊂ Ṽ MOL(Rd). Indeed, for every f ∈ C∞

c (Rd) with supp
f ⊂ B(0, R0) for some R0 > 0, one need to establish the following three steps:

Step 1: For every x ∈ Rd and r > 0,

1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy

≤ 2
(

sup
|y−z|<r1/4

|f(y)− f(z)|
)2

+ 2
(
2‖f‖L∞|B(0, R0)|

)2 1

(4πr)d
e
− 1

2
√

r .

By the uniformly continuity of f , the above proves that

γ1(f) = lim
t→0


 sup
x∈Rd,r≤t

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 = 0.

Step 2: For every x ∈ Rd and r > (2R0)
2,

1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy

≤ 1

|B(x, r)|

∫

B(x,r)∩B(0,
√
r)

( 1

(4πr)d/2

∫

Rd

e−
|y−z|2

4r |f(y)− f(z)|dz
)2
dy +

+
1

|B(x, r)|

∫

B(x,r)∩(B(0,
√
r))c

( 1

(4πr)d/2

∫

B(0,R0)

e−
|y−z|2

4r |f(y)− f(z)|dz
)2
dy

≤ |B(0,
√
r)|

|B(x, r)| (2‖f‖L∞)2 + C‖f‖2L∞
1

rd/2
.

This follows that

γ2(f) = lim
t→∞


 sup
x∈Rd,r≥t

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 = 0.
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Step 3: For every t > 2R0 and B(x, r) ⊂ (B(0, t))c,

1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy

≤ 1

|B(x, r)|

∫

B(x,r)

( 1

(4πr)d/2

∫

B(0,R0)

e−
(t−R0)

2

4r |f(z)|dz
)2
dy

≤ C(‖f‖L∞|B(0, R0)|)2
1

rd/2
e−

t2

16r

≤ C(‖f‖L∞|B(0, R0)|)2
1

( t
2

8d
)d/2

e
− t2

16 t2
8d .

Therefore,

γ3(f) = lim
t→∞


 sup
B(x,r)⊂(B(0,t))c

( 1

|B(x, r)|

∫

B(x,r)

|f(y)− Tr(f)(y)|2dy
)1/2


 = 0,

which finishes the proof.
�

3.4. Weak∗-convergence in H1
L(R

d). Now, we are ready to state the main theorem
of Section 3.

Theorem 3.4. Suppose that {fm}m≥1 is a bounded sequence by A > 0 in H1
L(R

d)
and that fm(x) → f(x) almost everywhere. Then, f ∈ H1

L(R
d) and {fm}m≥1 weak∗-

converges to f , that is,

lim
m→∞

∫

Rd

fm(x)φ(x)dx =

∫

Rd

f(x)φ(x)dx

for all φ ∈ C∞
c (Rd) since the space C∞

c (Rd) is dense in VMOL(Rd) the predual of
H1
L(R

d) and fm are uniformly bounded in H1
L(R

d).

Corollary 3.3. Suppose that {fm}m≥1 is a bounded sequence by A > 0 in H1
L(R

d)
and that fm converges to f in L1(Rd). Then, f belongs to H1

L(R
d), moreover,

‖f‖H1
L
≤ lim

m→∞
‖fm‖H1

L
≤ A.

Proof of Theorem 3.4. For every n ∈ Z, k ∈ Z+, one has ψn,k(x)fm(x) → ψn,k(x)f(x)
a.e since fm(x) → f(x) a.e. Consequently, it follows from Theorem 11 of [14] that
{ψn,kfm}m weak∗-converges to ψn,kf in h1n(R

d), and thus

(3.10) lim
m→∞

∫

Rd

ψn,k(x)fm(x)φ(x)dx =

∫

Rd

ψn,k(x)f(x)φ(x)dx,



HARDY SPACES AND COMMUTATORS 28

for all φ ∈ C∞
c (Rd) ⊂ vmon(Rd), moreover,

(3.11) ‖ψn,kf‖h1n ≤ lim
m→∞

‖ψn,kfm‖h1n.

Then, Corollary 2.1 implies that there are (H1
L, 2)-atoms an,kj related to the balls

B(xn,kj , rn,kj ) ⊂ B(xn,k, 2
2−n/2) such that

ψn,kf =
∑

j

λn,kj an,kj ,
∑

j

|λn,kj | ≤ C‖ψn,kf‖h1n.

This together with (3.11) and Lemma 2.7 follow that for every N,K ∈ Z+, there
exist mN,K ∈ Z+ such that

N∑

n=−N

K∑

k=1

∑

j

|λn,kj | ≤
N∑

n=−N

K∑

k=1

C
( A

(1 + n2)(1 + k2)
+ ‖ψn,kfmN,K

‖h1n
)

≤ C
∑

n,k

A

(1 + n2)(1 + k2)
+ C‖fmN,K

‖H1
L

≤ CA,

where the constants C are independent of N,K, which allows to conclude that

f =
∑

n,k

ψn,kf ∈ H1
L(R

d) and ‖f‖H1
L
≤
∑

n,k

∑

j

|λn,kj | ≤ CA.

Finally, for every φ ∈ C∞
c (Rd), Lemma 2.9 implies that there are two positive

integer numbers N,K depend only on the support of φ such that

fφ =
N∑

n=−N

K∑

k=1

ψn,kfφ and fmφ =
N∑

n=−N

K∑

k=1

ψn,kfmφ

for all m ≥ 1. Consequently, by (3.10), we obtain that

lim
m→∞

∫

Rd

fm(x)φ(x)dx = lim
m→∞

∫

Rd

N∑

n=−N

K∑

k=1

ψn,k(x)fm(x)φ(x)dx

=
N∑

n=−N

K∑

k=1

lim
m→∞

∫

Rd

ψn,k(x)fm(x)φ(x)dx

=
N∑

n=−N

K∑

k=1

∫

Rd

ψn,k(x)f(x)φ(x)dx

=

∫

Rd

f(x)φ(x)dx,

which ends the proof.
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�

4. Bilinear decomposition for H1
L(R

d)×BMOL(Rd)

The main result of this section, namely the bilinear decomposition theorem for
the product space H1

L(R
d)× BMOL(Rd), is as follows:

Theorem 4.1. There exist two continuous bilinear operators on the product space
H1
L(R

d) × BMOL(Rd), respectively SL : H1
L(R

d) × BMOL(Rd) → L1(Rd) and TL :
H1
L(R

d)×BMOL(Rd) → H log(Rd) such that

f × g = SL(f, g) + TL(f, g).

In applications to nonlinear PDEs, the distribution f×g ∈ S ′(Rd) is used to justify
weak continuity properties of the pointwise product fg. It is therefore important to
recover fg from the action of the distribution f × g on the test functions. An idea
that naturally comes to mind is to look at the mollified distributions

(4.1) (f × g)ǫ = (f × g) ∗ φǫ,
and let ǫ→ 0. Here φ ∈ S(Rd) with

∫
Rd φ(x)dx = 1.

As a consequence of Theorem 4.1, we will see that the limit (4.1) exists and equals
fg almost everywhere.

Theorem 4.2. Let f ∈ H1
L(R

d) and g ∈ BMOL(Rd). For almost every x ∈ Rd it
holds

lim
ǫ→0

(f × g)ǫ(x) = f(x)g(x).

Noting that H log(Rd) ⊂ HΦ(Rd, dµ) with continuous embedding, the proof of
Theorem 4.2 follows directly from the one of Theorem 1.8 of [6]. We leave the
details to interested reader. It should also be pointed out that Theorem 2 of [32]
can be seen as an immediate consequence of Theorem 4.2 since V ∈ RHq, for any
q ≥ 1, if V is a nonnegative nonzero polynomial on Rd. Let us now start to prove
Theorem 4.1. First, we need the following key lemma.

Lemma 4.1. There exists a constant C = C(ϕ, d) > 0 such that for all (n, k) ∈
Z× Z+, g ∈ BMOL(Rd) and f ∈ h1n(R

d) with supp f ⊂ B(xn,k, 2
1−n/2), we have

∥∥∥(ϕ2−n/2 ∗ f)g
∥∥∥
H1

L

≤ C‖f‖h1n‖g‖BMOL
.

Proof. As xn,k ∈ Bn, it follows from Corollary 2.1 that there are (H1
L, 2)-atoms aj

related to the balls B(xj , rj) ⊂ B(xn,k, 2
2−n/2) such that

(4.2) f =
∑

j

λjaj ,
∑

j

|λj| ≤ C‖f‖h1n.

Then, Lemma 2.14 yields that ϕ2−n/2 ∗ aj are C times (H1
L, 2)-atoms related to the

ball B(xn,k, 5.2
−n/2), and hence

(4.3) ‖ϕ2−n/2 ∗ aj‖H1
L
≤ C.
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Furthermore, supp (ϕ2−n/2 ∗ aj)(g − gB(xn,k,5.2−n/2)) ⊂ B(xn,k, 5.2
−n/2) and

∥∥∥(ϕ2−n/2 ∗ aj)(g − gB(xn,k ,5.2−n/2))
∥∥∥
L3/2

≤ ‖ϕ2−n/2 ∗ aj‖L2‖(g − gB(xn,k ,5.2−n/2))χB(xn,k ,5.2−n/2)‖L6

≤ C‖g‖BMO|B(xn,k, 5.2
−n/2)|−1/3

where C > 0 is independent of g, f, n. This proves that (ϕ2−n/2∗aj)(g−gB(xn,k ,5.2−n/2))

are C‖g‖BMO times (H1
L, 3/2)-atoms, and thus

(4.4) ‖(ϕ2−n/2 ∗ aj)(g − gB(xn,k ,5.2−n/2))‖H1
L
≤ C‖g‖BMO.

Combining (4.2), (4.3) and (4.4) allows to conclude that
∥∥∥(ϕ2−n/2 ∗ f)g

∥∥∥
H1

L

≤ C
∑

j

|λj|‖(ϕ2−n/2 ∗ aj)(g − gB(xn,k ,5.2−n/2))‖H1
L

+C
∑

j

|λj |‖ϕ2−n/2 ∗ aj‖H1
L
|gB(xn,k ,5.2−n/2)|

≤ C‖f‖h1n‖g‖BMOL
,

since |gB(xn,k ,5.2−n/2)| ≤ ‖g‖BMOL
as ρ(xn,k) ≤ 5.2−n/2.

�

The proof of Lemma 4.1 gives a corollary which is useful for studying the theory
of commutators in the next sections.

Corollary 4.1. Assume that g ∈ BMO(Rd) and f ∈ h1n(R
d) as in Lemma 4.1.

Then, we have

‖ϕ2−n/2 ∗ f‖H1
L
≤ C‖f‖h1n

and ∥∥∥(ϕ2−n/2 ∗ f)(g − gB(xn,k ,5.2−n/2))
∥∥∥
H1

L

≤ C‖f‖h1n‖g‖BMO.

Recall that the set E = {0, 1}d \ {(0, · · · , 0)} and {ψσ}σ∈E is the wavelet with
compact support as in Section 3 of [4]. Suppose that ψσ is supported in the cube
(1
2
− c

2
, 1
2
− c

2
)d for all σ ∈ E . As it is classical, for σ ∈ E and I a dyadic cube of Rd

which may be written as the set of x such that 2jx− k ∈ (0, 1)d, we note

ψσI (x) = 2dj/2ψσ(2jx− k).

In the sequel, the letter I always refers to dyadic cubes. Moreover, we note kI the
cube of same center dilated by the coefficient k.

Remark 4.1. For every σ ∈ E and I a dyadic cube. Because of the assumption on
the support of ψσ, the function ψσI is supported in the cube cI.

In [4] (see also [31]), Bonami et al. established the following.
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Proposition 4.1. The bounded bilinear operator Π, defined by

Π(f, g) =
∑

I

∑

σ∈E
〈f, ψσI 〉〈g, ψσI 〉(ψσI )2,

is bounded from H1(Rd)×BMO(Rd) into L1(Rd).

To prove Theorem 4.1, we need to recall a recent result of Bonami, Grellier and
Ky [4] which can be stated as follows:

Theorem 4.3 (see [4], Theorem 1.1). There is a bilinear operator T maps contin-
uously H1(Rd) × BMO(Rd) into H log(Rd) such that for every (f, g) ∈ H1(Rd) ×
BMO(Rd),

f × g = Π(f, g) + T(f, g).

Before giving the proof of Theorem 4.1, we should point out that the bilinear
operator T in Theorem 4.3 satisfies

(4.5) ‖T(f, g)‖Hlog ≤ C‖f‖H1(‖g‖BMO + |gQ|)
where Q := [0, 1)d is the unit cube. To prove this, the authors in [4] used the
generalized Hölder inequality (see also [6])

‖fg‖Llog ≤ C‖f‖L1‖g‖LΞ

and the fact that ‖g − gQ‖LΞ ≤ C‖g‖BMO, where L
Ξ(Rd) denotes the space of all

measurable functions g such that
∫
Rd(e

|g(x)|/λ − 1) dx
(1+|x|)2d <∞ for some λ > 0 with

the norm

‖g‖LΞ = inf
{
λ > 0 :

∫

Rd

(
e|g(x)|/λ − 1

) dx

(1 + |x|)2d ≤ 1
}
.

In fact, Inequality (4.5) also holds when we replace the unit cube Q by B(0, r) for
every r > 0 since ‖g−gB(0,r)‖LΞ ≤ C‖g‖BMO. More precisely, there exists a constant
C > 0 such that

(4.6) ‖fg‖Llog ≤ C‖f‖L1(‖g‖BMO + |gB(0,ρ(0))|) ≤ C‖f‖L1‖g‖BMOL

for all f ∈ L1(Rd) and g ∈ BMOL(Rd). As a consequence, we have

(4.7) ‖T(f, g)‖Hlog ≤ C‖f‖H1‖g‖BMOL

for all f ∈ H1(Rd) and g ∈ BMOL(Rd).

Proof of Theorem 4.1. We define two bilinear operators SL and TL by

SL(f, g) = Π(H(f), g) +
∑

n,k

(
ϕ2−n/2 ∗ (ψn,kf)

)
g

and

TL(f, g) = T(H(f), g),
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for all (f, g) ∈ H1
L(R

d)×BMOL(Rd). Then, it follows from Proposition 4.1, Lemma
4.1, Lemma 2.10 and Lemma 2.7 that

‖SL(f, g)‖L1 ≤ ‖Π(H(f), g)‖L1 + C
∑

n,k

∥∥∥
(
ϕ2−n/2 ∗ (ψn,kf)

)
g
∥∥∥
H1

L

≤ C‖g‖BMO‖H(f)‖H1 + C‖g‖BMOL

∑

n,k

‖ψn,kf‖h1n

≤ C‖f‖H1
L
‖g‖BMOL

,

and as (4.7), Theorem 4.3 yields

‖TL(f, g)‖Hlog ≤ C‖H(f)‖H1‖g‖BMOL

≤ C‖f‖H1
L
‖g‖BMOL

.

Furthermore, in the sense of distributions, we have

SL(f, g) + TL(f, g)

=

(
∑

n,k

(
ψn,kf − ϕ2−n/2 ∗ (ψn,kf)

))
× g +

∑

n,k

(
ϕ2−n/2 ∗ (ψn,kf)

)
g

=

(
∑

n,k

ψn,kf

)
× g = f × g,

which ends the proof.
�

5. Bilinear, subbilinear decompositions and commutators

Recall that KL is the set of all sublinear operators T bounded from H1
L(R

d) into
L1(Rd) and that there are q ∈ (1,∞] and ε > 0 such that

‖(b− bB)Ta‖L1 ≤ C‖b‖BMO

for all b ∈ BMO(Rd), any generalized (H1
L, q, ε)-atom a related to the ball B, where

C > 0 a constant independent of b, a.

5.1. Two decomposition theorems. Let b be a locally integrable function and
T ∈ KL. As usual, the (sublinear) commutator [b, T ] of the operator T is defined

by [b, T ](f)(x) := T
(
(b(x)− b(·))f(·)

)
(x). Here and in what follows, we denote the

bilinear operator

S(f, g) := −Π(H(f), g).

Then, by Proposition 4.1 and Lemma 2.10, we obtain that:

Proposition 5.1. The bilinear operator S is bounded from H1
L(R

d) × BMO(Rd)
into L1(Rd).
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Theorem 5.1 (Subbilinear decomposition). Let T ∈ KL. There exists a bounded
subbilinear operator R = RT : H1

L(R
d) × BMO(Rd) → L1(Rd) such that for all

(f, b) ∈ H1
L(R

d)×BMO(Rd), we have

|T (S(f, b))| −R(f, b) ≤ |[b, T ](f)| ≤ R(f, b) + |T (S(f, b))|.
Corollary 5.1. Suppose that T ∈ KL and T is of weak type (1, 1). Then, the oper-
ator P(f, g) = [g, T ](f) maps continuously H1

L(R
d)× BMO(Rd) into weak-L1(Rd).

In particular, the commutator [b, T ] is of weak type (H1
L, L

1) if b ∈ BMO(Rd).

When T is linear and belongs to KL, we obtain the bilinear decomposition for the
linear commutator [b, T ] of f , [b, T ](f) = bT (f)− T (bf), instead of the subbilinear
decomposition as stated in Theorem 5.1.

Theorem 5.2 (Bilinear decomposition). Let T be a linear operator in KL. Then,
there exists a bounded bilinear operator R = RT : H1

L(R
d) × BMO(Rd) → L1(Rd)

such that for all (f, b) ∈ H1
L(R

d)×BMO(Rd), we have

[b, T ](f) = R(f, b) + T (S(f, b)).

5.2. The space H1
L,b(R

d). Using Theorem 5.1 and Theorem 5.2, we find the largest

subspace H1
L,b(R

d) of H1
L(R

d) such that all commutators of Schrödinger-Calderón-

Zygmund operators and the Riesz transforms are bounded fromH1
L,b(R

d) into L1(Rd),

and allow us to find all functions b in BMO(Rd) such that H1
L,b(R

d) ≡ H1
L(R

d).

Definition 5.1. Let b be a non-constant BMO-function. The space H1
L,b(R

d) con-

sists of all f in H1
L(R

d) such that [b,ML](f)(x) = ML(b(x)f(·)−b(·)f(·))(x) belongs
to L1(Rd). We equipped H1

L,b(R
d) with the norm

‖f‖H1
L,b

= ‖f‖H1
L
‖b‖BMO + ‖[b,ML](f)‖L1.

Here, we just define for b is a non-constant BMO-function since [b, T ] = 0 if b is
a constant function.

Theorem 5.3. Let b be a non-constant BMO-function, we have:
i) For every T ∈ KL, the commutator [b, T ] is bounded from H1

L,b(R
d) into L1(Rd).

ii) Assume that X is a subspace of H1
L(R

d) such that all commutators of the Riesz
transforms are bounded from X into L1(Rd). Then, X ⊂ H1

L,b(R
d).

Theorem 5.3 gives an anwser for Question 1 in Introduction.

Theorem 5.4. i) Let b ∈ BMOlog
L (Rd). Then, for every T ∈ KL, the commutator

[b, T ] is bounded from H1
L(R

d) into L1(Rd). Deduce that H1
L,b(R

d) ≡ H1
L(R

d) since
ML ∈ KL.

ii) Suppose that b is a non-constant BMO-function such that H1
L,b(R

d) ≡ H1
L(R

d).

Then, b belongs to BMOlog
L (Rd).

Theorem 5.4 gives an anwser for Question 2 in Introduction.
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5.3. Hardy estimates for linear commutators. Let us first recall (see [8]) that

BMOlog
L (Rd) the set of all locally integrable functions f such that

‖f‖BMOlog
L

= sup
B(x,r)

(
log
(
e +

ρ(x)

r

)
MO(f, B(x, r))

)
<∞,

where and in what follows

MO(f, B) :=
1

|B|

∫

B

|f(y)− fB|dy.

Our first main result of this subsection is the following theorem.

Theorem 5.5. i) Let b ∈ BMOlog
L (Rd) and T be a L-Calderón-Zygmund operator

satisfying T ∗(1) = 0. Then, the linear commutator [b, T ] is bounded on H1
L(R

d).
ii) When V ∈ RHd, we have the converse. Namely, assume that b ∈ BMO(Rd)

and that [b, T ] is bounded on H1
L(R

d) for all L-Calderón-Zygmund operator T satis-

fying T ∗(1) = 0. Then, b ∈ BMOlog
L (Rd), moreover,

‖b‖BMOlog
L

≈ ‖b‖BMO +

d∑

j=1

‖[b, Rj ]‖H1
L→H1

L
.

In order to study commutators of general Schrödinger-Calderón-Zygmund opera-
tors, we always assume that b ∈ BMO(Rd). However, when T is any of the Riesz
transforms Rj = ∂xjL

−1/2, j = 1, ..., d, we can find a class of functions which is

strictly larger than BMOlog
L (Rd) such that the commutator [b, T ] is bounded on

H1
L(R

d) whenever b is in this class. To be more precise, let us recall some notations
from [8]. Following Bongioanni et al. [8], for θ ≥ 0, we denote by BMOL,θ(Rd) the
set of all locally integrable functions f such that

‖f‖BMOL,θ
= sup

B(x,r)




1
(
1 + r

ρ(x)

)θMO(f, B(x, r))


 <∞,

and BMOlog
L,θ(R

d) the set of all locally integrable functions f such that

‖f‖BMOlog
L,θ

= sup
B(x,r)



log
(
e+ ρ(x)

r

)

(
1 + r

ρ(x)

)θ MO(g, B(x, r))


 <∞.

Then, we define

BMOL,∞(Rd) =
⋃

θ≥0

BMOL,θ(R
d)

and
BMOlog

L,∞(Rd) =
⋃

θ≥0

BMOlog
L,θ(R

d).
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Clearly, BMOL,0(Rd) is just the classical BMO(Rd), and BMOlog
L,0(R

d) is just

BMOlog
L (Rd). Moreover, for any 0 ≤ θ ≤ θ′ <∞,

(5.1) BMOlog
L,θ(R

d) = BMOL,θ(R
d) ∩ BMOlog

L,∞(Rd)

and

(5.2) BMOL,θ(R
d) ⊂ BMOL,θ′(R

d), BMOlog
L,θ(R

d) ⊂ BMOlog
L,θ′(R

d).

Remark that the inclusions in (5.2) are strict in general. In particular, BMOlog
L,∞(Rd)

is in general larger than BMOlog
L (Rd). As an example, when L = −∆+ 1, it is easy

to check that the functions bj = |xj|, j = 1, ..., d, belong to BMOlog
L,∞(Rd) but not

to BMOlog
L (Rd).

Now, we are ready to give the necessary and sufficient condition for the H1
L-

boundedness of the (linear) commutators of the Riesz transforms.

Theorem 5.6. i) Let b ∈ BMOlog
L,∞(Rd). Then, the commutators [b, Rj ], j = 1, ..., d,

are bounded on H1
L(R

d).
ii) Conversely, assume that b ∈ BMOL,∞(Rd) and that the commutators [b, Rj ],

j = 1, ..., d, are bounded on H1
L(R

d). Then, b ∈ BMOlog
L,∞(Rd). Furthermore,

‖b‖BMOlog
L,θ

≈ ‖b‖BMOL,θ
+

d∑

j=1

‖[b, Rj]‖H1
L→H1

L

if b ∈ BMOlog
L,θ(R

d) for some θ ≥ 0. Remark that the constants depend on θ.

As an immediate consequence of Theorem 5.6, the following gives a positive anwser
for Question 3 in Introduction.

Theorem 5.7. Let b ∈ BMOlog
L,∞(Rd). Then, the commutators [b, R∗

j ], j = 1, ..., d,

are bounded from BMOL(Rd) into itself.

Recall that LMO(Rd) is the set of all locally integrable functions f such that

‖f‖LMO := sup
B(x,r)

(
log
(
e +

1

r

)
MO(f, B(x, r))

)
<∞.

It should be pointed out that LMO type spaces appear naturally when study-
ing the boundedness of Hankel operators on the Hardy spaces H1(Td) and H1(Bd)
(where Bd is the unit ball in Cd and Td = ∂Bd), characterizations of pointwise
multipliers for BMO type spaces, endpoint estimates for commutators of singular
integrals operators and their applications to PDEs (see for example [10, 5, 26, 27,
31, 38, 42, 44]). Noting that H1

L(R
d) is just the space h1(Rd) of Goldberg (see [22])

when L = −∆+ 1. The following gives a characterization of the space LMO(Rd).
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Corollary 5.2. Let b ∈ BMO(Rd). Then, b belongs to LMO(Rd) if and only
if the vector-valued commutator [b,∇(−∆ + 1)−1/2] maps continuously h1(Rd) into
h1(Rd,Rd) = (h1(Rd), ..., h1(Rd)). Furthermore,

‖b‖LMO ≈ ‖b‖BMO + ‖[b,∇(−∆+ 1)−1/2]‖h1(Rd)→h1(Rd,Rd).

In [37], Nakai and Yabuta characterized the pointwise multipliers for BMO(Rd):
they proved that g is a pointwise multiplier for BMO(Rd) if and only if g belong to
L∞(Rd) ∩BMOlog(Rd), with

(5.3) ‖g‖BMOlog = sup
B

(
(log(e + |B|−1) + sup

x∈B
log(e+ |x|))MO(g, B)

)
<∞,

where the supremum is taken over all balls B in Rd. It should be pointed out
that the original definition of BMOlog-norm in [37] is different from (5.3), however
they are equivalent (see [30]). Moreover, in [30], the author established also that
BMOlog(Rd) is just the dual of H log(Rd). Thus, from Theorem 4.1 and Proposition
3.2 of [35], it is easy to see that

L∞(Rd) ∩BMOlog(Rd) ⊂ L∞(Rd) ∩ BMOlog
L (Rd).

A natural question arises: is BMOlog(Rd) a subspace of BMOlog
L (Rd)? The fol-

lowing theorem gives an answer.

Theorem 5.8. Let b ∈ BMOlog(Rd). Then, the commutators [b, Rj ], j = 1, ..., d,
are bounded on H1

L(R
d).

Then, Theorem 5.6 and Theorem 5.8 allow us to conclude that

BMOlog(Rd) ⊂ BMOlog
L (Rd)

and the inclusion is continuous. Remark that the above inclusion is strict in general.
For example, when L = −∆ + 1, it is not hard to see that the function b(x) =

log(1 + |x|2) belongs to BMOlog
L (Rd) but not to BMOlog(Rd).

6. Some fundamental operators and the class KL

The purpose of this section is to give some examples of (sublinear) operators which
are in the class KL.

6.1. Schrödinger-Calderón-Zygmund operators. Let δ ∈ (0, 1]. Following [35],
a continuous function K : Rd × Rd \ {(x, x) : x ∈ Rd} → C is said to be a (δ, L)-
Calderón-Zygmund singular integral kernel if for each N > 0,

(6.1) |K(x, y)| ≤ C(N)

|x− y|d
(
1 +

|x− y|
ρ(x)

)−N

for all x 6= y, and

(6.2) |K(x, y)−K(x′, y)|+ |K(y, x)−K(y, x′)| ≤ C
|x− x′|δ
|x− y|d+δ
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for all 2|x− x′| ≤ |x− y|.
A linear operator T : S(Rd) → S ′(Rd) is said to be a (δ, L)-Calderón-Zygmund

operator if T can be extended to a bounded operator on L2(Rd) and if there exists
a (δ, L)-Calderón-Zygmund singular integral kernel K such that for all f ∈ C∞

c (Rd)
and all x /∈ supp f , we have

Tf(x) =

∫

Rd

K(x, y)f(y)dy.

We say that T is a L-Calderón-Zygmund operator if it is a (δ, L)-Calderón-Zygmund
operator for some δ ∈ (0, 1], and that T satisfies the condition T ∗(1) = 0 (in the sense
of BMOL(Rd), see the paper of Bernicot [2] for the details) if there are q ∈ (1,∞]
and ε > 0 such that

∫
Rn Ta(x)dx = 0 for all generalized (H1

L, q, ε)-atom a.

Remark 6.1. i) Using Lemma 2.1, Inequality (6.1) is equivalent to

|K(x, y)| ≤ C(N)

|x− y|d
(
1 +

|x− y|
ρ(y)

)−N

for all x 6= y.
ii) If T is a L-Calderón-Zygmund operator then it is also a classical Calderón-

Zygmund operator, and thus T is bounded on Lp(Rd) for 1 < p < ∞ and bounded
from L1(Rd) into L1,∞(Rd).

Proposition 6.1. Let T be any L-Calderón-Zygmund operator. Then, T belongs to
the class KL.

Proposition 6.2. The Riesz transforms Rj are in the class KL.

The proof of Proposition 6.2 follows directly from Lemma 9.6 and the fact that
the Riesz transforms Rj are bounded from H1

L(R
d) into L1(Rd).

To prove Proposition 6.1, we need the following two lemmas.

Lemma 6.1. Let 1 ≤ q < ∞. Then, there exists a constant C > 0 such that for
every ball B, f ∈ BMO(Rd) and k ∈ Z+,

( 1

|2kB|

∫

2kB

|f(y)− fB|qdy
)1/q

≤ Ck‖f‖BMO.

Lemma 6.2. Let 1 < q ≤ ∞ and ε > 0. Assume that T is a (δ, L)-Calderón-
Zygmund operator and a is a generalized (H1

L, q, ε)-atom related to the ball B =
B(x0, r). Then,

‖Ta‖Lq(2k+1B\2kB) ≤ C2−kδ0|2kB|1/q−1

for all k = 1, 2, ..., where δ0 = min{ε, δ}.
Using the classical John-Nirenberg inequality, the proof of Lemma 6.1 is elemen-

tary and left to reader.
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Proof of Lemma 6.2. Let x ∈ 2k+1B \ 2kB, so that |x − x0| ≥ 2r. Since T is a
(δ, L)-Calderón-Zygmund operator, we get

|Ta(x)| ≤
∣∣∣
∫

B

(K(x, y)−K(x, x0))a(y)dy
∣∣∣+ |K(x, x0)|

∣∣∣
∫

Rd

a(y)dy
∣∣∣

≤ C

∫

B

|y − x0|δ
|x− x0|d+δ

|a(y)|dy + C
1

|x− x0|d
(
1 +

|x− x0|
ρ(x0)

)−ε( r

ρ(x0)

)ε

≤ C
rδ

|x− x0|d+δ
+ C

rε

|x− x0|d+ε
≤ C

rδ0

|x− x0|d+δ0
.

Consequently,

‖Ta‖Lq(2k+1B\2kB) ≤ C
rδ0

(2kr)d+δ0
|2k+1B|1/q ≤ C2−kδ0|2kB|1/q−1.

�

Proof of Proposition 6.1. Assume that T is a (δ, L)-Calderón-Zygmund for some δ ∈
(0, 1]. Let us first verify that T is bounded fromH1

L(R
d) into L1(Rd). By Proposition

2.1, it is sufficient to show that

‖Ta‖L1 ≤ C

for all generalized (H1
L, 2, δ)-atom a related to the ball B. Indeed, from the L2-

boundedness of T and Lemma 6.2, we obtain that

‖Ta‖L1 = ‖Ta‖L1(2B) +

∞∑

k=1

‖Ta‖L1(2k+1B\2kB)

≤ C|2B|1/2‖T‖L2→L2‖a‖L2 + C

∞∑

k=1

|2k+1B|1/22−kδ|2kB|−1/2

≤ C.

Let us next establish that

‖(f − fB)Ta‖L1 ≤ C‖f‖BMO
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for all f ∈ BMO(Rd), any generalized (H1
L, 2, δ)-atom a related to the ball B =

B(x0, r). Indeed, by Hölder inequality, Lemma 6.1 and Lemma 6.2, we get

‖(f − fB)Ta‖L1

= ‖(f − fB)Ta‖L1(2B) +
∑

k≥1

‖(f − fB)Ta‖L1(2k+1B\2kB)

≤ ‖(f − fB)χ2B‖L2‖T‖L2→L2‖a‖L2 +
∑

k≥1

‖f − fB‖L2(2k+1B)‖Ta‖L2(2k+1B\2kB)

≤ C‖f‖BMO +
∑

k≥1

C(k + 1)‖f‖BMO|2k+1B|1/22−kδ|2kB|−1/2

≤ C‖f‖BMO,

which ends the proof.
�

6.2. The maximal operators. Recall that {Tt}t>0 be heat semigroup generated
by L and Tt(x, y) be their kernels. Namely,

Ttf(x) = e−tLf(x) =

∫

Rd

Tt(x, y)f(y)dy, f ∈ L2(Rd), t > 0.

Then the ”heat” maximal operator is defined by

MLf(x) = sup
t>0

|Ttf(x)|,

and the ”Poisson” maximal operator is defined by

MP
Lf(x) = sup

t>0
|Ptf(x)|,

where

Ptf(x) = e−t
√
Lf(x) =

t

2
√
π

∞∫

0

e−
t2

4u

u
3
2

Tuf(x)du.

Proposition 6.3. The ”heat” maximal operator ML is in the class KL.

Proposition 6.4. The ”Poisson” maximal operator MP
L is in the class KL.

Here we just give the proof for Proposition 6.3. For the one of Proposition 6.4,
we leave the details to the interested reader.

Proof of Proposition 6.3. Obviously, ML is bounded from H1
L(R

d) into L1(Rd).
Now, let us prove that

‖(f − fB)ML(a)‖L1 ≤ C‖f‖BMO
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for all f ∈ BMO(Rd), any generalized (H1
L, 2, σ)-atom a related to the ball B =

B(x0, r), where the constant σ is as in Lemma 2.2. Indeed, by Step 2 in the proof
of Theorem 2.1, for every x /∈ 2B,

ML(a)(x) ≤ C
rσ

|x− x0|d+σ
.

Therefore, using Lemma 6.1, the L2-boundedness of the classical Hardy-Littlewood
maximal operator M and the estimate ML(a) ≤ CM(a), we obtain that

‖(f − fB)ML(a)‖L1

= ‖(f − fB)ML(a)‖L1(2B) + ‖(f − fB)ML(a)‖L1((2B)c)

≤ C‖f − fB‖L2(2B)‖M(a)‖L2 + C

∫

|x−x0|≥2r

|f(x)− fB(x0,r)|
rσ

|x− x0|d+σ
dx

≤ C‖f‖BMO,

where we have used the following classical inequality, which proof can be found in
[19], ∫

|x−x0|≥2r

|f(x)− fB(x0,r)|
rσ

|x− x0|d+σ
dx ≤ C‖f‖BMO.

This allows us to end the proof of Proposition 6.3.
�

6.3. The L-square funcfions. Recall (see [16]) that the L-square funcfions g and
G are defined by

g(f)(x) =




∞∫

0

|t∂tTt(f)(x)|2
dt

t




1/2

and

G(f)(x) =




∞∫

0

∫

|x−y|<t

|t∂tTt(f)(y)|2
dydt

td+1




1/2

.

Proposition 6.5. The L-square function g is in the class KL.

Proposition 6.6. The L-square function G is in the class KL.

Here we just give the proof for Proposition 6.5. For the one of Proposition 6.6,
we leave the details to the interested reader.

In order to prove Proposition 6.5, we need the following lemma.

Lemma 6.3. There exists a constant C > 0 such that

(6.3) |t∂tTt(x, y + h)− t∂tTt(x, y)| ≤ C
( |h|√

t

)δ
t−d/2e−

c
4

|x−y|2
t ,
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for all |h| < |x−y|
2

, 0 < t. Here and in the proof of Proposition 6.5, the constants
δ, c ∈ (0, 1) are as in Proposition 4 of [16].

Proof. One only need to consider the case
√
t < |h| < |x−y|

2
. Otherwise, (6.3) follows

directly from (b) in Proposition 4 of [16].

For
√
t < |h| < |x−y|

2
. By (a) in Proposition 4 of [16], we get

|t∂tTt(x, y + h)− t∂tTt(x, y)| ≤ Ct−d/2e−c
|x−y−h|2

t + Ct−d/2e−c
|x−y|2

t

≤ C
( |h|√

t

)δ
t−d/2e−

c
4

|x−y|2
t .

�

Proof of Proposition 6.5. The (H1
L − L1) type boundedness of g is well-known, see

for example [16, 24]. Let us now show that

‖(f − fB)g(a)‖L1 ≤ C‖f‖BMO

for all f ∈ BMO(Rd), any generalized (H1
L, 2, δ)-atom a related to the ball B =

B(x0, r). Indeed, it follows from Lemma 6.3 and (a) in Proposition 4 of [16] that
for every t > 0, x /∈ 2B,

|t∂tTt(a)(x)|

=
∣∣∣
∫

B

(t∂tTt(x, y)− t∂tTt(x, x0))a(y)dy + t∂tTt(x, x0)

∫

B

a(y)dy
∣∣∣

≤ C
( r√

t

)δ
t−d/2e−

c
4

|x−x0|2
t ‖a‖L1 + Ct−d/2e−c

|x−x0|2
t

(
1 +

√
t

ρ(x)
+

√
t

ρ(x0)

)−δ( r

ρ(x0)

)δ

≤ C
( r√

t

)δ
t−d/2e−

c
4

|x−x0|2
t .

Therefore, as 0 < δ < 1, using the estimate e−
c
2

|x−x0|2
t ≤ C(c, d)( t

|x−x0|2 )
d+2,

g(a)(x) ≤ C





∞∫

0

(r2
t

)δ
t−de−

c
2

|x−x0|2
t

dt

t





1/2

≤ C





|x−x0|2∫

0

(r2
t

)δ
t−d
( t

|x− x0|2
)d+2dt

t
+

∞∫

|x−x0|2

(r2
t

)δ
t−d

dt

t





1/2

≤ C
rδ

|x− x0|d+δ
.
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Therefore, the L2-boundedness of g and Lemma 6.1 yield

‖(f − fB)g(a)‖L1

= ‖(f − fB)g(a)‖L1(2B) + ‖(f − fB)g(a)‖L1((2B)c)

≤ ‖f − fB‖L2(2B)‖g(a)‖L2 + C

∫

|x−x0|≥2r

|f(x)− fB(x0,r)|
rδ

|x− x0|d+δ
dx

≤ C‖f‖BMO,

which allows us to ends the proof.
�

7. Some applications

The purpose of this section is to give some applications of the decomposition
theorems. To be more precise, we give some subspaces of H1

L(R
d), which do not

necessarily depend on b and T , such that all commutators [b, T ], for b ∈ BMO(Rd)
and T ∈ KL, map continuously these spaces into L1(Rd).

7.1. Atomic Hardy spaces related to b ∈ BMO(Rd).

Definition 7.1. Let 1 < q ≤ ∞, ε > 0 and b ∈ BMO(Rd). A function a is called a
(H1

L,b, q, ε)-atom related to the ball B = B(x0, r) if a is a generalized (H1
L, q, ε)-atom

related to the same ball B and

(7.1)
∣∣∣
∫

Rd

a(x)(b(x) − bB)dx
∣∣∣ ≤

( r

ρ(x0)

)ε
.

Then, the space H1,q,ε
L,b (Rd) is defined as in (1) of Definition 2.2 with generalized

(H1
L, q, ε)-atoms replaced by (H1

L,b, q, ε)-atoms.

Obviously, H1,q,ε
L,b (Rd) ⊂ H1

L(R
d) and the inclusion is continuous.

Theorem 7.1. Let 1 < q ≤ ∞, ε > 0, b ∈ BMO(Rd) and T ∈ KL. Then, the
commutator [b, T ] is bounded from H1,q,ε

L,b (Rd) into L1(Rd).

Remark 7.1. The space H1
b (R

d) which has been considered by Wang et al. [45] is
a strictly subspace of H1,q,ε

L,b (Rd) in general. As an example, let us take 1 < q ≤ ∞,
ε > 0, L = −∆ + 1, and b be a non-constant bounded function, then it is easy to
check that the function f = χB(0,1) belongs to H1,q,ε

L,b (Rd) but not to H1
b (R

d). Thus,
Theorem 7.1 is an improvement of Theorem 5 of [45].

We should also point out that the authors in [45] proved Theorem 5 in their paper
by establishing that

‖[b, Rj ](a)‖L1 ≤ C‖b‖BMO

for all H1
b -atom a. However, as pointed in [9] and [31] that such arguments are not

enough to conclude that [b, Rj ] is bounded from H1
b (R

d) into L1(Rd) in general.
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Proof of Theorem 7.1. Let a be a (H1
L,b, q, ε)-atom related to the ball B = B(x0, r).

We first prove that (b−bB)a is C‖b‖BMO times a generalized (H1
L, (q̃+1)/2, ε)-atom,

where q̃ ∈ (1,∞) will be defined later and the positive constant C is independent
of b, a. Indeed, one has supp (b − bB)a ⊂ supp a ⊂ B. In addition, from Hölder
inequality and John-Nirenberg (classical) inequality,

‖(b− bB)a‖L(q̃+1)/2 ≤ ‖(b− bB)χB‖Lq̃(q̃+1)/(q̃−1)‖a‖Lq̃ ≤ C‖b‖BMO|B|(−q̃+1)/(q̃+1),

where q̃ = q if 1 < q < ∞ and q̃ = 2 if q = ∞. These together with (7.1) yield
that (b − bB)a is C‖b‖BMO times a generalized (H1

L, (q̃ + 1)/2, ε)-atom, and thus
‖(b− bB)a‖H1

L
≤ C‖b‖BMO.

We now prove that S(a, b) belongs to H1
L(R

d).
By Theorem 5.2, there exist d bounded bilinear operatorsRj : H

1
L(R

d)×BMO(Rd) →
L1(Rd), j = 1, ..., d, such that

[b, Rj ](a) = Rj(a, b) +Rj(S(a, b)),

since Rj is linear and belongs to KL (see Proposition 6.2). Consequently, for every
j = 1, ..., d, as Rj ∈ KL,

‖Rj(S(a, b))‖L1 = ‖(b− bB)Rj(a)−Rj((b− bB)a)−Rj(a, b)‖L1

≤ ‖(b− bB)Rj(a)‖L1 + ‖Rj‖H1
L→L1‖(b− bB)a‖H1

L
+ ‖Rj(a, b)‖L1

≤ C‖b‖BMO.

This together with Proposition 5.1 prove that S(a, b) ∈ H1
L(R

d), and moreover that

(7.2) ‖S(a, b)‖H1
L
≤ C‖b‖BMO.

Now, for any f ∈ H1,q,ε
L,b (Rd), there exists an expansion f =

∑∞
k=1 λkak where the

ak are (H
1
L,b, q, ε)-atoms and

∑∞
k=1 |λk| ≤ 2‖f‖H1,q,ε

L,b
. Then, the sequence {∑n

k=1 λkak}n≥1

converges to f in H1,q,ε
L,b (Rd) and thus in H1

L(R
d). This together with Proposition 5.1

imply that the sequence
{
S
(∑n

k=1 λkak, b
)}

n≥1
converges to S(f, b) in L1(Rd). In

addition, by (7.2),
∥∥∥∥∥S
( n∑

k=1

λkak, b
)∥∥∥∥∥

H1
L

≤
n∑

k=1

|λk|‖S(ak, b)‖H1
L
≤ C‖f‖H1,q,ε

L,b
‖b‖BMO.

We then use Corollary 3.3 and Theorem 5.1 to conclude that

‖[b, T ](f)‖L1 ≤ ‖RT (f, b)‖L1 + ‖T‖H1
L→L1‖S(f, b)‖H1

L

≤ C‖f‖H1
L
‖b‖BMO + C‖f‖H1,q,ε

L,b
‖b‖BMO

≤ C‖f‖H1,q,ε
L,b

‖b‖BMO,

which allows us to end the proof.
�
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7.2. Atomic Hardy spaces H log
L,α(R

d).

Definition 7.2. Let α ∈ R. We say that a is a H log
L,α-atom related to the ball

B = B(x0, r) if r ≤ CLρ(x0) and
i) supp a ⊂ B,

ii) ‖a‖L2 ≤
(
log(e+ ρ(x0)

r
)
)α

|B|−1/2,

iii) if r ≤ 1
CLρ(x0) then

∫
Rd a(x)dx = 0.

Then, the space H log
L,α(R

d) is defined as in (1) of Definition 2.2 with generalized

(H1
L, q, ε)-atoms replaced by H log

L,α-atoms.

Clearly, H log
L,0(R

d) is just H1
L(R

d). Moreover, H log
L,α(R

d) ⊂ H log
L,α′(Rd) for all α ≤ α′.

It should be pointed out that when L = −∆ + 1 and α > 0, then H log
L,α(R

d) is just
the space of all distributions f such that

∫

Rd

Mf(x)
λ(

log(e+ Mf(x)
λ

)
)αdx <∞

for some λ > 0, moreover (see [30] for the details),

‖f‖Hlog
L,α

≈ inf



λ > 0 :

∫

Rd

Mf(x)
λ(

log(e+ Mf(x)
λ

)
)αdx ≤ 1



 .

Theorem 7.2. Let T ∈ KL and b ∈ BMO(Rd). Then, the commutator [b, T ] is

bounded from H log
L,−1(R

d) into L1(Rd).

Proof. Let a be a H log
L,−1-atom related to the ball B = B(x0, r). Let us first prove

that (b − bB)a ∈ H1
L(R

d). By H1
L(R

d) is the dual of VMOL(Rd), it is sufficient to
show that for every g ∈ C∞

c (Rd),

‖(b− bB)ag‖L1 ≤ C‖b‖BMO‖g‖BMOL
.

Indeed, thanks to John-Nirenberg inequality and Lemma 2 of [16], we get

‖(b− bB)ag‖L1 ≤ ‖(g − gB)(b− bB)a‖L1 + |gB|‖(b− bB)a‖L1

≤ ‖(g − gB)χB‖L4‖(b− bB)χB‖L4‖a‖L2 +

+C log
(
e+

ρ(x0)

r

)
‖g‖BMOL

‖(b− bB)χB‖L2‖a‖L2

≤ C‖b‖BMO‖g‖BMOL
,

which prove that (b− bB)a ∈ H1
L(R

d), moreover, ‖(b− bB)a‖H1
L
≤ C‖b‖BMO.

Similarly to the proof of Theorem 7.1, we also obtain that

‖S(f, b)‖H1
L
≤ C‖f‖Hlog

L,−1
‖b‖BMO
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for all f ∈ H log
L,−1(R

d). Therefore, Theorem 5.1 allows to conclude that

‖[b, T ](f)‖L1 ≤ C‖f‖Hlog
L,−1

‖b‖BMO,

which ends the proof. �

7.3. The Hardy-Sobolev space H1,1
L (Rd). Following Hofmann et al. [25], we say

that f belongs to the (inhomogeneous) Hardy-Sobolev H1,1
L (Rd) if f, ∂x1f, ..., ∂xdf ∈

H1
L(R

d). Then, the norm on H1,1
L (Rd) is defined by

‖f‖H1,1
L

= ‖f‖H1
L
+

d∑

j=1

‖∂xjf‖H1
L
.

It should be pointed out that the authors in [25] proved that the space H1,1
−∆(R

d)
is just the classical (inhomogeneous) Hardy-Sobolev H1,1(Rd) (see for example [1]),
and can be identified with the (inhomogeneous) Triebel-Lizorkin space F 1,2

1 (Rd) (see
[29]). More precisely, f belongs to H1,1(Rd) if and only if

Wψ(f) =

{
∑

I

∑

σ∈E
|〈f, ψσI 〉|2(1 + |I|−1/d)2|I|−1χI

}1/2

∈ L1(Rd),

moreover, ‖f‖H1,1 ≈ ‖Wψ(f)‖L1. Here {ψσ}σ∈E is the wavelet as in Section 4.

Theorem 7.3. Let L = −∆+1, T ∈ KL and b ∈ BMO(Rd). Then, the commutator
[b, T ] is bounded from H1,1

L (Rd) into L1(Rd).

Remark 7.2. When L = −∆ + 1, we can define H(f) = f − ϕ ∗ f instead of
H(f) =

∑
n,k(ψn,kf−ϕ2−n/2 ∗(ψn,kf)) as in Section 3. Then, all results in this paper

are still holding. Moreover, it is easy to see that

∂xj(H(f)) = H(∂xjf).

Here and in what follows, for any dyadic cube Q = Q[y, r) := {x ∈ Rd : −r ≤
xj − yj < r for all j = 1, ..., d}, we denote by BQ the ball

BQ :=
{
x ∈ Rd : |x− y| < 2

√
dr
}
.

To prove Theorem 7.3, we need the following lemma.

Lemma 7.1. Let L = −∆+1. Then, the bilinear Π maps continuously H1,1(Rd)×
BMO(Rd) into H1

L(R
d).

Proof. Note that ρ(x) = 1 for all x ∈ Rd since V ≡ 1. We first claim that there
exists a constant C > 0 such that

(7.3) ‖(1 + |I|−1/d)−1(ψλI )
2‖H1

L
≤ C
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for all dyadic I = Q[x0, r) and λ ∈ E. Indeed, it follows from Remark 4.1 that supp
(1 + |I|−1/d)−1(ψλI )

2 ⊂ cI ⊂ cBI , and it is clear that ‖(1 + |I|−1/d)−1(ψλI )
2‖L∞ ≤

|I|−1‖ψ‖L∞ ≤ C|cBI |−1. In addition,
∣∣∣
∫

Rd

(1 + |I|−1/d)−1(ψλI (x))
2dx
∣∣∣ = (1 + |I|−1/d)−1 ≤ C

r

ρ(x0)
.

These prove that (1 + |I|−1/d)−1(ψλI )
2 is C times a generalized (H1

L,∞, 1)-atom
related to the ball cBI , and thus (7.3) holds.

Now, for every (f, g) ∈ H1,1(Rd)×BMO(Rd), (7.3) implies that

‖Π(f, g)‖H1
L

= ‖
∑

I

∑

λ∈E
〈f, ψλI 〉〈g, ψλI 〉(ψλI )2‖H1

L

≤ C
∑

I

∑

λ∈E

(
|〈f, ψλI 〉|(1 + |I|−1/d)

)
|〈g, ψλI 〉|

≤ C‖Wψ(f)‖L1‖g‖Ḟ 0,2
∞

≤ C‖f‖H1,1‖g‖BMO,

where we have used the fact that BMO(Rd) ≡ Ḟ 0,2
∞ (Rd) is the dual of H1(Rd) ≡

Ḟ 0,2
1 (Rd), we refer the reader to [20] for more details.

�

Proof of Theorem 7.3. Let (f, b) ∈ H1,1
L (Rd) × BMO(Rd). Thanks to Lemma 7.1,

Remark 7.2 and Lemma 2.10, one get

‖S(f, b)‖H1
L

≤ C‖H(f)‖H1,1‖b‖BMO

≤ C‖f‖H1,1
L
‖b‖BMO.

Then we use Theorem 5.1 to conclude that

‖[b, T ](f)‖L1 ≤ ‖RT (f, b)‖L1 + ‖T‖H1
L→L1‖S(f, b)‖H1

L

≤ C‖f‖H1,1
L
‖b‖BMO,

which ends the proof.
�

8. Proof of Theorem 5.1, Theorem 5.2, Theorem 5.3 and Theorem 5.4

First, we recall (see [31]) that K is the set of all sublinear operators T bounded
from H1(Rn) into L1(Rn) and there is q ∈ (1,∞] such that

‖(b− bB)Ta‖L1 ≤ C‖b‖BMO,

for all b ∈ BMO(Rn), any classical (H1, q)-atom a related to the ball B, where
C > 0 a constant independent of b, a.

Remark 8.1. By Remark 2.2 and H1(Rd) ⊂ H1
L(R

d), we obtain that KL ⊂ K.
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Lemma 8.1. Let T ∈ KL. Then,∥∥∥(g − gB(xn,k,5.2−n/2))T (ϕ2−n/2 ∗ f)
∥∥∥
L1

≤ C‖f‖h1n‖g‖BMO

for all g ∈ BMO(Rd) and f ∈ h1n(R
d) as in Lemma 4.1.

Proof. Since T ∈ KL, there are q ∈ (1,∞] and ε > 0 such that

(8.1) ‖(g − gB)a‖L1 ≤ C‖g‖BMO

for all generalized (H1
L, q, ε)-atom a related to the ball B. Then, it follows from

Remark 2.1 and the proof of Lemma 4.1 that there are generalized (H1
L, q, ε)-atoms

aj related to the ball B(xn,k, 5.2
−n/2) such that

ϕ2−n/2 ∗ f =
∑

j

λjaj and
∑

j

|λj| ≤ C‖f‖h1n.

Therefore, (8.1) implies that

‖(g − gB(xn,k ,5.2−n/2))T (ϕ2−n/2 ∗ f)‖L1 ≤ C‖g‖BMO

∑

j

|λj|

≤ C‖f‖h1n‖g‖BMO.

�

Lemma 8.2. Let T ∈ KL. Then, the subbilinear operator

U(f, b) := [b, T ](f − H(f))

is bounded from H1
L(R

d)×BMO(Rd) into L1(Rd).

Proof. As H1,2,1
L,fin(R

d) is dense in H1
L(R

d), it is sufficient to show that

‖U(f, b)‖L1 ≤ C‖f‖H1
L
‖b‖BMO

for all (f, b) ∈ H1,2,1
L,fin(R

d) × BMO(Rd). Indeed, it follows from Lemma 8.1 and
Corollary 4.1 that for every n, k,

‖[b, T ](ϕ2−n/2 ∗ (ψn,kf))‖L1 ≤ ‖(b− bB(xn,k ,5.2−n/2))T (ϕ2−n/2 ∗ (ψn,kf))‖L1

+ ‖T ((b− bB(xn,k ,5.2−n/2))(ϕ2−n/2 ∗ (ψn,kf)))‖L1

≤ C‖ψn,kf‖h1n‖b‖BMO.(8.2)

As f ∈ H1,2,1
L,fin(R

d), thanks to Lemma 2.9, there exist N,K ∈ Z+ such that

ψn,kf = 0

if |n| > N or k > K. Hence, (8.2) and Lemma 2.7 allow us to conclude that

‖U(f, b)‖L1 ≤
∥∥∥∥∥

N∑

n=−N

K∑

k=1

∣∣∣[b, T ](ϕ2−n/2 ∗ (ψn,kf))
∣∣∣
∥∥∥∥∥
L1

≤ C‖b‖BMO

∑

n,k

‖ψn,kf‖h1n ≤ C‖f‖H1
L
‖b‖BMO,
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which ends the proof.
�

The proof of Theorem 5.1. As T ∈ KL ⊂ K (see Remark 8.1), it follows from The-
orem 3.1 of [31] that there exists a bounded subbilinear operator V : H1(Rd) ×
BMO(Rd) → L1(Rd) such that for all (f, b) ∈ H1(Rd)×BMO(Rd), we have

(8.3) |T (−Π(f, b))| − V(f, b) ≤ |[b, T ](f)| ≤ V(f, b) + |T (−Π(f, b))|.
Let us now define the bilinear operator R by

R(f, b) := |U(f, b)|+ V(H(f), b)
for all (f, b) ∈ H1

L(R
d)×BMO(Rd), where U is the subbilinear operator as in Lemma

8.2. Then, the subbilinear decomposition (8.3) gives

|T (S(f, b))| −R(f, b) ≤ |[b, T ](f)| ≤ |T (S(f, b))|+R(f, b).

Moreover, by Lemma 8.2, the boundedness of V and Lemma 2.10, we get

‖R(f, b)‖L1 ≤ ‖U(f, b)‖L1 + ‖V(H(f), b)‖L1

≤ C‖f‖H1
L
‖b‖BMO + C‖H(f)‖H1‖b‖BMO

≤ C‖f‖H1
L
‖b‖BMO,

which ends the proof.
�

The proof of Theorem 5.2. As T is a linear operator in KL ⊂ K, it follows from
Theorem 3.2 of [31] that there exists a bounded bilinear operator W : H1(Rd) ×
BMO(Rd) → L1(Rd) such that for all (f, b) ∈ H1(Rd)×BMO(Rd), we have

(8.4) [b, T ](f) = W(f, b) + T (−Π(f, b)).

Let us now define the bilinear operator R by

R(f, b) := U(f, b) +W(H(f), b)

for all (f, b) ∈ H1
L(R

d)× BMO(Rd). Then, the bilinear decomposition (8.4) gives

[b, T ](f) = R(f, b) + T (S(f, b)).

Moreover, by Lemma 8.2, the boundedness of W and Lemma 2.10, we get

‖R(f, b)‖L1 ≤ ‖U(f, b)‖L1 + ‖W(H(f), b)‖L1

≤ C‖f‖H1
L
‖b‖BMO + C‖H(f)‖H1‖b‖BMO

≤ C‖f‖H1
L
‖b‖BMO,

which ends the proof.
�

To prove Theorem 5.3 and Theorem 5.4, we need the following lemma.
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Lemma 8.3. Let b be a non-constant BMO-function and f ∈ H1
L(R

d). Then, the
following conditions are equivalent:

i) f ∈ H1
L,b(R

d).

ii) S(f, b) ∈ H1
L(R

d).
iii) [b, Rj ](f) ∈ L1(Rd) for all j = 1, ..., d.
Furthermore, if one of these conditions is satisfied, then

‖f‖H1
L,b

= ‖f‖H1
L
‖b‖BMO + ‖[b,ML](f)‖L1

≈ ‖f‖H1
L
‖b‖BMO + ‖S(f, b)‖H1

L

≈ ‖f‖H1
L
‖b‖BMO +

d∑

j=1

‖[b, Rj ](f)‖L1,

where the constants are independent of b and f .

Proof. (i) ⇔ (ii). As ML ∈ KL (see Proposition 6.3), by Theorem 5.1, there is a
bounded subbilinear operator R : H1

L(R
d)× BMO(Rd) → L1(Rd) such that

ML(S(f, b))−R(f, b) ≤ |[b,ML](f)| ≤ ML(S(f, b)) +R(f, b).

Consequently, [b,ML](f) ∈ L1(Rd) iff S(f, b) ∈ H1
L(R

d), moreover,

‖f‖H1
L,b

≈ ‖f‖H1
L
‖b‖BMO + ‖S(f, b)‖H1

L
.

(ii) ⇔ (iii). As the Riesz transforms Rj are in KL (see Proposition 6.2), by
Theorem 5.2, there are d bounded subbilinear operator Rj : H

1
L(R

d)×BMO(Rd) →
L1(Rd), j = 1, ..., d, such that

[b, Rj ](f) = Rj(f, b) +Rj(S(f, b)).

Therefore, S(f, b) ∈ H1
L(R

d) iff [b, Rj ](f) ∈ L1(Rd) for all j = 1, ..., d, moreover,

‖f‖H1
L
‖b‖BMO + ‖S(f, b)‖H1

L
≈ ‖f‖H1

L
‖b‖BMO +

d∑

j=1

‖[b, Rj ](f)‖L1.

�

Proof of Theorem 5.3. (i). By Theorem 5.1, there is a bounded subbilinear operator
RT : H1

L(R
d)×BMO(Rd) → L1(Rd) such that

|T (S(f, b))| −RT (f, b) ≤ |[b, T ](f)| ≤ |T (S(f, b))|+RT (f, b).

Hence, Lemma 8.3 allows that for every f ∈ H1
L,b(R

d),

‖[b, T ](f)‖L1 ≤ ‖T‖H1
L→L1‖S(f, b)‖H1

L
+ ‖RT (f, b)‖L1

≤ C‖f‖H1
L,b

+ C‖f‖H1
L
‖b‖BMO ≤ C‖f‖H1

L,b
,

which ends the proof of (i).
(ii). It follows directly from Lemma 8.3, and thus the proof of Theorem 5.3 is

finished. �
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Proof of Theorem 5.4. The proof of Theorem 5.4 can be seen a consequence of The-
orem 5.6 and Lemma 8.3. We leave the details to the interested reader.

�

9. Proof of Theorem 5.5, Theorem 5.6 and Theorem 5.8

We start by recalling the notion of molecules which is a slightly modified version
of the classical one.

Definition 9.1. Let 1 < q ≤ ∞ and ε > 0. A function a is called a (H1, q, ε)-
molecule related to the ball B if

i) ‖a‖Lq(24B) ≤ |B|1/q−1,

ii) ‖a‖Lq(2k+1B\2kB) ≤ 2−kε|2kB|1/q−1, k = 4, 5, ...,
iii)

∫
Rd a(x)dx = 0.

Lemma 9.1. Let 1 < q ≤ ∞ and ε > 0. Then, there is a constant C = C(q, ε) > 1
such that for every (H1, q, ε)-molecule f related to the ball B,

‖f‖H1 ≤ C.

Furthermore, there exists a sequence of classical (H1, q)-atoms a1, a2, ..., ak, ..., re-
lated to 24B, 25B, ..., 23+kB, ..., respectively, satisfying

f = C

∞∑

k=1

2−kεak.

The proof of Lemma 9.1 is similar to the one of Theorem 4.7 of [41]. We omit the
details.

9.1. Proof of Theorem 5.5. In order to prove Theorem 5.5, we need the following
lemma.

Lemma 9.2. Let 1 < q < ∞, ε > 0 and T be a L-Calderón-Zygmund operator.
Then,

‖(f − fB)(g − gB)Ta‖L1 ≤ C‖f‖BMO‖g‖BMO

for all f, g ∈ BMO(Rd), generalized (H1
L, q, ε)-atom a related to the ball B.
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Proof. By Lemma 6.1, Lemma 6.2 and Hölder inequality, we get

‖(f − fB)(g − gB)Ta‖L1

= ‖(f − fB)(g − gB)Ta‖L1(2B) +
∑

k≥1

‖(f − fB)(g − gB)Ta‖L1(2k+1B\2kB)

≤ ‖f − fB‖L2q′ (2B)‖g − gB‖L2q′ (2B)‖T (a)‖Lq +

+
∑

k≥1

‖f − fB‖L2q′ (2k+1B)‖g − gB‖L2q′ (2k+1B)‖T (a)‖Lq(2k+1B\2kB)

≤ C‖f‖BMO‖g‖BMO +
∑

k≥1

C(k + 1)2‖f‖BMO‖g‖BMO|2k+1B|1/q′2−kδ0 |2kB|1/q−1

≤ C‖f‖BMO‖g‖BMO,

where 1/q + 1/q′ = 1 and δ0 > 0 in Lemma 6.2.
�

Proof of Theorem 5.5. (i). Suppose that T is a (δ, L)-Schrödinger-Calderón-Zygmund
operator. Let us first prove that T is bounded from H1

L(R
d) into H1(Rd). Indeed,

for every generalized (H1
L, 2, δ)-atom a related to the ball B. As T ∗(1) = 0, Lemma

6.2 implies that Ta is C times a (H1, 2, δ)-molecule related to the ball B. Therefore,
Lemma 9.1 and Proposition 2.1 yield that T is bounded from H1

L(R
d) into H1(Rd).

By this, the proof of (i) will be reduced to showing that

(9.1) ‖(b− bB)a‖H1
L
≤ C‖b‖BMOlog

L

and

(9.2) ‖(b− bB)Ta‖H1
L
≤ C‖b‖BMOlog

L

for all generalized (H1
L, 2, δ)-atom a related to the ball B = B(x0, r). Note that the

constants C in (9.1) and (9.2) are independent of b, a. Indeed, if (9.1) and (9.2) are
true, then

‖[b, T ](a)‖H1
L

≤ ‖(b− bB)Ta‖H1
L
+ ‖T ((b− bB)a)‖H1

L

≤ C‖b‖BMOlog
L

+ C‖T‖H1
L→H1‖(b− bB)a‖H1

L

≤ C‖b‖BMOlog
L
.

Therefore, Proposition 2.1 yields that [b, T ] is bounded onH1
L(R

d), moreover, ‖[b, T ]‖H1
L→H1

L
≤

C with the constant C is independent of b.
Verifying (9.1) is similar to (9.2) but its proof uses an easier argument, we leave

the details to the interested reader. Let us now establish (9.2). As H1
L(R

d) is the
dual of VMOL(Rd) (see Theorem 3.2), it is sufficient to prove that

(9.3) ‖φ(b− bB)Ta‖L1 ≤ C‖b‖BMOlog
L
‖φ‖BMOL

for all φ ∈ C∞
c (Rd). Besides, from Lemma 9.2,

‖(φ− φB)(b− bB)Ta‖L1 ≤ C‖b‖BMO‖φ‖BMO ≤ C‖b‖BMOlog
L
‖φ‖BMOL

.
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This together with Lemma 2 of [16] allow us to reduce (9.3) to showing that

(9.4) log
(
e+

ρ(x0)

r

)
‖(b− bB)Ta‖L1 ≤ C‖g‖BMOlog

L
.

Setting ε = δ/2, it is easy to check that there exists a constant C = C(ε) > 0
such that

log(e+ kt) ≤ Ckε log(e+ t)

for all k ≥ 2, t > 0. Consequently, for all k ≥ 1,

(9.5) log
(
e +

ρ(x0)

r

)
≤ C2kε log

(
e +

(ρ(x0)
2k+1r

)k0+1
)
.

Then, by Lemma 6.2 and Lemma 9.7 (see below), we get

log
(
e +

ρ(x0)

r

)
‖(b− bB)Ta‖L1

= log
(
e +

ρ(x0)

r

)
‖(b− bB)Ta‖L1(2B) +

+
∑

k≥1

log
(
e +

ρ(x0)

r

)
‖(b− bB)Ta‖L1(2k+1B\2kB)

≤ C log

(
e+

(ρ(x0)
2r

)k0+1
)
‖b− bB‖L2(2B)‖Ta‖L2 +

+C
∑

k≥1

2kε log

(
e+

(ρ(x0)
2k+1r

)k0+1
)
‖b− bB‖L2(2k+1B)‖Ta‖L2(2k+1B\2kB)

≤ C|2B|1/2‖b‖BMOlog
L
‖a‖L2 + C

∑

k≥1

2kε(k + 1)|2k+1B|1/2‖b‖BMOlog
L
2−kδ|2kB|−1/2

≤ C‖b‖BMOlog
L
,

where we used δ = 2ε. This allows us to end the proof of (i).
(ii). As V ∈ RHd, it is well-known (see [35, 40]) that the Riesz transforms Rj are

Schrödinger-Calderón-Zygmund operators satisfying R∗
j (1) = 0, and thus (ii) can

be seen as an immediate consequence of Theorem 5.6.
�

9.2. Proof of Theorem 5.6. Here and in what follows, N0 = log2C0 + 1 with C0

the constant in (2.1) and the constant δ ∈ (0, 1) is as in Lemma 2.6 of [33] (see
below). Let us now recall the following two lemmas.

Lemma 9.3 (see [23], Lemma 1). Let V ∈ RHd/2. Suppose that N ≥ N0. Then,
there exists C(N) > 0 such that for all ball B(x,R),

1
(
1 + R

ρ(x)

)N
∫

B(x,R)

V (y)dy ≤ C(N)Rd−2.
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Lemma 9.4 (see [33], Lemma 2.6). Let V ∈ RHd/2. Then, there exists δ ∈ (0, 1)
such that for any positive number N and 0 < h < |x− y|/16, we have

|Kj(x, y)| ≤
C(N)

(
1 + |x−y|

ρ(y)

)N
1

|x− y|d−1

( ∫

B(x,|x−y|)

V (z)

|x− z|d−1
dz +

1

|x− y|
)

and

|Kj(x, y+h)−Kj(x, y)| ≤
C(N)

(
1 + |x−y|

ρ(y)

)N
hδ

|x− y|δ+d−1

( ∫

B(x,|x−y|)

V (z)

|x− z|d−1
dz+

1

|x− y|
)
,

where Kj(x, y), j = 1, ..., d, are the kernels of the Riesz transforms Rj.

Next lemma will be useful for proving Theorem 5.6.

Lemma 9.5. Let 1 < q ≤ d/2. Then, Rj(a) is C times a (H1, q, δ)-molecule for all
generalized (H1

L, q, δ)-atom a related to the ball B = B(x0, r). Furthermore, for any
N > 0, there exists C(N) > 0 such that for every k ≥ 4,

(9.6) ‖Rj(a)‖Lq(2k+1B\2kB) ≤
C(N)

(
1 + 2kr

ρ(x0)

)N 2−kδ|2kB|1/q−1.

Proof. It is well-known that Rj is bounded from H1
L(R

d) into H1(Rd), inparticular,
one has

∫
Rd Rj(a)(x)dx = 0. Moreover, by the Lq-boundedness of Rj (see [40],

Theorem 0.5) one has ‖Rj(a)‖Lq ≤ C|B|1/q−1. Therefore, it is sufficient to verify
(9.6). Thanks to Lemma 9.4, as a is a generalized (H1

L, q, δ)-atom related to the ball
B, for every x ∈ 2k+1B \ 2kB,

|Rj(a)(x)| ≤
∣∣∣
∫

B

(Kj(x, y)−Kj(x, x0))a(y)dy
∣∣∣+ |Kj(x, x0)|

∣∣∣
∫

B

a(y)dy
∣∣∣

≤
∫

B

C(N)
(
1 + |x−x0|

ρ(x0)

)N+4N0

|y − x0|δ
|x− x0|d+δ−1

{ ∫

B(x,|x−x0|)

V (z)

|x− z|d−1
dz +

1

|x− x0|
}
|a(y)|dy

+
C(N)

(
1 + |x−x0|

ρ(x0)

)N+4N0+δ

1

|x− x0|d−1

( ∫

B(x,|x−x0|)

V (z)

|x− z|d−1
dz +

1

|x− x0|
)( r

ρ(x0)

)δ

≤ C(N)
(
1 + 2kr

ρ(x0)

)N




1
(
1 + 2k+2r

ρ(x0)

)N0

rδ

(2kr)d+δ−1

∫

B(x,|x−x0|)

V (z)

|x− z|d−1
dz +

2−kδ

|2kB|


 .

(9.7)

Here and in what follows, the constants C(N) depend only on N , but may change
from line to line. Note that for every x ∈ 2k+1B \ 2kB, one has B(x, |x − x0|) ⊂
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B(x, 2k+1r) ⊂ B(x0, 2
k+2r). The fact V ∈ RHd/2, d/2 ≥ q > 1, and Hölder inequal-

ity yield
∥∥∥∥∥∥∥

∫

B(x,|x−x0|)

V (z)

|x− z|d−1
dz

∥∥∥∥∥∥∥
Lq(2k+1B\2kB,dx)

≤ C(2k+1r)1−
2
d





∫

2k+1B\2kB

( ∫

B(x,2k+1r)

|V (z)|d/2
|x− z|d−1

dz
) 2q

d
dx





1/q

≤ C(2kr)1−
2
d |2k+1B| 1q− 2

d





∫

B(z,2k+1r)

dx

∫

B(x0,2k+2r)

|V (z)|d/2
|x− z|d−1

dz





2/d

≤ C2kr|2kB|1/q−1

∫

B(x0,2k+2r)

V (z)dz.(9.8)

Combining (9.7), (9.8) and Lemma 9.3, we obtain that

‖Rj(a)‖Lq(2k+1B\2kB)

≤ C(N)
(
1 + 2kr

ρ(x0)

)N



rδ2kr|2kB|1/q−1

(2kr)d+δ−1

1
(
1 + 2k+2r

ρ(x0)

)N0

∫

B(x0,2k+2r)

V (z)dz +
2−kδ

|2kB| |2
k+1B|1/q




≤ C(N)
(
1 + 2kr

ρ(x0)

)N 2−kδ|2kB|1/q−1,

which completes the proof. �

In order to prove Theorem 5.6, we need the following two technical lemmas.

Lemma 9.6. Let 1 < q ≤ d/2 and θ ≥ 0. Then,

‖(g − gB)Rj(a)‖L1 ≤ C‖g‖BMOL,θ

and

‖(f − fB)(g − gB)Rj(a)‖L1 ≤ C‖f‖BMO‖g‖BMOL,θ

for all f ∈ BMO(Rd), g ∈ BMOL,θ(Rd) and generalized (H1
L, q, δ)-atom a related

to the ball B = B(x0, r).
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Lemma 9.7. Let 1 ≤ q < ∞ and θ ≥ 0. Then, for every f ∈ BMOlog
L,θ(R

d),

B = B(x, r) and k ∈ Z+, we have

( 1

|2kB|

∫

2kB

|f(y)− fB|qdy
)1/q

≤ Ck

(
1 + 2kr

ρ(x)

)(k0+1)θ

log
(
e+ (ρ(x)

2kr
)k0+1

)‖f‖BMOlog
L,θ
,

where the constant k0 is as in Lemma 2.1.

To prove Lemma 9.6, we need to recall the following lemma.

Lemma 9.8 (see [8], Lemma 1). Let 1 ≤ q < ∞ and θ ≥ 0. Then, for every
f ∈ BMOL,θ(Rd), B = B(x, r) and k ∈ Z+, we have

( 1

|2kB|

∫

2kB

|f(y)− fB|qdy
)1/q

≤ Ck
(
1 +

2kr

ρ(x)

)(k0+1)θ

‖f‖BMOL,θ
.

Proof of Lemma 9.6. Noting that r ≤ CLρ(x0) since a is a generalized (H1
L, q, δ)-

atom related to the ball B = B(x0, r), choosing N = (k0+1)θ in (9.6) together with
Hölder inequality and Lemma 9.8 allow to conclude that

‖(g − gB)Rj(a)‖L1

= ‖(g − gB)Rj(a)‖L1(24B) +

∞∑

k=4

‖(g − gB)Rj(a)‖L1(2k+1B\2kB)

≤ ‖g − gB‖Lq′ (24B)‖Rj‖Lq→Lq‖a‖Lq +

∞∑

k=4

‖g − gB‖Lq′ (2k+1B\2kB)‖Rj(a)‖Lq(2k+1B\2kB)

≤ C‖g‖BMOL,θ
+

+C

∞∑

k=4

(k + 1)|2k+1B|1/q′
(
1 +

2k+1r

ρ(x)

)(k0+1)θ

‖g‖BMOL,θ

1
(
1 + 2kr

ρ(x)

)(k0+1)θ
2−kδ|2kB|1/q−1

≤ C‖g‖BMOL,θ
,

where 1/q + 1/q′ = 1. Similarly, we also obtain that

‖(f − fB)(g − gB)Rj(a)‖L1

= ‖(f − fB)(g − gB)Rj(a)‖L1(24B) +
∞∑

k=4

‖(f − fB)(g − gB)Rj(a)‖L1(2k+1B\2kB)

≤ ‖f − fB‖L2q′ (24B)‖g − gB‖L2q′ (24B)‖Rj(a)‖Lq +

+
∞∑

k=4

‖f − fB‖L2q′ (2k+1B)‖g − gB‖L2q′ (2k+1B)‖Rj(a)‖Lq(2k+1B\2kB)

≤ C‖f‖BMO‖g‖BMOL,θ
,

which ends the proof.
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�

Proof of Lemma 9.7. First, we claim that for every ball B0 = B(x0, r0),

(9.9)
( 1

|B0|

∫

B0

|f(y)− fB0 |qdy
)1/q

≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e+ (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
.

Assume that (9.9) for a moment. Then,

( 1

|2kB|

∫

2kB

|f(y)− fB|qdy
)1/q

≤
( 1

|2kB|

∫

2kB

|f(y)− f2kB|qdy
)1/q

+
k−1∑

j=0

|f2j+1B − f2jB|

≤

(
1 + 2kr

ρ(x)

)(k0+1)θ

log
(
e+ (ρ(x)

2kr
)k0+1

)‖f‖BMOlog
L,θ

+
k−1∑

j=0

2d

(
1 + 2j+1r

ρ(x)

)θ

log
(
e+ ρ(x)

2j+1r

)‖f‖BMOlog
L,θ

≤ Ck

(
1 + 2kr

ρ(x)

)(k0+1)θ

log
(
e+ (ρ(x)

2kr
)k0+1

)‖f‖BMOlog
L,θ
.

Now, it remains to prove (9.9).
Let us define the function h on Rd as follows

h(x) =





1, x ∈ B0,
2r0−|x−x0|

r0
, x ∈ 2B0 \B0,

0, x /∈ 2B0,

and remark that

(9.10) |h(x)− h(y)| ≤ |x− y|
r0

.

Setting f̃ := f − f2B0 . By the classical John-Nirenberg inequality, there exists a
constant C = C(d, q) > 0 such that

( 1

|B0|

∫

B0

|f(y)− fB0 |qdy
)1/q

=
( 1

|B0|

∫

B0

|h(y)f̃(y)− (hf̃)B0 |qdy
)1/q

≤ C‖hf̃‖BMO.
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Therefore, the proof of the lemma will be reduced to showing that

‖hf̃‖BMO ≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e + (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
,

namely, for every ball B = B(x, r),

(9.11)
1

|B|

∫

B

|h(y)f̃(y)− (hf̃)B|dy ≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e+ (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
.

Now, let us focus on Inequality (9.11). Noting that supp h ⊂ 2B0, Inequality
(9.11) is obvious if B ∩ 2B0 = ∅. Hence, we only consider the case B ∩ 2B0 6= ∅.
Then, we have the following two cases:

The case r > r0: the fact B ∩ 2B0 6= ∅ implies that 2B0 ⊂ 5B, and thus

1

|B|

∫

B

|h(y)f̃(y)− (hf̃)B|dy ≤ 2
1

|B|

∫

B

|h(y)f̃(y)|dy

≤ 2.5d
1

|2B0|

∫

2B0

|f(y)− f2B0 |dy

≤ C

(
1 + 2r0

ρ(x0)

)θ

log
(
e + ρ(x0)

2r0

)‖f‖BMOlog
L,θ

≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e + (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
.

The case r ≤ r0: Inequality (9.10) yields

1

|B|

∫

B

|h(y)f̃(y)− (hf̃)B|dy ≤ 2
1

|B|

∫

B

|h(y)f̃(y)− hB f̃B|dy

≤ 2
1

|B|

∫

B

|h(y)(f̃(y)− f̃B)|dy+

+ 2|f̃B|
1

|B|

∫

B

1

|B|
∣∣∣
∫

B

(h(x)− h(y))dy
∣∣∣dx

≤ 2
1

|B|

∫

B

|f(y)− fB|dy + 4
r

r0
|fB − f2B0 |.(9.12)
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By r ≤ r0, B = B(x, r) ∩B(x0, r0) 6= ∅, Lemma 2.1 gives

r

ρ(x)
≤ r0
ρ(x)

≤ C
r0

ρ(x0)

(
1 +

|x− x0|
ρ(x0)

)k0
≤ C

(
1 +

r0
ρ(x0)

)k0+1

.

Consequently,

1

|B|

∫

B

|f(y)− fB|dy ≤

(
1 + r

ρ(x)

)θ

log(e+ ρ(x)
r
)
‖f‖BMOlog

L,θ

≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e+ (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
,(9.13)

and

1

|B(x, 23r0)|

∫

B(x,23r0)

|f(y)− fB(x,23r0)|dy ≤

(
1 + 23r0

ρ(x)

)θ

log(e+ ρ(x)
23r0

)
‖f‖BMOlog

L,θ

≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e + (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
.(9.14)

Noting that for every k ∈ N with 2k+1r ≤ 23r0,

|f2k+1B − f2kB| ≤ 2d
1

|2k+1B|

∫

2k+1B

|f(y)− f2k+1B|dy

≤ C

(
1 + 23r0

ρ(x)

)θ

log(e+ ρ(x)
23r0

)
‖f‖BMOlog

L,θ

≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e + (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
,

allows us to conclude that

(9.15) |fB(x,r) − fB(x,23x0)| ≤ C log
(
e+

r0
r

)
(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e + (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
.
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Then, the inclusion 2B0 ⊂ B(x, 23r0) together with the inequalities (9.12), (9.13),
(9.14) and (9.15) yield

1

|B|

∫

B

|h(y)f̃(y)− (hf̃)B|dy ≤ 2
1

|B|

∫

B

|f(y)− fB|dy +

+4
r

r0

(
|fB(x,r) − fB(x,23x0)|+ 4dMO(f, B(x, 23x0))

)

≤ C
(
1 +

r

r0
log(e+

r0
r
)
)
(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e+ (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ

≤ C

(
1 + r0

ρ(x0)

)(k0+1)θ

log
(
e + (ρ(x0)

r0
)k0+1

)‖f‖BMOlog
L,θ
,

we have used r
r0
log(e + r0

r
) ≤ supt≤1 t log(e+ 1/t) <∞. This ends the proof.

�

Proof of Theorem 5.6. (i). Suppose that b ∈ BMOlog
L,θ(R

d) for some θ ≥ 0. By the

Riesz transforms Rj are bounded from H1
L(R

d) into H1(Rd), similarly to the proof
of Theorem 5.5, it is sufficient to show that

(9.16) ‖(b− bB)a‖H1
L
≤ C‖b‖BMOlog

L,θ

and

(9.17) ‖(b− bB)Rj(a)‖H1
L
≤ C‖b‖BMOlog

L,θ

for all generalized (H1
L, d/2, δ)-atom a related to the ball B = B(x0, r). Note that

the constants C in (9.16) and (9.17) are independent of b, a.
Verifying (9.16) is similar to (9.17) but its proof uses an easier argument, we leave

the details to the interested reader. Let us now establish (9.17). Using the ideas
from the proof of Theorem 5.5 together with Lemma 9.6 allow us to reduce (9.17)
to showing that

(9.18) log
(
e+

ρ(x0)

r

)
‖(b− bB)Rj(a)‖L1 ≤ C‖b‖BMOlog

L,θ
.

Setting ε = δ/2, there is a constant C = C(ε) > 0 such that for all k ≥ 1,

(9.19) log
(
e +

ρ(x0)

r

)
≤ C2kε log

(
e +

(ρ(x0)
2k+1r

)k0+1
)
.

Note that r ≤ CLρ(x0) since a is a (H1
L, d/2)-atom related to the ball B(x0, r).

Choosing N = (k0+1)θ in (9.6) together with Hölder inequality, (9.19) and Lemma
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9.7 allow us to conclude that

log
(
e +

ρ(x0)

r

)
‖(b− bB)Rj(a)‖L1

= log
(
e +

ρ(x0)

r

)
‖(b− bB)Rj(a)‖L1(24B) +

+
∑

k≥4

log
(
e +

ρ(x0)

r

)
‖(b− bB)Rj(a)‖L1(2k+1B\2kB)

≤ C log

(
e+

(ρ(x0)
24r

)k0+1
)
‖b− bB‖

L
d

d−2 (24B)
‖Rj(a)‖Ld/2 +

+C
∑

k≥4

2kε log

(
e+

(ρ(x0)
2k+1r

)k0+1
)
‖b− bB‖

L
d

d−2 (2k+1B)
‖Rj(a)‖Ld/2(2k+1B\2kB)

≤ C‖b‖BMOlog
L,θ

+ C‖b‖BMOlog
L,θ

∑

k≥4

k2−kε

≤ C‖b‖BMOlog
L,θ

where we used δ = 2ε. This ends the proof of (i).
(ii). Although (ii) can be followed from the duality and Theorem 2 of [8], we

would also like to give a direct proof for the completeness.
Suppose that b ∈ BMOL,θ(Rd) for some θ ≥ 0. For every (H1

L, d/2)-atom a related
to some ball B = B(x0, r) in Rd, Remark 2.1 and Lemma 9.6 give

‖Rj((b− bB)a)‖L1 ≤ ‖(b− bB)Rj(a)‖L1 + C‖[b, Rj ](a)‖H1
L

≤ C‖b‖BMOL,θ
+ C‖[b, Rj]‖H1

L→H1
L

(9.20)

for all j = 1, ..., d. On the other hand, noting that r ≤ CLρ(x0) since a is a (H1
L, d/2)-

atom related to some ball B = B(x0, r), Hölder inequality and Lemma 9.8 give

‖(b− bB)a‖L1 ≤ ‖b− bB‖
L

d
d−2 (B)

‖a‖Ld/2(B) ≤ C‖b‖BMOL,θ
.

This together with (9.20) prove that (b− bB)a ∈ H1
L(R

d), moreover,

(9.21) ‖(b− bB)a‖H1
L
≤ C

(
‖b‖BMOL,θ

+

d∑

j=1

‖[b, Rj ]‖H1
L→H1

L

)

where the constant C > 0 independent of b, a.
Now, we prove that b ∈ BMOlog

L,θ(R
d). More precisely, the following

(9.22)
log
(
e+ ρ(x0)

r

)

(
1 + r

ρ(x0)

)θ MO(b, B(x0, r)) ≤ C

(
‖b‖BMOL,θ

+

d∑

j=1

‖[b, Rj ]‖H1
L→H1

L

)

holds for any ball B(x0, r) in Rd. In fact, we only need to establish (9.22) for
0 < r < ρ(x0)/2 since b ∈ BMOL,θ(Rd).
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Indeed, in (9.21) we choose B = B(x0, r) and a = (2|B|)−1(f −fB)χB, where f =
sign (b − bB). Then, it is easy to see that a is a (H1

L, d/2)-atom related to the ball
B. We next consider

gx0,r(x) = χ[0,r](|x− x0|) log
(ρ(x0)

r

)
+ χ(r,ρ(x0)](|x− x0|) log

( ρ(x0)

|x− x0|
)
.

Then, thanks to Lemma 2.5 in [35], one has ‖gx0,r‖BMOL
≤ C. Moreover, it is

clear that gx0,r(b− bB)a ∈ L1(Rd). Consequently, (9.21) together with the fact that
BMOL(Rd) is the dual of H1

L(R
d) allows us to conclude that

log
(
e+ ρ(x0)

r

)

(
1 + r

ρ(x0)

)θ MO(b, B(x0, r)) ≤ 3 log
(ρ(x0)

r

)
MO(b, B(x0, r))

= 6
∣∣∣
∫

Rd

gx0,r(x)(b(x)− bB)a(x)dx
∣∣∣

≤ 6‖gx0,r‖BMOL
‖(b− bB)a‖H1

L

≤ C

(
‖b‖BMOL,θ

+
d∑

j=1

‖[b, Rj ]‖H1
L→H1

L

)
,

where we used r < ρ(x0)/2 and
∫

Rd

(b(x)− bB)a(x)dx =
1

2|B(x0, r)|

∫

B(x0,r)

|b(x)− bB(x0,r)|dx.

This ends the proof.
�

9.3. Proof of Theorem 5.8. To prove Theorem 5.8, we need the following tech-
nical lemma.

Lemma 9.9. There exists a constant C > 0 such that

(9.23) ‖(g − gB)Mf‖L1 ≤ C‖g‖BMO

and

(9.24) ‖(g − gB)M(Rj(a))‖L1 ≤ C‖g‖BMO

for all g ∈ BMO(Rd), classical (H1, d/2)-atom f related to the ball B and general-
ized (H1

L, d/2, δ)-atom a related to the ball B.

Proof. The proof of (9.23) is classical. It can be found in [19] (see also [43], Chapter
IV).
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Let us now look at (9.24). By Lemma 9.1 and Lemma 9.5, there exists a se-
quence of classical (H1, d/2)-atoms a1, a2, ..., ak, ..., related respectively to the balls
24B, 25B, ..., 23+kB, ..., such that

Rj(a) = C
∞∑

k=1

2−kδak.

Therefore, (9.23) implies that

‖(g − gB)M(Rj(a))‖L1 ≤ C

∞∑

k=1

2−kδ(‖(g − g2k+3B)M(ak)‖L1 + |g2k+3B − gB|‖M(ak)‖L1)

≤ C‖g‖BMO

( ∞∑

k=1

2−kδ +
∞∑

k=1

2−kδ(k + 3)

)

≤ C‖g‖BMO.

�

Proof of Theorem 5.8. Similarly to the proof of Theorem 5.6, it is sufficient to show
that

(9.25) ‖(b− bB)a‖H1
L
≤ C‖b‖BMOlog

and

(9.26) ‖(b− bB)Rj(a)‖H1
L
≤ C‖b‖BMOlog

for all generalized (H1
L, d/2, δ)-atom a related to the ball B.

Verifying (9.25) is similar to (9.26) but its proof uses an easier argument, we
leave the details to the interested reader. Let us now establish (9.26), namely, the
following

(9.27)
∣∣∣
∫

Rd

(g(x)− gB)Rj(a)(x)v(x)dx
∣∣∣ ≤ C‖g‖BMOlog‖v‖BMOL

holds for all v ∈ C∞
c (Rd) since H1

L(R
d) is the dual of VMOL(Rd) the completion of

C∞
c (Rd) in BMOL(Rd). By Lemma 9.6, (g − gB)Rj(a)v ∈ L1(Rd), moreover,

‖(v − vB)(g − gB)Rj(a)‖L1 ≤ C‖g‖BMO‖v‖BMO

≤ C‖g‖BMOlog‖v‖BMOL
.(9.28)

Now, let us look at f := vBRj(a). From Lemma 9.9 and (4.6),

‖Mf‖Llog = ‖vM(Rj(a))− (v − vB)M(Rj(a))‖Llog

≤ C‖vM(Rj(a))‖Llog + C‖(v − vB)M(Rj(a))‖L1

≤ C‖M(Rj(a))‖L1‖v‖BMOL
+ C‖v‖BMO

≤ C‖v‖BMOL
.
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This together with the fact that BMOlog(Rd) is the dual of H log(Rd) (see Theorem
3.3 of [30]) allows to conclude that

∣∣∣
∫

Rd

(g(x)− gB)vBRj(a)(x)dx
∣∣∣ =

∣∣∣
∫

Rd

(g(x)− gB)f(x)dx
∣∣∣

≤ C‖g − gB‖BMOlog‖Mf‖Llog

≤ C‖g‖BMOlog‖v‖BMOL
.(9.29)

Finally, (9.27) follows from (9.28) and (9.29). This ends the proof.
�

References

[1] P. Auscher, E. Russ and P. Tchamitchian, Hardy Sobolev spaces on strongly Lipschitz
domains of Rn. J. Funct. Anal. 218 (2005), no. 1, 54–109.

[2] F. Bernicot, A T (1)-Theorem in relation to a semigroup of operators and applications to
new paraproducts, accepted to Trans. Amer. Math. Soc, arXiv:1005.5140.

[3] J. J. Betancor, R. Crescimbeni, J. C. Farina, P. R. Stinga, J. L. Torrea, A T 1 criterion
for Hermite-Calderón-Zygmund operators on the BMOH(Rn) space and applications, to
appear in Ann. Sc. Norm. Sup. Pisa. Sci (2010), arXiv:1006.0416.

[4] A. Bonami, S. Grellier and L. D. Ky, Paraproducts and products of functions in
BMO(Rn) and H1(Rn) through wavelets, to appear in J. Math. Pure Appl, arXiv:
1103.1822.

[5] A. Bonami, S. Grellier and B. F. Sehba, Boundedness of Hankel operators on H1(Bn).
C. R. Math. Acad. Sci. Paris 344 (2007), no. 12, 749–752.

[6] A. Bonami, T. Iwaniec, P. Jones and M. Zinsmeister, On the product of functions in
BMO and H1. Ann. Inst. Fourier (Grenoble). 57 (2007), no. 5, 1405–1439.

[7] B. Bongioanni, E. Harboure, O. Salinas, Riesz transforms related to Schrödinger opera-
tors acting on BMO type spaces. J. Math. Anal. Appl. 357 (2009), no. 1, 115–131.

[8] B. Bongioanni, E. Harboure, O. Salinas, Commutators of Riesz transforms related to
Schrödinger operators. J. Fourier Anal. Appl. 17 (2011), no. 1, 115–134.

[9] M. Bownik, Boundedness of operators on Hardy spaces via atomic decompositions. Proc.
Amer. Math. Soc. 133 (2005), 3535–3542.

[10] M. Bramanti, L. Brandolini, Estimates of BMO type for singular integrals on spaces of
homogeneous type and applications to hypoelliptic PDEs. Rev. Mat. Iberoamericana 21
(2005), no. 2, 511–556.

[11] D-C. Chang, G. Dafni, E. M. Stein, Hardy spaces, BMO, and boundary value problems
for the Laplacian on a smooth domain in Rn. Trans. Amer. Math. Soc. 351 (1999), no.
4, 1605–1661.

[12] R.R. Coifman, R. Rochberg and G. Weiss, Factorization theorems for Hardy spaces in
several variables. Ann. of Math., 103 (1976), 611–635.

[13] G. Dafni, Hardy spaces on strongly pseudoconvex domains in Cn and domains of finite
type in C2, Ph.D. Thesis, Princeton University, 1993.

[14] G. Dafni, Local VMO and weak convergence in h1. Canad. Math. Bull. 45 (2002), no. 1,
46–59.

[15] D. Deng, X. T. Duong, L. Song, C. Tan and L. Yan, Functions of vanishing mean osillation
associated with operators and applications. Michigan Math. J. 56 (2008), 529–550.



HARDY SPACES AND COMMUTATORS 64

[16] J. Dziubański, G. Garrigós, T. Mart́ınez, J. Torrea and J. Zienkiewicz, BMO spaces
related to Schrödinger operators with potentials satisfying a reverse Hölder inequality.
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