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Abstract. Various particle methods are widely used to model dynamics of complex media. In
this work molecular dynamics and dissipative particles dynamics are applied to model blood flows
composed of plasma and erythrocytes. The properties of the homogeneous particle fluid are stud-
ied. Capillary flows with erythrocytes are investigated.
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1. Introduction
Dissipative particle dynamics is a method to simulate systems of particles. It originates from
molecular dynamics where each particle moves according to Newton’s second law. The difference
between two methods is in the form of forces acting between the particles. In molecular dynam-
ics, it is a pairwise potential force which depends on the distance between each two particles. In
dissipative particle dynamics, there are two additional forces, dissipative and random. Their form
depends on the medium which we want to describe. In the case of a homogeneous Newtonian fluid,
dissipative and random forces are also pairwise and have a special form [3], [9], [11]. For properly
chosen values of parameters, this approach is equivalent to Navier-Stokes equations. However,
from the computational point of view, it is more expensive. Its application becomes justified to
model complex media, in particular blood flows. Conventional approaches, where blood is con-
sidered as a homogeneous non-Newtonian fluid, is widely used and allows one to study numerous
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problems of hemodynamics (see, e.g., [8]). However it has its limitations when we need to de-
scribe in more detail cell-cell interaction in the flow or cell-vessel wall interaction. In this case we
need to take into account individual cells with their geometry and structure (elastic cell membrane,
intracellular medium). Several approaches are developed in order to study blood flows considered
as a heterogeneous medium composed of plasma and blood cells: lattice Boltzmann method [12],
smoothed particle dynamics [10], dissipative particle dynamics [5], immerse boundary method [7]
and other methods to approximate the membrane [1]. We will briefly present some results for
molecular dynamics (MD) and dissipative particles dynamics (DPD).

2. Molecular dynamics and dissipative particle dynamics

2.1. MD description
The first approach is based on Molecular Dynamics (MD) simulations. We introduce a conservative
force in a form similar to Lennard-Jones potential but simpler from the computational point of
view:

FC
ij = FC(rij)r̂ij, (2.1)

where Fij is the force between the particles i and j, acting on the particle i, rij = ri−rj , rij = |rij|,
r̂ij = rij/rij , and the function F is given by the equality

FC(rij) = k

(
rc

rij

− 1

) (
nrc

rij

− 1

)
. (2.2)

Here rc is the force cut-off radius, which determines the distance of force influence, and n is the
parameter which determines the second root of the function F .

If the the roots of the conservative force function are equal to each other, then there is no
attraction between the particles. In addition to the conservative force, on each particle a force of
fixed amplitude, but random direction is applied. This random force, denoted FR

i , acts as an energy
source. The motion of the particles is governed by Newton’s second law of motion, in which the
artificial viscosity term is introduced in order to adjust dynamic viscosity of a simulated fluid, but
also to stabilize the system of particles, if needed:

dri = vidt, dvi =
1

mi

(
FR

i +
∑

j 6=i

FC
ij − cvi

)
dt, (2.3)

where ri is the position vector and vi is the velocity vector of particle i. The coefficient c is the
strength of the artificial viscosity (dampening).
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2.2. DPD description
The second approach considered in this work is Dissipative Particle Dynamics (DPD). We use it in
the form described in literature [9], [11], [6]. The DPD is governed by three equations describing
conservative, dissipative and random force acting between each two particles:

FC
ij = FC

ij (rij)r̂ij, (2.4)

FD
ij = −γωD(rij)(vij · r̂ij)r̂ij, (2.5)

FR
ij = σωR(rij)

ξij√
dt

r̂ij, (2.6)

where ri is the vector of position of the particle i, rij = ri − rj , rij = |rij|, r̂ij = rij/rij , and
vij = vi − vj is the difference between velocities of two particles. γ and σ are coefficients which
determine strength of the dissipative and the random force respectively, while ωD and ωR are
weight functions; ξij is a normally distributed random variable with zero mean, unit variance, and
ξij = ξji. The conservative force is given by the equality

FC
ij (rij) =





aij (1− rij/rc) for rij ≤ rc,

0 for rij > rc,
(2.7)

where aij is the conservative force coefficient between particles i and j, and rc is the cutoff radius.
The random and dissipative forces form a thermostat. If the following two relations are satis-

fied, system will preserve its energy and maintain the equilibrium temperature:

ωD(rij) =
[
ωR(rij)

]2
, σ2 = 2γkBT, (2.8)

where kB is the Boltzmann constant and T is the temperature. The weight functions are determined
by:

ωR(rij) =





(1− rij/rc)
k for rij ≤ rc,

0 for rij > rc,
(2.9)

where k = 1 for the original DPD method, but it can be also scaled in order to change the dy-
namic viscosity of the simulated fluid. Similar to the previous method, the motion of particles is
determined by Newton’s second law of motion:

dri = vidt, dvi =
1

mi

∑

j 6=i

(
FC

ijdt + FD
ijdt + FR

ij

√
dt

)
. (2.10)
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2.3. Boundary conditions
A practical way to verify the correctness of MD and DPD is to compare the velocity and den-
sity profiles in the Poiseuille flow with the corresponding solution of the Navier-Stokes equations.
Velocity and density profiles are averaged through a period of time which length depends on pa-
rameters, and it begins once the system is near its stable solution. The stability of the solution can
be evaluated by the stability of the system energy.

One of the problems that raises when working with particle simulation methods, like MD and
DPD, is the implementation of boundary conditions. Choosing a too simple implementation of a
no-slip boundary condition can result in distortion of overall velocity and density profiles (Figure
1). Various implementations that try to arrange these problems can be found in literature [4]-[6].

For computational purposes, in our simulations we have tried to use as simple implementations
as possible, while keeping the velocity and density profiles sufficiently precise. Therefore, we
have started from a simple and straightforward implementation of no-slip boundary conditions
where particles rebound from the boundary, but in the moment when a center of a particle is in
contact with the wall the tangential to the boundary velocity is set zero. With no-slip boundary
conditions, implemented like that, both measured profiles, velocity and density, have a deviation
from the analytical solution in the region close to the boundary (Figure 1). These deviations can
be decreased directly by increasing the number density while reducing the cutoff radius, but this
makes the method much less robust. To correct them, the problem of velocity and density profiles
can be studied separately. Density oscillations appear near the no-slip boundary because there is
no particles on the other side of the wall, so the forces acting on the particles at the distance less
than rc from the boundary are not in balance.

To solve this problem we consider two approaches. The first approach, which we call half-
periodic boundary condition, consists of allowing the particles which are next to one wall to feel the
particles which are close to the opposite wall, just as it is case with periodic boundary conditions,
but particles are still rebounded from the boundary. Interaction of particles on the opposite parts of
the domain is done by taking into account only the part of forces between them which is orthogonal
to the wall. The result is a correct density profile (Figure 1). For simple rectangular domains half-
periodic boundary conditions are effective and elegant solution for the density problem. However,
it can not be easily generalized on the more complex domains. Therefore, for complex domains it
is better to measure the average force density and to apply missing part on each particle which is
near the boundary [6].

To solve the velocity profile distortions near the boundary, tangential part of velocity needs to
be corrected. In the simplest approach, a parabolic velocity profile can be imposed in a narrow
boundary layer. More precise and sophisticated methods are also described in literature (see, e.g.,
[4]).

3. Fluid and flow properties: density, viscosity, velocity
Once we have sufficiently precise velocity and density profiles it is very important to know how
the properties of the fluid depend on the choice of method and on parameters. One of the most
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Figure 1: Distortion in velocity and density profiles (left two figures), correct velocity and density
profiles (right two figures). Here and in the following figures dimensionless parameters are used.

important characteristics of the fluid is its dynamic viscosity. We can easily obtain its value from
the velocity profile of Poiseuille flow simulations.

The Poiseuille flow can be organized with a body force applied to the fluid or with a gradient
of pressure. In our simulations we have used the body force. This rises the question about the
viscosity dependence on the body force. For the purposes of our work we simulate blood plasma,
which can be considered as a Newtonian fluid. Therefore, dynamic viscosity should not depend on
the body force. In the MD method we observe that this is not the case, and that velocity depends
of body force (Figure 2, left). However, in the DPD method the viscosity remains practically the
same (Figure 2, right), except for very small value of body force. This indicates that the DPD
method can be more suitable for simulations of Newtonian fluids.

Figure 2: Viscosity dependance on body force in MD (left) and DPD (middle), and MD velocity
profile with too large artificial viscosity (right).

Another important question is how to choose parameters of the model which provide realistic
physical values of density and viscosity of the fluid and the size of the domain. If we consider
for example blood flows in narrow capillaries, then we know the size of the domain, the velocity
of the flow, the density and the viscosity of the fluid. First three properties can be easily entered
as parameters of the model, but in order to get realistic viscosity we need to adjust all remaining
parameters.
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In MD we can vary the cutoff radius (and/or the number density), the amplitude of the random
force and the value of artificial viscosity. Cutoff radius and artificial viscosity can be used to make
large changes in the viscosity of the fluid (Figure 3). However, increasing the artificial viscosity
too much results in velocity profiles different from parabolic (Figure 2). On the other hand, random
force can be used to scale the dynamic viscosity on a finer scale.

Figure 3: MD (from left to right): dynamic viscosity dependance on random force, cutoff radius,
number density and artificial viscosity.

In the DPD method, there are more parameters which have to be adjusted: coefficients of con-
servative aij and dissipative force γ (random force coefficient σ is determined via equation (2.8)),
exponent k in the equation (2.9), number density n and cutoff radius rc. A large viscosity variation
can be obtained by variation of all parameters, except for the coefficient of the conservative force
which can be used to adjust viscosity more precisely. However, for very large changes in viscosity,
it is better not to use extreme values of parameters because it can influence the velocity profile,
prolong the period of time needed to achieve the stable flow, or just make the simulation more
complex to compute. Viscosity dependence on parameters is presented in Figure 4.

Figure 4: DPD (from left to right): dynamic viscosity dependance on conservative force coefficient
aij , coefficient of dissipative force σ, exponent k and cutoff radius rc.

One more significant difference between MD and DPD is that DPD converges faster to a stable
flow.
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4. Erythrocyte in capillary flows

4.1. Erythrocyte model
After simulating blood plasma with particle dynamics, the next step is to introduce erythrocytes in
the model. It is known that erythrocytes have a viscoelastic membrane which can have a specific
biconcave shape. This shape is a result of minimisation of surface energy. In 2D, we can take a
membrane with perimeter 2rπ surrounding an area 3

5
r2π, and we will obtain a 2D ∞-shape. In

order to model this behaviour, we take a n-sided regular polygon with particles at its vertices, and
define three equations which govern the forces acting between vertices of the polygon. All three
equations are based on the Hook’s law (Figure 5). The first one defines the forces between each
two neighbouring vertices and describes the membrane elongation:

FL
i = kL

(
1− li

l0

)
, (4.1)

where kL is force strength coefficient, l0 is equilibrium distance between two neighbouring vertices,
and li is the distance between vertices i and i + 1. The second equation describes the forces
originating from local bending of the membrane:

FB
i = kB

(
1− αi

α0

)
, (4.2)

where kB is force strength coefficient, α0 is the equilibrium angle between two neighbouring sides
of the polygon, and αi is the angle between vertices i− 1, i and i + 1. Since the membrane tends
to become flat, the equilibrium angle α0 is set to π. The third equation describes the pressure and
it is responsible for preservation of the polygon area:

F P = kP

(
1− A

A0

)
, (4.3)

where kP is force strength coefficient, A0 is the equilibrium and A the current area of the polygon.
As a result, particle i representing one polygon vertex feels the following forces:

FL
i =

1

2

(
FL

i−1r̂i−1,i − FL
i r̂i,i+1

)
, (4.4)

FB
i =

FB
i−1 − FB

i

li−1

n̂i−1,i +
FB

i+1 − FB
i

li
n̂i,i+1, (4.5)

FP
i =

1

2
F P (li−1n̂i−1,i + lin̂i,i+1) , (4.6)

where ri−1,i = ri − ri−1, ri−1,i = |ri−1,i|, r̂i−1,i = ri−1,i/ri−1,i, and n̂i−1,i is the unit vector
normal to r̂i−1,i in the direction outside of the polygon. Then the movement of each particle is
simply determined by the sum of these forces according to the Newton’s second law of motion. In
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simulations we used large coefficients kL and kP to preserve polygon perimeter and area, while kB

was significantly lower. Starting from a regular polygon of area A, for the choice of parameters
so that the perimeter is preserved, the equilibrium angle equals π and the equilibrium area equals
0.6A, we obtain the characteristic biconcave shape of the membrane (Figure 5). However, because
the model is basically the system of springs, to stabilise this system dampening has to be applied.
This can be done directly, by introducing dampening expression in each of equations (4.1), (4.2)
and (4.3). But once we put the erythrocytes in a flow simulated by MD or DPD it is not necessary
to apply any additional dampening, because the artificial viscosity in MD or dissipative forces
acting between particles in DPD will stabilise the membrane. Interaction between particles in MD
or DPD with the erythrocyte is again point-wise, defined via vertices, and obeys the rules of MD
or DPD.

Figure 5: Erythrocyte: scheme of membrane elongation and bending forces (left), pressure (mid-
dle), and the obtained stable ∞-shape (right)

4.2. Capillary flow
In order to test the behavior of the erythrocyte model coupled with MD and DPD we simulated flow
in a capillary of diameter 10µm with one erythrocyte starting in a ∞-shape turned orthogonally
to the flow. It is known ([10]) that in such situations erythrocyte goes from its natural ∞-shape
to a so called parachute shape following the parabolic velocity profile. With our model we have
obtained the described behavior (Figure 6) and the erythrocyte remained in the parachute shape and
position orthogonal to the flow for a quite long time. However this was not the stable state of the
erythrocyte, and if the simulations are ran for long enough time, the erythrocyte would eventually
turn in the direction of the flow and regain its ∞-shape.

4.3. 3D simulations
In this section we briefly describe blood flow simulations in 3D. We use the same approaches as
described above to model homogeneous Newtonian fluids. Erythrocyte model, though similar to
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Figure 6: Single erythrocyte in a Poiseuille flow: development of the parachute shape.

the 2D case, becomes more complex in realization. The main difference is related to the triangula-
tion of the surface. Four forces govern behavior of the membrane, instead of three forces in the 2D
case. They depend on the volume of the whole body, on the surface area of each triangle, on the an-
gle between neighboring triangles and on the distance between neighboring vertices. The detailed
description of the algorithms will be presented elsewhere. Let us note that similar approaches are
used in literature [6].

Figure 7: Bifurcation diagram. Existence of different forms of erythrocyte depending on the value
of bending coefficient. Different shapes of membrane can coexist for the same values of parameters
(see the explanation in the text).

Let us first study the form of the membrane. It is characterized by the following parameters:
the number of points at the surface, the coefficients of four forces and the corresponding damping
coefficients, the equilibrium volume and angles. Set the number of points N = 642 (there are 1280
triangles), the volume force coefficient kv = 100, the side area force coefficient ka = 100, the
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bending coefficient kb = 0.3, and the stretching coefficient ks = 0.2. The corresponding damping
coefficients are σv = 1000, σa = 1000, σb = 0.2, σs = 20. The equilibrium angles equal π and
the equilibrium volume 0.6 of the volume of the corresponding polyhedron obtained if the volume
force is zero.

With these values of parameters, we take the polyhedron as initial configuration. The form of
the membrane converges to the parachute shape (Figure 7). We take this new shape as an initial
condition and vary the value of bending coefficient. For each new simulation we take the result of
the previous simulation as initial condition. The results are summarized in the diagram in Figure
7. If we decrease kb, then the shape of the membrane remains qualitatively the same. For larger
values of this coefficient we observe transition to the biconcave shape. It persists in a rather wide
range of values of kb. When it become sufficiently small, transition to asymmetric biconcave shape
occurs. Taking this new shape as initial condition, we find the interval of values for which it exists.
For a larger value of the coefficient, the shape changes back to symmetric biconcave.

Thus, three different shapes of the membrane are observed. For some values of parameters two
of them or even all three can coexist.

Consider next behavior of a single erythrocyte in flow in the case where its equilibrium volume
equals 0.6, when the shape of the membrane without flow can be either biconcave or parachute.
It depends on various parameters including the radius of the cylinder Rc and the ball Rb (initial
membrane shape in the simulations). Figure 8 shows the case where Rc = 0.4 and Rb = 0.35.
When the flow change the elastic body to the parachute shape, its diameter becomes larger than that
of the cylinder and it touches the walls. We impose slip boundary conditions for the elastic body
and no-slip for the particles of the fluid (Section 2.3). After some time the elastic body reaches it
steady shape and moves along the cylinder with a constant speed.

Figure 8: Single erythrocyte in a narrow Poiseuille flow. View from the side (left) and along the
axis of the cylinder (right).

In a larger cylinder (Rc = 0.5), the erythrocyte behavior can be different. For other fixed
parameters, it depends on the applied body force, that is on the velocity of the flow. If this velocity
is large enough, then the erythrocyte moves along the cylinder and, at the same time, rotates along
the internal surface of the cylinder in a periodic way (Figure 9). For a smaller flow velocity,
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Figure 9: Single erythrocyte in the capillary flow. View along the axis. Erythrocyte rolls around
the internal wall of the cylinder.

Figure 10: Single erythrocyte in the capillary flow. Erythrocyte slips along the internal wall of the
cylinder.
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erythrocyte can have a small oscillations near the axis of the cylinder or have a steady position.
Finally, for even smaller flow velocity, it comes to the surface and slips along it parallel to the axis
of the cylinder (Figure 10). We recall that it does not slip to the wall in our model.

Figure 11: Flow with many erythrocytes.

Figure 12: Velocity (left) and density (right) distributions in the flow with many erythrocytes.

We finish this section with an example of flow simulation with many erythrocytes (Figure 11).
As it is known, they are not uniformly distributed in the cross section of the cylinder concentrating
more close to the axis, and the velocity distribution becomes more flat (Figure 12).
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