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We study a 2D scalar harmonic wave transmission problem between a classical dielectric
and a medium with a real valued negative permittivity/permeability which models an
ideal metamaterial. When the interface between the two media has a corner, according

to the value of the contrast (ratio) of the physical constants, this non-coercive problem
can be ill-posed (not Fredholm) in H1. This is due to the degeneration of the two dual
singularities which then behave like r±iη = e±iη ln r with η ∈ R∗. This apparition of
propagative singularities is very similar to the apparition of propagative modes in a

waveguide for the classical Helmholtz equation with Dirichlet boundary condition, the
contrast playing the role of the wavenumber. In this work, we derive for our problem
a functional framework by adding to H1 one of these propagative singularities. Well-

posedness is then obtained by imposing a radiation condition, justified by means of a
limiting absorption principle, at the corner between the two media.

Keywords: Interface problem; metamaterial; radiation condition; Mellin transform.

1. Introduction

The great potential of new artificial materials, called metamaterials, is motivating

an intense research in electromagnetics. These metamaterials, which have a com-

plex periodic structure, can be modelized in some frequency range by homogeneous

isotropic materials, whose effective dielectric permittivity and magnetic permeabil-

ity have a negative real part and a small imaginary part 30,9,16,25. Neglecting losses

leads to represent a metamaterial at a given frequency by constants ε and µ which

are negative real numbers.
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This simple model allows to explain the main phenomena which make the in-

terest of metamaterials. For instance, the unusual negative refraction effect at the

interface between a dielectric and a metamaterial is due to the change of sign of ε

and µ. On the other hand, this sign change raises original questions for both the

mathematical analysis and the numerical simulation 23,26,10. Quite general answers

have been recently obtained by a variational approach 3,2,34,22,1. Concerning the

time harmonic transmission problem between non-dissipative dielectric and meta-

material, set in a bounded 2D/3D domain, the problem is proved to be of Fredholm

type in the classical functional framework if the contrasts (ratios of the values of

ε and µ across the interface) are outside some intervals, which always contain the

value -1. These intervals reduce to {−1} if (and only if) the interface is a regular

curve/surface 7. Up to now, the effect of the corners of the interface, noticed for

instance in 28,31, was not very well understood from a mathematical point of view,

and clarifying this question is precisely the goal of this paper.

For that, we consider the simplest case of a static 2D problem, which reduces to

the Laplace scalar equation (2.1) with a piecewise constant coefficient σ whose sign

changes across a polygonal interface. The coefficient σ may represent, depending on

the physical problem under consideration, ε, µ, 1/ε or 1/µ. Then (cf. 1) problem

(2.1) is of Fredholm type in H1(Ω) if and only if the contrast κσ defined by (2.2)

does not belong to an interval I, which is related to the angles of the corners of the

interface. Ill-posedness for κσ ∈ I is related to the existence of singular solutions

of the equation near the corners, of the form u = riηϕ(θ) where η ∈ R ((r, θ)

are local polar coordinates) which do not belong to H1. On the other hand, well-

posedness in H1 can be recovered by taking into account dissipation, adding to

σ a small imaginary part γ. A natural question is then the following: is there a

functional setting which ensures the well-posedness of the problem for κσ ∈ I (at

least Fredholm properties) and such that the solution is the limit of the previous

ones when the coefficient of dissipation γ tends to 0.

We answer this question in the present paper, and for the sake of simplicity,

we consider a particular geometry (cf. figure 2.1) which allows explicit calculations

of the singular exponents (at the singular point O). Extension to a general polyg-

onal interface does not raise additional difficulties. But difficult questions remain

unsolved in several more general configurations (L∞ coefficient σ, 3D geometries

...).

Let us underline that there is a strong analogy between the problem under con-

sideration in the present article and scattering problems in unbounded domains.

Indeed, for the latters, the so called limiting absorption principle links the H1 so-

lution of the dissipative problem with the outgoing (not H1) solution of the non

dissipative one. The analogy appears clearly by using the Euler coordinates (z, θ)

with z = ln r near the corner: then the neighborhood of the corner becomes a semi-

infinite strip and the singular solutions of the form riηϕ(θ) correspond to propaga-

tive modes eiηzϕ(θ) in the strip. And the idea is simply to obtain the appropriate

functional setting for our corner problem by selecting the “outgoing” solution in
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the strip. The theoretical justification of this choice is more intricate and requires

adapting Mellin techniques in Kondrat’ev weighted Sobolev spaces (introduced in
11) to a non-elliptic equation (because of the change of sign of σ). We hope that the

analogy with scattering theory will help those readers which are not familiar with

Mellin techniques in understanding the paper.

This unusual phenomenon of “propagative singularity” has been already men-

tioned in other physical domains and referred to as a “black-hole” phenomenon.

It appears for instance in elastodynamics (or in water waves) if the geometrical

domain exhibits cuspidal singularities 5,6,19,20,21. In practice, black-holes are hard

to observe since an ideal cuspidal singularity cannot be manufactured and exper-

iments are done with the help of damping materials 14. To our knowledge, the

question whether black-holes due to corners of metamaterials can be observed in

practice is an open question.

The outline of the paper is the following. The definition of the problem and the

notations are introduced in Section 2. We recall in Section 3 how the so-called T -

coercivity technique 1 allows to prove that the problem is well-posed in H1(Ω) when

the contrast κσ /∈ [−1,−1/3]. Section 4 is the main part of the paper and contains

all the new results for the case κσ ∈ [−1,−1/3]. Well-posedness in an appropriate

functional setting is established together with a limiting absorption principle. Some

technical parts of the proofs are postponed to Section 5, where all the details are

given.

2. Setting of the problem

We consider an open subset Ω ⊂ R
2 with polygonal boundary such as represented

in Figure 1. We assume that Ω is partitioned in two sub-domains Ω1,Ω2 so that

Ω = Ω1∪Ω2 with Ω1∩Ω2 = ∅. In addition, we assume that the interface Σ = Ω1∩Ω2

is a straight segment that intersects ∂Ω at only two points O and O′ that are not

located at corners of ∂Ω. In the sequel, we shall often refer to the polar coordinates

(r, θ) centered at O, and such that θ = 0 or π at the boundary in the neighbourhood

of O.

Ω2

Ω1

π
4

π
2

O

O′

Fig. 1. Geometry of the problem.
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At O′, we assume that Σ is perpendicular to ∂Ω. Finally, we suppose that there

exists a ball B(0, r0) centered at O such that Ω2 ∩ B(0, r0) = {(r cos θ, r sin θ) ∈
R

2 | 0 < r < r0 , 0 < θ < π/4} and Ω1 ∩ B(0, r0) = {(r cos θ, r sin θ) ∈ R
2 | 0 < r <

r0 , π/4 < θ < 3π/4}. We consider the value π/4 for the opening of the cone simply

because it will allow explicit calculus in Section 4. There is no difficulty to adapt

the rest of the forthcoming analysis for other values of this angle. The problem that

we wish to study in this article writes

−div(σ∇u) = f in Ω , and u = 0 on ∂Ω. (2.1)

We shall give more details later concerning the space where u is to be sought and

f to be chosen. The function σ is supposed to be piecewise constant: σ = σj in Ωj ,

j = 1,2, where σ1 and σ2 are two constants such that σ1 > 0 and σ2 < 0. Let us

underline that, in the sequel, the following contrast parameter will play a key role

κσ
def
=
σ2
σ1
. (2.2)

Note that considering a problem of the form −div(σ∇u) + µu = f in Ω with

µ ∈ L∞(Ω) and u = 0 on ∂Ω (which covers the case of the time harmonic regime)

rather than (2.1) would only induce minor corrections in the analysis we provide in

the present article.

Before proceeding further, let us introduce some basic notations. For an open subset

O ⊂ R
d with d = 1, 2, the product of L2(O) (respectively L2(O)2) will be denoted

(u, v)O
def
=

∫

O
u(x)v(x) dx, ∀u, v ∈ L2(O) (resp. L2(O)2).

Hence, the standard scalar product in L2(O) (resp. L2(O)2) is (u, v) 7→ (u, v)O. We

set ‖u‖L2(O)
def
=(u, u)

1/2
O and ‖u‖H1

0
(O)

def
= ‖∇u‖L2(O). We set 〈 , 〉O as the duality

pairing between H−1(O) and H1
0(O), and define the norm

‖u‖H−1(O)
def
= sup

v∈H1
0
(O)

| 〈u, v〉O |
‖v‖H1

0
(O)

, ∀u ∈ H−1(O) .

These notations allow to introduce a continuous linear operator A : H1
0(Ω) →

H−1(Ω) defined by

〈Au, v〉Ω
def
= (σ∇u,∇v)Ω , ∀u, v ∈ H1

0(Ω). (2.3)

In the sequel, on several occasions, we shall rely on Fredholm theory using the fol-

lowing definition.

Definition 2.1. Let X and Y be two Banach spaces, and let L : X → Y be a

continuous linear map. The operator L is said to be of Fredholm type if and only if

the following two conditions are fulfilled

i) dim(kerL) <∞;
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ii) dim(cokerL) <∞ where cokerL
def
=

(
Y/rangeL

)
.

Besides, the index of a Fredholm operator L is defined by ind(L) = dim(kerL) −
dim(cokerL).

3. The case of a non critical contrast

Let us examine whether (2.1) is well-posed in a standard Sobolev setting. In the

case κσ ∈ C \ (−∞, 0], it is classically a consequence of Lax-Milgram theorem that

there exists a unique u ∈ H1
0(Ω) solution to (2.1) for all f ∈ H−1(Ω). Hence, in the

remaining of the present section, we focus on the case κσ ∈ (−∞, 0).

3.1. Non critical real negative contrast

In the case κσ ∈ (−∞, 0), the analysis presented in 3,1 shows that Problem (2.1)

fits the Fredholm framework in classical Sobolev spaces whenever the contrast pa-

rameter κσ remains outside some critical interval.

Proposition 3.1. For κσ ∈ (−∞, 0) \ [−1,−1/3], the operator A defined by (2.3)

is a Fredholm operator and ind(A) = 0.

We do not provide a detailed proof of Proposition 3.1, but briefly sketch it. For

further details, we refer the reader to 1. First of all, observe that A is self-adjoint.

As a consequence, according to Lemma 6.1, it suffices to show that there exists

C > 0 such that

‖u‖H1
0
(Ω) ≤ C

(
‖Au‖H−1(Ω) + ‖u‖L2(Ω)

)
, ∀u ∈ H1

0(Ω) . (3.1)

We make use of a partition of unity, so that establishing (3.1) boils down to ob-

taining a similar estimate local to each element of the partition, which is done by

applying the technique of T -coercivity. The partition of unity is constructed in such

a manner that it suffices to derive an estimate of the form (3.1) in two different

model geometries. We present in detail how to treat each of these model cases.

The first one is a symmetric domain with straight interface (see Figure 2). This

case is supposed to model Problem (2.1) when localized around any point of the

interface except O.

Lemma 3.1. For some a, b > 0, consider the domain ω = (−a, a) × (−b, b), and
denote ω1 = (−a, a) × (0, b) and ω2 = (−a, a) × (−b, 0). Set σ = σj in ωj with

σ1 > 0 and σ2 < 0. Under the assumption that

κσ = σ2/σ1 6= −1,

the operator A : H1
0(ω) → H−1(ω) defined by 〈Au, v〉ω = (σ∇u,∇v)ω is an isomor-

phism mapping H1
0(ω) onto H−1(ω).
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ω1

ω2

x

y

Fig. 2. Geometry of the first model problem.

Proof. As announced previously, we are going to use the technique of T -coercivity.

Define the map R1 : H1(ω1) → H1(ω2) by (R1v)(x, y) = v(x,−y), and the map

R2 : H1(ω2) → H1(ω1) by (R2v)(x, y) = v(x,−y). Consider the two operators

T1, T2 mapping H1
0(ω) into H1

0(ω) and defined by

T1u =

{
u1 in ω1

−u2 + 2R1u1 in ω2

and T2u =

{
−u1 + 2R2u2 in ω1

u2 in ω2

(3.2)

where uj = u|ωj
, j = 1, 2. Observe that for each j = 1,2, the operator Tj is an

isomorphism satisfying Tj · Tj = Id. Let us bound (σ∇u,∇(T1u) )ω from below for

any u ∈ H1
0(ω). Applying Young’s inequality with a parameter δ > 0, and taking

into account the definition of T1, we obtain

ℜe
{
(σ∇u,∇(T1u) )ω

}
= (σ1∇u1,∇u1 )ω1

+ ( |σ2|∇u2,∇u2 )ω2

−2ℜe
{
( |σ2|∇u2,∇(R1u1) )ω2

}

≥ (σ1∇u1,∇u1 )ω1
+ ( |σ2|∇u2,∇u2 )ω2

− δ ( |σ2|∇u2,∇u2 )ω2
− 1

δ ( |σ2|∇(R1u1),∇(R1u1) )ω2

≥
(
(σ1 − ‖R1‖2 |σ2|

δ )∇u1,∇u1
)
ω1

+
(
|σ2|(1− δ)∇u2,∇u2

)
ω2
.

(3.3)

The inequality above holds for any δ > 0. Exchanging the role of ω1 and ω2, one

may apply the same calculus with T2 instead of T1. This yields, for all δ > 0,

ℜe
{
(σ∇u,∇(T2u) )ω

}
≥

(
σ1(1− δ)∇u1,∇u1

)
ω1

+
(
(|σ2| − ‖R2‖2σ1/δ)∇u2,∇u2

)
ω2
.

Clearly ‖R1‖ = ‖R2‖ = 1. Considering the first (resp. second) above inequality

if σ1 > |σ2| (resp. σ1 < |σ2|) and taking δ such that |σ2|/σ1 < δ < 1 (resp.

δ such that σ1/|σ2| < δ < 1), one concludes that there exists an isomorphism

T : H1
0(ω) → H1

0(ω) and a constant C > 0 such that

ℜe
{
(σ∇u,∇(Tu) )ω

}
≥ C‖u‖2H1

0
(ω), ∀u ∈ H1

0(ω).
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Hence, according to Lax-Milgram theorem applied to the sesquilinear form (u, v) 7→
(σ∇u,∇(Tv))ω, for any f ∈ H−1(ω) there exists a unique u ∈ H1

0(ω) such that

〈Au, Tv〉ω = (σ∇u,∇(Tv))ω = 〈f, Tv〉ω for all v ∈ H1
0(ω). Since T is an isomor-

phism, this proves that A is an isomorphism as well.

The second toy geometry that we consider is supposed to model Problem (2.1)

when localized around O.

O

ω1

π/4

ω2

Fig. 3. Geometry of the second model problem.

Lemma 3.2. Let ω be the open upper half unit disc defined by ω = ω1 ∪ ω2 with

ω1 = { (r cos θ, r sin θ) | 0 < r < 1, π/4 < θ < π } and ω2 = { (r cos θ, r sin θ) | 0 <
r < 1, 0 < θ < π/4 }. Set σ = σj in ωj with σ1 > 0 and σ2 < 0. Under the

assumption that

κσ = σ2/σ1 /∈ [−1,−1/3],

the operator A : H1
0(ω) → H−1(ω) defined by 〈Au, v〉ω = (σ∇u,∇v)ω is an isomor-

phism mapping H1
0(ω) onto H−1(ω).

Proof. Let T1, T2 : H1
0(ω) → H1

0(ω) be defined by (3.2) where the operators R1, R2

are now different, being defined as follows

(R1u1)(r, θ) = u1(r, π − 3θ) and (R2u2)(r, θ) =

{
u2(r, π/2− θ) if θ ≤ π/2

0 if θ ≥ π/2
.

Checking that ‖R2‖ = 1 is straightforward. In order to compute ‖R1‖, consider the
change of variables (r, θ) = (ρ, (π −Θ)/3). We have

‖∇(R1u1)‖2L2(ω2)
=

∫

ω2

∣∣∣∂(R1u1)

∂r

∣∣∣
2

+
1

r2

∣∣∣∂(R1u1)

∂θ

∣∣∣
2

rdr dθ

= 3

∫

ω1

∣∣∣∂u1
∂ρ

∣∣∣
2

ρdρdΘ+
1

3

∫

ω1

1

ρ2

∣∣∣∂u1
∂Θ

∣∣∣
2

ρdρdΘ ≤ 3 ‖∇u1‖2L2(ω1)
.

As a consequence, we see that ‖R1‖2 ≤ 3. Now, we can apply once again a calculus

similar to (3.3) either with T1 or T2. This time, the value of the parameter δ has

to be chosen in accordance with ‖R1‖ or ‖R2‖. This finally leads to the conclusion

that, whenever σ2/σ1 /∈ [−1,−1/3], there exists an isomorphism T : H1
0(ω) → H1

0(ω)
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such that (u, v) 7→ (σ∇u,∇(Tv))ω is coercive, which concludes the proof in the same

manner as for Lemma 3.1.

As we explained before, Lemma 3.1 and 3.2 are the two main building blocks for

the proof of Proposition 3.1. Note that this proposition does not allow to conclude

that Problem (2.1) is well-posed in the case σ2/σ1 /∈ [−1,−1/3]. Uniqueness of the

solution has to be assumed in addition.

Corollary 3.1. Assume that κσ ∈ (−∞, 0) \ [−1,−1/3]. Assume in addition that

the only element of H1
0(Ω) satisfying div(σ∇u) = 0 in H−1(Ω) is u = 0. In this

situation the operator A defined by (2.3) is an isomorphism.

4. The case of a contrast located in the critical interval

What can we state about the well-posedness or Fredholmness of Problem (2.1) in

the case where κσ ∈ [−1,−1/3]? In 1, it was proved that, as soon as Σ presents

a straight section, in the case κσ = σ2/σ1 = −1, the operator A defined by (2.3)

does not have a closed range in H−1(Ω), hence is not of Fredholm type. The case

κσ = −1 seems to be a particularly problematic situation whose treatment is beyond

the scope of the present article. We discard this case from now on and for the rest

of this article. In the sequel, we will assume

κσ =
σ2
σ1

∈ (−1,−1/3). (4.1)

Although we shall not consider the value κσ = −1/3 in the present article, we expect

that it may be analyzed by some proper modification of the analysis we present for

the cases fitting into (4.1).

In the situation of (4.1), observe that all the steps of the proof of Proposition

3.1 still hold except Lemma 3.2. The corner structure of Problem (2.1) around O is

the only ingredient that could prevent Proposition 3.1 to hold.

In order to study Problem (2.1) in the neighbourhood of O, we will first come

back to the reduced problem introduced in Lemma 3.2, which can be rewritten as a

waveguide problem, using Euler’s change of variable z = ln r. As mentioned in the

introduction, explicit calculus shows that the critical interval is characterized by

the existence of propagative modes. A brief review of a classical waveguide problem

for the Helmholtz equation, for which we know how to deal with these propagative

modes, will help us to determine a well-suited functional framework for our problem.

Finally, we will extend these results to the initial problem (2.1).

4.1. Modal analysis

Consider the domain ω represented in Figure 3 and introduce the problem

−div(σ∇u) = f in ω and u = 0 on ∂ω. (4.2)
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where the function σ depends only on θ and is given by σ(θ) = σ2 if 0 < θ < π/4,

and σ(θ) = σ1 if π/4 < θ < π.

Problem (4.2) may be reformulated in a domain with an even simpler geometry.

Consider the change of variable z = ln r and set ũ(z, θ) = u(ez, θ) and f̃(z, θ) =

e2zf(ez, θ). With these notations, Problem (4.2) is changed into a problem set in

B = (−∞, 0)× (0, π) that writes

−
(
σ∂2z + ∂θσ∂θ

)
ũ = f̃ in B and ũ = 0 on ∂B . (4.3)

The first equation above can be rewritten −div(σ∇ ũ ) = f̃ in B. Because of the

geometry of B, it is natural to compute the solutions of the homogeneous problem

with separated variables in the infinite strip R× (0, π), commonly called the modes.

More precisely, we look for functions of the form exp(λz)ϕ(θ) which satisfy

div
(
σ∇(eλzϕ(θ))

)
= 0 in B and ϕ(0) = ϕ(π) = 0 (4.4)

for some λ ∈ C whose value is to be determined, and for some ϕ ∈ H1(0, π).

This is equivalent to finding λ ∈ C and ϕ ∈ H1
0(0, π) satisfying L (λ)ϕ = 0 where

L (λ) : H1
0(0, π) → H−1(0, π) is the continuous operator defined by

〈L (λ)ϕ,ψ 〉(0,π) =
∫ π

0

σ ∂θϕ∂θψ dθ − λ2
∫ π

0

σϕψ dθ, ∀ϕ,ψ ∈ H1
0(0, π). (4.5)

The corresponding λ will be called an eigenvalue of the pencil L , and the set of

eigenvalues of L will be denoted Λ(κσ).

Although, as an eigenvalue problem, (4.5) is linear in λ2, it does not fit any well

established framework because of the sign change of σ across the interface θ =

π/4. One surprising feature of this problem, for example, is that purely complex

eigenvalues may appear, as we shall see later.

Let us first examine whether 0 may be an eigenvalue of L . This implies that

∂2θϕ = 0 separately in (0, π/4) and in (π/4, π), so that there exist two constants

α, β ∈ C such that ϕ(θ) = α θ in (0, π/4), and ϕ(θ) = β (θ − π) in (π/4, π).

The transmission conditions at θ = π/4 are satisfied if both απ/4 = −3βπ/4 and

ασ2 = β σ1. This is only possible if σ2/σ1 = −1/3. In other words,

0 is an eigenvalue of Problem (4.4) ⇐⇒ κσ =
σ2
σ1

= −1

3
.

Now, let us study the modes associated with eigenvalues different from 0. Consider

λ 6= 0 such that there exists ϕ ∈ H1
0(0, π) satisfying L (λ)ϕ = 0. This implies that

∂2θϕ+ λ2ϕ = 0 separately in (0, π/4) and in (π/4, π). Since ϕ(0) = ϕ(π) = 0, there

must exist constants α, β ∈ C such that ϕ(θ) = α sin(λθ) for θ ∈ (0, π/4) and

ϕ(θ) = β sin
(
λ(θ − π)

)
for θ ∈ (π/4, π). Imposing the transmission conditions at

π/4 leads to solving the following equations

α sin

(
λπ

4

)
+ β sin

(
3λπ

4

)
= 0 and ασ2 cos

(
λπ

4

)
− β σ1 cos

(
3λπ

4

)
= 0.
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The second equation required to divide by λ which is a valid operation as λ 6= 0.

The linear equations above admit a non trivial solution if and only if its determinant

vanishes, which leads to the dispersion relation

σ1 sin
(λπ

4

)
cos

(3λπ
4

)
+ σ2 cos

(λπ
4

)
sin

(3λπ
4

)
= 0. (4.6)

To simplify this relation, use the formula 2(a1b1 + a2b2) = (a1 + a2)(b1 + b2) +

(a1 − a2)(b1 − b2) where aj = σj , j = 1, 2, b1 = sin(λπ/4) cos(3λπ/4) and b2 =

cos(λπ/4) sin(3λπ/4). By means of elementary trigonometric formulas, this yields

2(σ1 + σ2) sin

(
λπ

2

)
cos

(
λπ

2

)
= (σ1 − σ2) sin

(
λπ

2

)
.

This relation is satisfied when sin(λπ/2) = 0, i.e. for the case λ ∈ 2Z\{0} (we have

assumed that λ 6= 0). In the case where λ /∈ 2Z, then we can further simplify and

obtain

cos

(
λπ

2

)
= ρ(κσ) with ρ(κσ)

def
=

1

2

1− κσ
1 + κσ

. (4.7)

Note that, for κσ ∈ R, we have ρ(κσ) ∈ [−1,+1] if and only if κσ ∈ R \ (−1,−1/3].

In (4.7) it also appears clearly that the value κσ = −1 would raise difficulties. The

previous discussion on eigenvalues leads to the conclusion that the set of eigenvalues

of L is given by the following expression (recall that z 7→ −i ln
(
z + i

√
1− z2

)
is

the natural extension to the complex plane of the function arccos )

Λ(κσ) =
(
2Z \ {0}

)
∪ { iησ + 4Z } ∪ {−iησ + 4Z }

with ησ = − 2

π
ln
(
ρ(κσ) + i

√
1− ρ(κσ)2

)
.

(4.8)

Formula (4.8) shows that, for κσ ∈ (−1,−1/3), we have ℑm{ησ} = 0, see Fig-

ure 4 below and 8,4,27, and ℜe{ησ} > 0, so that ±i ησ are two purely imaginary

eigenvalues. The associated modes take the form

u±p (z, θ) = ϕp(θ) e
±iησz with ϕp(θ) =





sinh( ησ θ )
sinh( ησπ/4 )

on [0, π/4]

sinh
(
ησ(π − θ)

)

sinh( ησ 3π/4 )
on [π/4, π].

(4.9)

By analogy with classical waveguide problems (see the next subsection), these modes

will be called propagative modes.

In the case where κσ ∈ (−∞, 0) \ [−1,−1/3], all eigenvalues have their real part

different from 0, see Figure 4, so that all modes are evanescent.

To sum up, let us emphasize that the critical interval (−1,−1/3) is characterized

by the existence of propagative modes.
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1

2

3

−1

−1−2−3−4−5−6−7−8
κσ− 1

3

κσ 7−→ −ℑm{ησ}

Fig. 4. κσ 7→ −ℑm{ησ} for κσ ∈ (−8, 0).

2 4 6−2−4−6

+iησ

−iησ

4 + iησ

4 − iησ

−4 + iησ

−4 − iησ

R

iR

Fig. 5. Location of the eigenvalues for κσ = − 1

2
∈ (−1,−1/3).

2 4 6

+iησ 4 − iησ 4 + iησ 8 − iησ−iησ−4 + iησ−4 − iησ−8 + iησ

−2−4−6

R

iR

Fig. 6. Location of the eigenvalues for κσ = − 1

4
.

Remark 4.1. The modal analysis that we have just presented still holds in the

case κσ ∈ C
∗\[−1,−1/3]. In particular the eigenvalues may still be computed by
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means of Formula (4.8). The determination of the logarithm that we consider is

defined by ln(reiα) = ln r + iα for r ∈ (0,+∞), α ∈ (−π,+π], and the square root

is defined by
√
reiα =

√
r eiα/2 for r ∈ (0,+∞), α ∈ (−π,+π].

Remark 4.2. When κσ ∈ (−∞, 0) \ [−1,−1/3], we have seen that all modes are

evanescent, and it would be possible to prove well posedness of (4.3) in H1
0(B) using

the techniques presented in the next sections, in accordance with Lemma 3.2.

4.2. A brief review of a standard waveguide problem

In order to obtain some insight on problem (4.3), let us take a look at a more

classical waveguide problem: find v ∈ H1
loc(B) such that





∆v + k2v = 0 in B,

v(z, 0) = v(z, π) = 0 ∀z ≤ 0,

v(0, θ) = g(θ),

(4.10)

where k ∈ R+ \ N and g ∈ H
1/2
00 (0, π). Again, separation of variables is a natu-

ral approach and computing the modes leads to consider the following eigenvalue

problem

ϕ ∈ H1
0(0, π),

∫ π

0

∂θϕ∂θψ−k2ϕψ dθ = λ2
∫ π

0

ϕψ dθ, ∀ψ ∈ H1
0(0, π). (4.11)

One straightforwardly finds that the modes form a family (exp(±λnz)ϕn(θ))n∈N∗

given by

ϕn(θ) = sin(nθ) and λn =





−i
√
k2 − n2 if n ≤ k,

√
n2 − k2 if n ≥ k.

For k < 1, all λn are positive real numbers so that all modes are evanescent (as for

the problem studied in the previous section for a contrast outside the critical inter-

val). Propagative modes appear for k > 1. In particular, for k ∈ (1, 2) there exist

exactly two propagative modes sin θ e±i
√
k2−1z, propagating in opposite directions.

We will focus on this situation which is analogous to what happens for a contrast

lying inside the critical interval.

First notice that uniqueness does not hold for problem (4.10). Indeed,

sin θ sin(
√
k2 − 1 z) is a solution for g = 0. Classically, well-posedness is recovered

by imposing a radiation condition, to select the “outgoing” solution. Since (4.11) is

a self-adjoint eigenvalue problem, the family (
√

2/π sin(nθ) )n>0 is a Hilbert basis

of L2(0, π). Using the representation of g on this basis g(θ) =
∑∞

n=1 gn sin(nθ), the

outgoing solution of (4.10) writes (assuming a time dependence in exp(−iω0t) with

a pulsation ω0 > 0)

v(z, θ) = g1 sin θ e
−i

√
k2−1 z + ve(z, θ), (4.12)
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where the evanescent component reads ve(z, θ) =
∑∞

n=2 gn sin(nθ) e
√
n2−k2 z.

Remark 4.3. A classical way to characterize the outgoing solution is to use the

limiting absorption principle. Consider Problem (4.10) where k has been replaced

by kǫ = k + iǫ. Such problem has a unique solution vǫ in H1(B). The outgoing

solution to (4.10) is then defined as the limit v of vǫ in H1
loc(B) as ǫ→ 0.

4.3. Well-posedness within an adapted functional setting

Now we come back to Problem (4.3). We want to find a functional setting in which

it would be well posed. For this, a natural idea consists in trying to adapt the ap-

proach recalled in §4.2. Unfortunately, because of the sign change of σ across the

interface θ = π/4, the eigenvalue problem associated with (4.5) is not self-adjoint

and we are not able to justify some basis property for the corresponding eigenvec-

tors. Nevertheless, using (4.12) as a guideline, we will look for a solution which is the

sum of one propagative mode and an evanescent part. The weighted Sobolev spaces

that we will introduce now are well-suited to measure the exponentially decaying

behaviour at infinity of this evanescent component.

Let C∞
0 (B) refer to the set of C∞-functions whose support is compactly embedded

in B. For k ≥ 0, let Wk
β(B) refer to the closure of C∞

0 (B) with respect to the norm

defined by

‖v‖Wk
β
(B)

def
=

( ∑

α+γ≤k

‖ eβz ∂αz ∂γθ v ‖2L2(B)

)1/2
.

This norm is equivalent to the norm ‖ eβzv ‖Hk(B) and, we have W1
0(B) = H1

0(B)
and W0

0(B) = L2(B). Besides, if β > 0, we have W1
−β(B) ⊂ H1

0(B) ⊂ W1
β(B). To

gain insight about these weighted spaces, take a function of the form v(z, θ) =

ϕ(θ) exp(λz)ζ(z) where ϕ ∈ C∞(0, π) ∩ H1
0(0, π), λ ∈ C, ζ(z) ∈ C∞(R), ζ(0) = 0

and ζ(z) = 1 for z ≤ −1. Then v ∈ W1
β(B) if and only if ℜe{λ} > −β.

We shall denote W1
β(B)∗ the topological dual to W1

β(B), and 〈 , 〉B the duality

pairing between W1
β(B)∗ and W1

β(B). We equip this space with the norm

‖v‖W1
β
(B)∗ = sup

u∈W1
β
(B)

|〈v, u〉B|
‖u‖W1

β
(B)

, ∀v ∈ W1
β(B)∗.

Observe for example that, for β > 0, we have W1
β(B) ⊂ W1

−β(B)∗ in the sense

that any u ∈ W1
β(B) induces the linear form v 7→ (∇u,∇v)B that is continuous for

the norm of W1
−β(B). For any β ∈ R, let us denote Lβ : W1

β(B) → W1
−β(B)∗ the

continuous operator defined by

〈Lβ u, v〉B = (σ∇u,∇v )B , ∀(u, v) ∈ W1
β(B)×W1

−β(B) . (4.13)

For κσ 6= −1, the following result provides a simple criterion for determining

whether the operator Lβ is of Fredholm type.
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Theorem 4.1. Assume that κσ = σ2/σ1 6= −1. The operator Lβ : W1
β(B) →

W1
−β(B)∗ is of Fredholm type if and only if no eigenvalue of L (λ) belongs

ℓβ
def
= { λ ∈ C | ℜe{λ} = β }.

The proof relies on arguments very similar to the theory presented in chapter 5-

6 of 12, and is detailed in Section 5 of the present article. Theorem 4.1 shows in

particular that, when κσ ∈ (−1,−1/3), Lβ is Fredholm for β ∈ (−2, 2) \ {0}. Now,
we try to obtain sharper information about dim(kerLβ).

Lemma 4.1. Let κσ ∈ (−1,−1/3) and consider β ∈ (0, 2). The operator L−β :

W1
−β(B) → W1

β(B)∗ is one-to-one, and there exists a constant C > 0 such that

‖v‖W1
−β

(B) ≤ C ‖L−βv‖W1
β
(B)∗ , ∀v ∈ W1

−β(B) .
This result will be proved in Section 5. Let L∗

β refer to the adjoint to the operator Lβ .

Notice that L∗
β = L−β . Indeed, if Λ(κσ)∩ ℓβ = ∅, we have 〈L∗

βu, v〉B = 〈Lβv, u〉B =

(σ∇v,∇u)B = (σ∇u,∇v)B = 〈L−βu, v〉B for (u, v) ∈ W1
−β(B)×W1

β(B). Moreover,

dim(cokerL) = dim(kerL∗) whenever L : X → Y is a continuous operator with

closed range between two Banach spaces X and Y, see Theorem 2.13 in 17. Since

Lβ has closed range when Λ(κσ) ∩ ℓβ = ∅, according to Lemma 4.1, we have

dim(cokerLβ) = dim(kerL−β) = 0 for β ∈ (0, 2) .

To briefly summarize, for 0 < β < 2, L−β is one-to-one and Lβ is onto. Besides Lβ

is not one-to-one, and hence L−β is not onto: it is possible to provide an explicit

expression of some non trivial element of kerLβ . Define

s(z, θ) = − sin(ησ z)ϕp(θ) =
1

2i

(
u−p (z, θ)− u+p (z, θ)

)
. (4.14)

where ϕp, u
±
p were defined in Formula (4.9). Then, s ∈ W1

β(B) (notice that s(0, θ) =
0 ∀θ ∈ (0, π)) and Lβ(s) = 0.

There is some hierarchy between L−β and Lβ as we are in the following situation

L−β : W1
−β(B) → W1

β(B)∗
∩ ∩

Lβ : W1
β(B) → W1

−β(B)∗
.

This discussion leads to the intuition that an optimal functional setting leading to a

well-posed formulation for Problem (4.3) may consist in a space containing W1
−β(B)

and included in W1
β(B).

Consider a cut-off function ζ ∈ C∞(R) such that ζ(z) = 1 for z < −2 and

ζ(z) = 0 for z > −1, and define s±(z, θ) = ζ(z)u±p (z, θ) where u±p was defined

by (4.9). The form v 7→ (σ∇s±,∇v)B is well-defined on W1
−β(B). Although s± ∈

W1
β(B)\W1

−β(B), we will extend this linear form to W1
β(B), and actually to W1

γ(B)
for any γ ∈ R. Let us present this extension process for s+ (one proceeds in the

same way for s−). Applying Green’s formula yields
(
σ∇s+,∇v

)
B =

(
σu+p ∇ζ,∇v

)
B −

(
σ∇u+p , v∇ζ

)
B , ∀v ∈ C

∞
0 (B)
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since div(σ∇u+p ) = 0 in B by construction. As supp(∇ζ) is bounded, there clearly

exists C > 0 such that | (σ∇s+,∇v)B | ≤ C‖v‖W1
β
(B), for all v in C∞

0 (B). There-
fore, according to the density of C∞

0 (B), the linear form v 7→ (σ∇s±,∇v)B can be

continuously extended to W1
β(B). Now, let us set

W
+
β (B) = span{s+} ⊕W1

−β(B) for 0 < β < 2 equipped with

‖v‖
W

+

β
(B)

def
=

(
|c|2 + ‖v−β‖2W1

−β
(B)

)1/2
if v = c s+ + v−β .

(4.15)

The space W
+
β (B) equipped with this norm is a Banach space that satisfies

W1
−β(B) ⊂ W

+
β (B) ⊂ W1

β(B) since s+ ∈ W1
β(B) \ W1

−β(B). The discussion above

shows that there exists a unique linear continuous operator L+
β : W

+
β (B) → W1

β(B)∗
satisfying

〈L+
β u, v〉B = (σ∇u,∇v)B, ∀u ∈ W

+
β (B), ∀v ∈ C

∞
0 (B). (4.16)

We will show that this operator is actually an isomorphism. We first prove an

intermediate result providing a more explicit expression of c with respect to L+
β u

when u = cs+ + u−β ∈ W
+
β (B).

Proposition 4.1. Let β ∈ (0, 2), and let s be defined by (4.14). For all u = c s+ +

u−β ∈ W
+
β (B), where c ∈ C and u−β ∈ W1

−β(B), the following formula holds

〈L+
β u, s〉B = c ησ

∫ π

0

σ(θ)ϕp(θ)
2 dθ .

Proof. Since s ∈ W1
β(B), 〈L+

β u, s〉B is well-defined whenever u ∈ W
+
β (B). Consider

a C∞ cut-off function χ : R → [0, 1] such that χ(z) = 1 for z > −1 and χ(z) = 0

for z < −2. Set χρ(z) = χ(z/ρ). Observe that χρs ∈ W1
−β(B) for ρ > 0. We have

〈L+
β u, χρs〉B =

(
σ∇u,∇(χρs)

)
B =

(
s∇u− u∇s, σ∇χρ

)
B (4.17)

because (σ∇v,∇s)B = 0, ∀v ∈ W1
−β(B) (recall that Lβs = 0). We examine the

expression above for ρ→ +∞. Using the dominated convergence theorem, it is easy

to check that ‖χρs− s‖W1
β
(B) → 0 for ρ→ +∞. Therefore

lim
ρ→+∞

〈L+
β u, χρs〉B = 〈L+

β u, s〉B . (4.18)

Now, we examine the behaviour of the right-hand side of (4.17) for ρ→ +∞. Since

u = cs+ + u−β with c ∈ C and u−β ∈ W1
−β(B), this right-hand side contains two

contributions. The contribution associated with u−β satisfies

∣∣∣
(
s∇u−β − u−β∇s, σ∇χρ

)
B

∣∣∣ ≤
∫ π

0

∫ −ρ

−2ρ

|σ∂zχρ| · |s∇u−β − u−β∇s|dz dθ

≤ 1
ρ‖∂zχ‖L∞(R)‖u−β‖W1

−β
(B)‖s‖W1

β
(B) →

ρ→+∞
0 .
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To finish the proof, it only remains to examine the contribution associated with

cs+. Using the fact that ϕp(θ) is real valued, see Formula (4.9), a direct calculus

yields

lim
ρ→+∞

(
s∇u− u∇s, σ∇χρ

)
B = c lim

ρ→+∞

(
s∇s+ − s+∇s, σ∇χρ

)
B

= c lim
ρ→+∞

∫ −ρ

−2ρ

∂zχρ

∫ π

0

ησ σϕp(θ)
2dθ dz = c ησ

∫ π

0

σϕp(θ)
2dθ.

(4.19)

To conclude, it suffices to plug (4.18) and (4.19) into (4.17).

Note that the calculus in (4.19) shows in particular that
(
s∇s+−s+∇s, σ∇χρ

)
B

is independent of ρ for ρ large enough. Now, we prove that, choosing W
+
β (B) as a

functional setting for (4.3) leads to a well-posed problem.

Theorem 4.2. Consider κσ ∈ (−1,−1/3) and β ∈ (0, 2). Then the continuous

operator L+
β : W

+
β (B) → W1

β(B)∗ defined by (4.16) is an isomorphism.

Proof. Take any function u = cs+ +w where w ∈ W1
−β(B) such that 〈L+

β u, v〉B =

0, ∀v ∈ C∞
0 (B). Proposition 4.1 yields c ησ

∫ π

0
σϕ(θ)2dθ = 0. According to Lemma

6.2 in appendix, this implies that c = 0 since ησ 6= 0 as κσ ∈ (−1,−1/3). Therefore

u ∈ W1
−β(B) and it satisfies (σ∇u,∇v)B = 0, ∀v ∈ W1

β(B) which can be rewritten

L−βu = 0. According to Lemma 4.1, this implies that u = 0. Hence, we have

obtained that L+
β is one-to-one.

To conclude, it remains to prove that L+
β is onto. Take any f ∈ W1

β(B)∗ ⊂
W1

−β(B)∗. Since Lβ is onto, there exists uβ ∈ W1
β(B) such that Lβ uβ = f . Since

f ∈ W1
β(B)∗, according to Theorem 5.2, the following decomposition holds

uβ = c+s+ + c−s− + u−β where c± ∈ C and u−β ∈ W1
−β(B).

Now, define u = uβ − 2ic−s with s defined in (4.14). Since s ∈ kerLβ , we have

Lβu = Lβuβ = f . Besides, we actually have u ∈ W
+
β (B), so that L+

β u = f . Hence

L+
β is onto.

Notice that we may achieve the same construction as above replacing “+” by

“-”. Indeed, consider the space W
−
β (B) = span{s−} ⊕ W1

−β(B) for 0 < β < 2.

Changing the previous proof mutatis mutandis we obtain that, for all f ∈ W1
β(B)∗,

there exists a unique u ∈ W
−
β (B) such that (σ∇u,∇v)B = 〈f, v〉B, ∀v ∈ C∞

0 (B).

Remark 4.4. For β ∈ (0, 2), using Theorem 4.2 and Theorem 5.2, it is straight-

forward to show that dim( kerLβ ) = dim( cokerL−β ) = 1. This implies ind(Lβ) =

−ind(L−β) = 1.

4.4. Limiting absorption principle

In the preceding paragraph, we introduced two different spaces, namely W
+
β (B)

and W
−
β (B), and we showed that for any f ∈ W1

β(B)∗, there exists exactly one
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u+ ∈ W
+
β (B) and one u− ∈ W

−
β (B) such that

(σ∇u±,∇v)B = 〈f, v〉B, ∀v ∈ C
∞
0 (B). (4.20)

Any function αu+ + (1 − α)u−, with α ∈ C, is also a solution to (4.20). Among

all such possible solutions, which one is “the” physical solution to Problem (4.3)?

Recall that we are considering the case κσ = σ2/σ1 ∈ (−1,−1/3). To provide an

answer to the previous question, we proceed as mentioned in Remark 4.3, using

the limiting absorption principle. Consider a problem analogous to (4.3) with an

additional absorption contribution in the coefficient σ: for any f ∈ W1
β(B)∗,

Find uγ ∈ H1
0(B) such that − div(σγ∇uγ) = f in B . (4.21)

where σγ(θ) = σ(θ)( 1 + i γ sign{σ(θ)} ) with γ > 0. Formulation (4.21) has to be

understood in the sense of H−1(B). It is well-posed as the associated sesquilinear

form is coercive, and its unique solution is denoted uγ ∈ H1
0(B). The limiting ab-

sorption principle consists in stating that uγ has to converge toward the physical

solution of (4.3) as γ → 0+. In the present situation we will show that uγ → u+ in

W1
β(B) for β ∈ (0, 2). This justifies choosing W

+
β (B) as a proper functional setting

for this problem.

Remark 4.5. Here we consider that the choice for the sign “+” in front of “iγ”

corresponds to an absorbing medium in the time domain. Admittedly such a a

choice is far from obvious, but corresponds to the commonly adopted model in the

physical literature 33,31. Let us emphasize that our analysis would also work with

the sign “-”, leading to choose u− as the outgoing solution.

4.4.1. Modal analysis of the dissipative problem

As a preliminary step, we formulate observations as regards the modal analysis of

Problem (4.21). As was pointed out in Remark 4.1, the eigenvalues of the pencil

associated with Problem (4.21) may be computed by means of Formula (4.8). This

shows in particular that there exists one eigenvalue iησ,γ such that ησ,γ → ησ for

γ → 0+. By continuity, for a given β ∈ (0, 2), there exists γ0 > 0 such that, for

γ < γ0, +iησ,γ and −iησ,γ are the only eigenvalues of Problem (4.21) located in the

strip {λ ∈ C | − β < ℜe{λ} < +β}. Let us show that ℑm{ησ,γ} < 0, at least for

γ sufficiently small. Denote ργ = ρ(κσγ ). Using the expression of ργ provided by

(4.7), one finds

ργ =
1

2

σ1(1 + iγ)− σ2(1− iγ)

σ1(1 + iγ) + σ2(1− iγ)
=

1

2

(1− κσ) + iγ(1 + κσ)

(1 + κσ) + iγ(1− κσ)
.

According to (4.7), there holds cosh(ησ,γπ/2) = ργ . Denote η
′

σ,γ = ∂γησ,γ . Differen-

tiating with respect to γ at 0, one obtains

η′σ,0
π

2
sinh

(ησπ
2

)
=

2iκσ
(1 + κσ)2

.
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Since ησ ∈ R
∗
+, this yields ℑm{η′σ,0} < 0 and then ℑm{ησ,γ} < 0 for γ small

enough. Therefore iησ,γ is the only eigenvalue of Problem (4.21) located in the strip

{λ ∈ C | 0 < ℜe{λ} < β}.

In the sequel, we denote u+p,γ(z, θ) (resp.u−p,γ) the eigenmode associated with

iησ,γ (resp.−iησ,γ). Here again, the explicit expression of u±p,γ is provided by Formula

(4.9), replacing ησ by ησ,γ . Define s±γ (θ, z) = ζ(z)u±p,γ(z, θ) (where ζ is the cut-

off function that we used for the definition of s±). Using dominated convergence

theorem, it is easy to check that

lim
γ→0+

‖s−γ − s−‖W1
β
(B) = 0 and lim

γ→0+
‖s+γ − s+‖W1

β
(B) = 0 . (4.22)

Let us come back to uγ ∈ H1
0(B) the unique solution to Problem (4.21). According

to Theorem 5.4.1 in 12 (which holds for this elliptic problem), for 0 < γ < γ0, the

function uγ admits a decomposition of the following form

uγ = cγ s+γ + uγ−β where cγ ∈ C, uγ−β ∈ W1
−β(B).

To prove the convergence of uγ to u+ ∈ W
+
β (B), where u+ has been defined by

(4.20), we will successively prove the convergence of the singularity coefficients cγ

and the convergence of the evanescent part uγ−β .

4.4.2. Convergence of the singularity coefficients

We first prove that cγ → c+ for γ → 0+, where c
+ ∈ C is such that u+ = c+s++u−β

with u−β ∈ W1
−β(B). We provide a more explicit expression of cγ .

Proposition 4.2. Let β ∈ (0, 2) and 0 < γ < γ0. Assume that κσ ∈ (−1,−1/3).

Define sγ(z, θ) = −sin(ησ,γ z)ϕp,γ(θ). Consider u
γ = cγs+γ + uγ−β the unique solu-

tion to (4.21). Then we have

〈f, sγ〉B = cγησ,γ

∫ π

0

σγϕp,γ(θ)
2dθ.

The proof is very similar to the proof of Proposition 4.1 (it is also very close to

Theorem 5.4.3 in 12), so it is left to the reader. Using (4.22), we see that ‖sγ −
s‖W1

β
(B) → 0 for γ → 0+. Besides, we have

lim
γ→0+

ησ,γ

∫ π

0

σγϕp,γ(θ)
2dθ = ησ

∫ π

0

σϕp(θ)
2dθ.

This shows in particular that, for γ small enough ησ,γ
∫ π

0
σγϕ2

p,γdθ 6= 0, see Lemma

6.2 (recall that we assumed that κσ ∈ (−1,−1/3)). Applying both Proposition 4.1

and 4.2 yields

|c+ − cγ | =
∣∣∣ 〈f, sγ〉B
ησ,γ

∫ π

0
σγϕ2

p,γdθ
− 〈f, s〉B
ησ

∫ π

0
σϕ2

pdθ

∣∣∣ −→
γ→0+

0 . (4.23)
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4.4.3. Convergence of the evanescent parts

Now, we prove the convergence of uγ−β toward u−β . First of all, recall that both

div(σ∇s+) and div(σγ∇s+γ ) have compact support since div(σ∇u+p ) = 0 and

div(σγ∇u+p,γ) = 0 in B by construction. As u+ = c+s+ + u−β is solution to (4.20)

and uγ = cγs+γ + uγ−β is solution to (4.21), for any v ∈ C∞
0 (B), we have

∣∣∣(σ∇(u−β − uγ−β),∇v)B
∣∣∣ ≤

∣∣∣
(
cγσγ∇s+γ − c+σ∇s+,∇v

)
B

∣∣∣+
∣∣∣
(
(σ − σγ)∇uγ−β ,∇v

)
B

∣∣∣

≤
[
|cγ |‖div(σ∇s+)− div(σγ∇s+γ )‖L2(B) + |c+ − cγ |‖div(σ∇s+)‖L2(B)

+|σ − σγ | ‖uγ−β‖W1
−β

(B)

]
‖v‖W1

β
(B) .

Since C∞
0 (B) is dense in W1

β(B), according to the definition of L−β , the inequality

above shows that

‖L−β(u−β − uγ−β)‖W1
β
(B)∗ ≤ ǫ(γ)

(
1 + ‖uγ−β‖W1

−β
(B)

)

where ǫ(γ) tends to 0 with γ (use (4.23) and notice that ‖div(σ∇s+) −
div(σγ∇s+γ )‖L2(B) → 0 for γ → 0+). According to lemma 4.1, there exists a constant

C > 0 independent of γ such that

‖u−β − uγ−β‖W1
−β

(B) ≤ C ǫ(γ)
(
1 + ‖uγ−β‖W1

−β
(B)

)
, ∀γ ∈ (0, γ0) .

Using triangular inequality, one finally finds

lim
γ→0+

‖uγ−β − u−β‖W1
−β

(B) = 0 . (4.24)

4.4.4. Final convergence result

Gathering (4.22), (4.23) and (4.24) finally yields the following theorem:

Theorem 4.3. For β ∈ (0, 2), one has

lim
γ→0+

‖uγ − u+‖W1
β
(B) = 0 (4.25)

where uγ is the solution of (4.21) and u+ ∈ W
+
β (B) the solution of (4.20).

This proves that the solution to a problem of the form (4.21) with a slightly

dissipative medium is close to u+. Hence u+ is more relevant than u− from a

physical point of view.

4.5. Well-posedness of the initial boundary value problem

In this paragraph, we want to come to back to the initial problem (2.1), set in the

domain Ω in the case κσ ∈ (−1,−1/3). The results that we established in paragraph

4.1 and 4.3 for the problem set in the half-strip B will help determine an adapted

functional setting for this problem. Let us first rewrite these results in the domain ω
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of Figure 3, using the inverse change of variable r = exp z. We introduce the space

V1
β(ω) as the completion of C∞

0 (ω) with respect to the norm

‖v‖V1
β
(ω)

def
=

(
‖ rβ∇v ‖2L2(ω) + ‖ rβ−1v ‖2L2(ω)

)1/2
. (4.26)

It can be checked straightforwardly that u = u(r, θ) belongs to V1
β(ω) if and only

if ũ(z, θ) = u(ez, θ) belongs to W1
β(B). Let ζ : R → [0, 1] be a C∞ cut-off function

such that ζ(r) = 1 for r < 1/3 and ζ(r) = 0 for r > 1/2. Mimicing (4.15), we define

V
+
β (ω)

def
= span

{
riησϕp(θ)ζ(r)

}
⊕V1

−β(ω) for 0 < β < 2

with ‖v‖
V

+

β
(ω)

def
=

(
|c|2 + ‖v−β‖2V1

−β
(ω)

)1/2

if v = c riησϕp(θ)ζ(r) + v−β .

(4.27)

For this functional setting, we also introduce an operator associated with Equation

(4.2). In the same manner as for operator L+
β , we define A+

β : V
+
β (ω) → V1

β(ω)
∗ as

the unique linear continuous operator satisfying

〈A+
β u, v〉ω = (σ∇u,∇v)ω, ∀u ∈ V

+
β (ω), ∀v ∈ C

∞
0 (ω) . (4.28)

Adapting the proof of Theorem 4.2 in the coordinates (r, θ) leads to the following

result:

Proposition 4.3. Consider κσ ∈ (−1,−1/3) and β ∈ (0, 2). Then the continuous

operator A+
β : V

+
β (ω) → V1

β(ω)
∗ defined by (4.28) is an isomorphism.

A result similar to Proposition 4.3 with ω replaced by Ω does not hold in the

general case. However, and this is the main result of this paper, we can prove

a slightly weaker version in Ω (trapped modes can appear). Define V1
β(Ω) as the

completion of C∞
0 (Ω) for the norm ‖ ‖V1

β
(Ω) defined by (4.26) where ω is replaced by

Ω. Similarly, define V
+
β (Ω) like in (4.27) replacing ω by Ω. We redefine the functions

s±(r, θ) = r±iησϕp(θ)ζ(r). Here, of course, the support of the cut-off function ζ is

chosen sufficiently small so that s± = 0 on ∂Ω.

Proposition 4.4. Consider κσ ∈ (−1,−1/3) and β ∈ (0, 2). Similar to the defini-

tion of L+
β , define A

+
β : V

+
β (Ω) → V1

β(Ω)
∗ as the unique linear continuous operator

satisfying 〈A+
β u, v〉Ω = (σ∇u,∇v)Ω, ∀u ∈ V

+
β (Ω), ∀v ∈ C∞

0 (Ω). Then A+
β is a

Fredholm operator and ind(A+
β ) = 0.

Proof. We divide the proof in two steps.

Step 1: the operator A+
β is of Fredholm type.We proceed as in the proof

of Theorem 1.2 of 18, chapter 4, §1. Let us first introduce some notations. Define

the open sets ωa = Ω ∩ B(O, da) and ωb = Ω\B(O, db) where da and db are chosen

so that 0 < db < da and {(r cos θ, r sin θ) ∈ R
2 | 0 < r < da , 0 < θ < π} ⊂ Ω.
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For ν = a, b, let ζν and ψν be C∞ functions (with support in Ω) satisfying the

conditions

(Ω ∩ supp ζν) ⊂ (Ω ∩ supp ψν) ⊂ ων , ζνψν = ζν , ζa + ζb = 1 in Ω.

We also suppose that n · ∇ψν = n · ∇ζν = 0 on Σ, where n denotes the unit

vector to Σ going from Ω1 to Ω2. Introduce Aa : V
+
β (ωa) → V1

β(ωa)
∗ the unique

linear continuous operator satisfying 〈Aau, v〉ωa
= (σ∇u,∇v)ωa

, ∀u ∈ V
+
β (ωa),

∀v ∈ C∞
0 (ωa). According to Proposition 4.3, Aa is an isomorphism. Introduce also

the continuous linear operator Ab : H1
0(ωb) → H−1(ωb) such that 〈Abu, v〉ωb

=

(σ∇u,∇v)ωb
+ i (u, v)ωb

, ∀u, v ∈ H1
0(ωb). With the help of Lemma 3.1, one can

prove that Ab is a Fredholm operator of index zero. Since Ab is obviously one-to-

one (take the imaginary part of 〈Abu, u〉ωb
for u ∈ kerAb ), this implies that Ab is

an isomorphism.

Let us prove the following a priori estimate:

‖u‖
V

+

β
(Ω) ≤ C (‖A+

β u‖V1
β
(Ω)∗ + ‖ψbu‖L2(Ω)), ∀u ∈ V

+
β (Ω). (4.29)

For all u ∈ V
+
β (Ω), there holds

‖u‖
V

+

β
(Ω) ≤ C (‖ζau‖V

+

β
(ωa)

+ ‖ζbu‖H1
0
(ωb))

≤ C (‖Aa(ζau)‖V1
β
(ωa)∗ + ‖Ab(ζbu)‖H−1(ωb))

≤ C (‖ψaA
+
β u‖V1

β
(Ω)∗ + ‖ψbA

+
β u‖V1

β
(Ω)∗ + ‖ψbu‖L2(Ω))

≤ C (‖A+
β u‖V1

β
(Ω)∗ + ‖ψbu‖L2(Ω)).

Since the map u 7→ ψbu from V
+
β (Ω) to L2(Ω) is compact (recall that ψb vanishes

in the neighbourhood of O), one deduces from Lemma 6.1 that rangeA+
β is closed

and kerA+
β has finite dimension.

Now, let us build a right regularizer (also called a right parametrix), i.e. an operator

R such that A+
βR− Id is a compact operator of V1

β(Ω)
∗. According to lemma 2.23

in 17, this will prove that cokerA+
β is finite-dimensional. Define the operator

R
def
= ζaA−1

a ψa + ζbA−1
b ψb.

For all f ∈ V1
β(Ω)

∗, one finds

A+
βRf = A+

β ζaA−1
a ψaf +A+

β ζbA−1
b ψbf

= ζaf + ζbf + [A+
β , ζa]A−1

a ψaf + [A+
β , ζb]A−1

b ψbf,

where [A+
β , ζν ] = A+

β ζν − ζνA
+
β for ν = a, b. Since ∂nψν = ∂nζν = 0 on Σ, one can

prove that [A+
β , ζν ] is compact as an operator mapping V

+
β (Ω) into V1

β(Ω)
∗. Thus,

R is indeed a right regularizer and cokerA+
β is finite-dimensional.
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Step 2: The index of A+
β is equal to zero. By definition, one has

ind(A+
β ) = dim(kerA+

β ) − dim(cokerA+
β ). Define Aβ : V1

β(Ω) → V1
−β(Ω)

∗ and

A−β : V1
−β(Ω) → V1

β(Ω)
∗ the two continuous operators such that

〈Aβ u, v〉Ω = (σ∇u,∇v )Ω , ∀(u, v) ∈ V1
β(Ω)×V1

−β(Ω) ;

〈A−β u, v〉Ω = (σ∇u,∇v )Ω , ∀(u, v) ∈ V1
−β(Ω)×V1

β(Ω) .

Our goal is to prove that dim(kerA+
β ) = dim(kerA−β) and dim(cokerA+

β ) =

dim(cokerAβ). Since A
∗
β = A−β , this will be sufficient to conclude. To begin with,

note that kerA−β ⊂ kerA+
β ⊂ kerAβ .

i) Consider u = cs++u−β , with c ∈ C and u−β ∈ V1
−β(Ω), an element of kerA+

β . One

has div(σ∇u) = 0 a.e. in Ω. Multiplying by u, integrating by parts on Ω\B(O, δ),
taking the limit of the imaginary part when δ tends to zero (use the ideas of the

proof of Proposition 4.1), one finds c = 0. Consequently, kerA+
β = kerA−β .

ii) Now, let us prove that kerA−β 6= kerAβ . Proceed by contradiction assuming

temporarily that kerA−β = kerAβ . Introduce F and G two finite dimensional vector

spaces such that

V1
β(Ω)

∗ = rangeA−β ⊕ F; (4.30)

F = (F ∩ rangeAβ)⊕G. (4.31)

According to Lemma 4.2, proved later, we have V1
−β(Ω)

∗ = rangeAβ+V1
β(Ω)

∗. Con-
sequently, we can write V1

−β(Ω)
∗ = rangeAβ ⊕G. Since A−β is the adjoint of Aβ ,

one has dim(F) = dim(cokerA−β) = dim(kerAβ) and dim(G) = dim(cokerAβ) =

dim(kerA−β). Thus, our hypothesis leads to dim(F) = dim(G) which implies

F ∩ rangeAβ = {0} according to (4.31). Now, recall that Aβ(s
+) ∈ V1

β(Ω)
∗.

According to the decomposition (4.30), there exist u−β ∈ V1
−β(Ω) and w ∈ F

such that Aβ s
+ = A−β u−β + w. But clearly w ∈ F ∩ rangeAβ so w = 0 and

s+ − u−β ∈ kerAβ = kerA−β . It is absurd because s+ − u−β /∈ V1
−β(Ω). Therefore,

kerA−β 6⊃ kerAβ .

iii) Consider u⋆ ∈ kerAβ such that u⋆ /∈ kerA−β . Using Theorem 5.2 in annex,

one can prove that u⋆ admits the representation u⋆ = c+⋆ s
+ + c−⋆ s

− + u⋆,−β with

u⋆,−β ∈ V1
−β(Ω). Since u⋆ /∈ kerA−β , there holds |c+⋆ | + |c−⋆ | 6= 0. On the other

hand, proceeding as in i), one finds that both c+⋆ and c−⋆ are non trivial.

iv) Let us establish that dim(cokerA+
β ) = dim(cokerAβ), which will conclude the

proof. As in ii), we introduce F̃, G̃ two finite dimensional vector spaces such that

V1
β(Ω)

∗ = rangeA+
β ⊕ F̃;

F̃ = (F̃ ∩ rangeAβ)⊕ G̃. (4.32)
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Again, one has V1
−β(Ω)

∗ = rangeAβ ⊕ G̃, dim(F̃) = dim(cokerA+
β ) and dim(G̃) =

dim(cokerAβ). Let us prove that F̃ = G̃. According to (4.32), this is equivalent to

F̃ ∩ rangeAβ = {0}. Let f be an element of F̃ ∩ rangeAβ . There exists u ∈ V1
β(Ω)

such that f = Aβ u. Using Theorem 5.2 in annex, one finds that u admits the

representation u = c+s+ + c−s− + u−β with u−β ∈ V1
−β(Ω). Now, observing that

u− c−u⋆/c−⋆ is an element of V
+
β (Ω) such that A+

β (u− c−u⋆/c−⋆ ) = f , one deduces

that f ∈ F̃ ∩ rangeA+
β and, since F̃ ∩ rangeA+

β = {0}, we have f = 0.

Lemma 4.2. V1
−β(Ω)

∗ = rangeAβ +V1
β(Ω)

∗.

Proof. Consider f ∈ V1
−β(Ω)

∗, and take ψa and ωa like in the proof of Proposition

4.4 above. The function ψaf belongs to V1
−β(ωa)

∗. Since Aa β , the unique linear con-

tinuous operator from V1
β(ωa) to V1

−β(ωa)
∗ satisfying 〈Aa β u, v〉ωa

= (σ∇u,∇v)ωa
,

∀u ∈ V1
β(ωa), ∀v ∈ V1

−β(ωa), is onto (see the discussion after Lemma 4.1), we know

there exists u ∈ V1
β(ωa) such that Aa β u = ψaf . The function Aβ (ζau) ∈ rangeAβ

is such that f −Aβ (ζau) ∈ V1
β(Ω)

∗.

Remark 4.6. Up to now, we have considered a static problem, but, as mentioned

in section 2, similar results can be obtained for the time harmonic problem, with a

pulsation ω0 > 0. Following 21 and going back to the time-domain, we observe that

our results lead to consider solutions which behave like

ei(ησ ln r−ω0t)ϕp(θ)

near the origin. Two surprising properties can be noticed.

1) This outgoing wave seems to come from the origin, that is from the infinity in

the strip. This is due to the presence of the metamaterial, in which phase and group

velocities are known to be of opposite signs 30, and is strongly related to the choice

of dissipative model used in §4.4 (see Remark 4.5).

2) The velocity of the wave ω0r/ησ tends to 0 when it approaches the origin. Fur-

thermore, when κσ → −1, we have ησ → +∞. Consequently, the closer κσ is to −1,

the slower the wave propagates.

5. Analysis in weighted Sobolev spaces

The aim of this section is to prove the technical results that were required in the

previous section. In particular, we are going to give a detailed proof for Theorem 4.1

and Lemma 4.1. The analysis that we present here is widely inspired by Chapter 6

of 12. However, we wish to give a detailed presentation of the technical results of this

section for two reasons. First, we do not expect our reader to be familiar with this

theory, so it seems more appropriate to provide, within this article, all necessary

material for a full comprehension. The second reason is that, in the present situation,

we need to tackle a problem that is not elliptic, whereas ellipticity is assumed in
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12. So, it is important to check that the results in 12 can be adapted to treat our

particular case. In the sequel, for the sake of conciseness, we set

I
def
= (0, π) .

We will denote (·, ·) the product of L2(I) and (·, ·)1 (resp. (·, ·)2) the one of L2(π/4, π)

(resp. L2(0, π/4)). For a general measurable function v on (0, π), we define the

restrictions v1 := v|(π/4,π) and v2 := v|(0,π/4).

5.1. Parameter dependent norm

In the next paragraph, we will have to study one dimensional problems involv-

ing functions in H1
0(I). However, these problems will depend on a complex valued

parameter λ. Since we need to state estimates in which behaviour for |λ| large is

a key consideration, we shall not consider the standard norm over H1
0(I) but a

parameter-dependent norm defined by

‖v‖H1(I,|λ|)
def
=

(
‖v‖2H1(I) + |λ|2 ‖v‖2L2(I)

)1/2
, ∀v ∈ H1(I). (5.1)

Admittedly, for any fixed λ ∈ C, the norms ‖ ‖H1(I,|λ|) and ‖ ‖H1(I) are equivalent.

But the difference between these two norms comes into play in estimates involving

large values of |λ|. We also consider the dual norm

‖f‖H−1(I,|λ|)
def
= sup

v∈H1
0
(I)

|〈f, v〉I |
‖v‖H1(I,|λ|)

, ∀f ∈ H−1(I) . (5.2)

5.2. Parameter dependent 1-D problem

As a preliminary step, we need to study the properties of the operator pencil L (λ) :

H1
0(I) → H−1(I), and to state estimates for it in terms of the norms (5.1) and (5.2).

Recall that this pencil is defined by

〈L (λ)u, v〉I =

∫ π

0

σ ∂θu ∂θv dθ − λ2
∫ π

0

σu v dθ, ∀u, v ∈ H1
0(I).

Clearly L (λ) has analytic dependency with respect to λ in the norm of contin-

uous operators mapping H1
0(I) into H−1(I). Injectivity of L (λ) has already been

investigated in sub-section 4.1 by means of direct calculus. We would like to derive

estimates for the behaviour of ‖L (λ)u‖H−1(I) for |λ| large.

Lemma 5.1. Assume that κσ = σ2/σ1 6= −1. Then, L (λ) is an isomorphism from

H1
0(I) to H−1(I) if and only if there holds λ /∈ Λ(κσ), where Λ(κσ) is the set of

eigenvalues of L .

Proof. As in the proof of Lemma 3.1, we use the technique of T -coercivity. To

obtain this result, we will first prove the

Lemma 5.2. Assume that κσ 6= −1. Then, there exists τ0 ∈ R such that L (iτ0) is

an isomorphism from H1
0(I) to H−1(I).
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Proof. As in the proof of Lemma 3.1, we use the technique of T -coercivity. Consider

a C∞ cut-off function ψ : R → [0, 1] such that ψ(z) = 1 for |z − π/4| < π/16 and

ψ(z) = 0 for |z − π/4| > π/8. Introduce the isomorphisms T1, T2 : H1
0(I) → H1

0(I)

defined by

(T1v)(θ) =

{
v1(θ) for θ ∈ (π/4, π)

−v2(θ) + 2ψ(θ) v1(π/2− θ) for θ ∈ (0, π/4)
,

(T2v)(θ) =

{
v1(θ)− 2ψ(θ) v2(π/2− θ) for θ ∈ (π/4, π)

−v2(θ) for θ ∈ (0, π/4)
.

(5.3)

for all v ∈ H1
0(I). Denote s(θ) = π/2− θ. For all λ = iτ with τ ∈ R, one has, for all

α, δ > 0 and v ∈ H1
0(I),

|〈L (iτ)v, T1v〉I |

≥ σ1(v
′
1, v1

′)1 + τ2σ1(v1, v1)1 + |σ2|(v′2, v2′)2 + τ2|σ2|(v2, v2)2
−2|σ2(v′2, (ψ v1 ◦ s)′)2| − 2|τ2σ2(v2, (ψ v1 ◦ s))2|

≥ (σ1 − α−1 |σ2|)(v′1, v1′)1 + (1− (α+ δ))|σ2| (v′2, v2′)2
+(τ2(σ1 − α−1 |σ2|)− δ−1 C |σ2|)(v1, v1)1 + (τ2|σ2|(1− α))(v2, v2)2,

(5.4)

with C = supI |ψ′|. Suppose that σ1 > |σ2|. One can find α > 0 such that σ1 −
α−1|σ2| > 0 and 1 − α > 0. Next, choose δ > 0 such that δ < 1 − α. From (5.4),

one deduces that there exist two constants C1, C2 > 0, independent of τ , such that

|〈L (iτ)v, T1v〉I | ≥ C1 ((v
′, v′) + τ2 (v, v))− C2 (v, v) for all v ∈ H1

0(I). This proves

that for τ2 large enough, (v, w) 7→ 〈L (iτ)v, T1w〉I is coercive. One concludes as in

the proof of Lemma 3.1 that L (iτ) is an isomorphism from H1
0(I) to H−1(I) for τ2

sufficiently large. When |σ2| > σ1, one proceeds in the same way working with T2.

Coming back to the proof of Lemma 5.1, let τ0 ∈ R be given by Lemma 5.2 such that

L (iτ0) is an isomorphism. For all λ ∈ C, L (λ)−L (iτ0) is a compact operator from

H1
0(I) to H−1(I). Fredholm alternative then ensures that L (λ) is an isomorphism

if, and only if, λ is not an eigenvalue of L .

According to Theorem 1.1.1 in 13, the preceding result shows that, for κσ 6= −1, the

set Λ(κσ) of eigenvalues of L is discrete and L (λ)−1 is well-defined and analytic

in C \ Λ(κσ).

Proposition 5.1. Assume that κσ = σ2/σ1 6= −1. Let β ∈ R be such that no

eigenvalue λ of L (λ) satisfies ℜe{λ} = β. Then, there exists a constant Cβ > 0

independent of λ such that

‖u‖H1(I,|λ|) ≤ Cβ ‖L (λ)u‖H−1(I,|λ|), ∀u ∈ H1
0(I), (5.5)

for all λ = β + iµ, µ ∈ R.
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Proof. We will prove this proposition for σ1 > |σ2|. The case |σ2| > σ1 can be

studied in the same manner working with T2 instead of T1. Consider first λ = iτ ∈
iR. The estimate (5.4) proves that there exists r0 > 0 such that if |τ | > r0, then

〈L (iτ)v, T1v〉I ≥ C1((v
′, v′) + τ2(v, v)), (5.6)

for all v ∈ H1
0(I), where C1 is a constant independent of τ . Since the operator

T1 defined in (5.3) is also continuous from L2(I) into L2(I), one obtains (5.5) for

λ = iτ ∈ iR with |τ | > r0.

Consider now the case λ = iτeiφ with φ ∈ [−π/2;π/2]. Here, τ ∈ R is such that

|τ | > r0 with r0 defined above. One has, for all v ∈ H1
0(I),

|〈L (λ)v, T1v〉I − 〈L (iτ)v, T1v〉I | ≤ C2 τ
2|1− e2iφ| (v, v), (5.7)

where C2 is a constant independent of τ . Combining (5.6) and (5.7), one finds

|〈L (λ)v, T1v〉I | ≥ |〈L (iτ)v, T1v〉I | − C2 τ
2|1− e2iφ|(v, v)

≥ C1(v
′, v′) + τ2(C1 − C2 |1− e2iφ|)(v, v).

Taking φ small enough to have, for example, C2 |1−e2iφ| ≤ C1/2, one deduces there

exist two real constants r0 and δ0 such that (5.5) holds true for all λ ∈ C satisfying

|λ| > r0 and |ℜe{λ}| < δ0 |ℑm{λ}|.

Finally, since L (λ)−1 is well-defined and analytic in a neighbourhood of the line

ℜe{λ} = β, one can state the result of the proposition.

5.3. Weighted spaces and Fourier transform in the full strip

In this paragraph, using Fourier-Laplace transform, we will study the relationship

between the space H1
0(I) and H−1(I), and weighted Sobolev spaces in a “full strip”.

Define

S def
= R× (0, π).

Let us introduce a family of weighted spaces over this set. For any β ∈ R and k ∈ N,

the space Wk
β(S) will refer to the completion of C∞

0 (S) with respect to the weighted

norm defined by

‖v‖Wk
β
(S)

def
=

( ∑

α+γ≤k

‖eβz ∂αz ∂γθ v ‖2L2(S)

)1/2
.

We shall denote W1
β(S)∗ the topological dual to the space W1

β(S). The norm over

W1
β(S)∗ will be defined by

‖f‖W1
β
(S)∗

def
= sup

v∈W1
β
(S)

|〈f, v〉S |
‖v‖W1

β
(S)

, ∀f ∈ W1
β(S)∗.
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In order to study the relationship between these weighted spaces and the spaces that

we introduced in the preceding paragraph, we make intensive use of the Fourier-

Laplace transform. This transform is defined by a density process from the following

identity

v̂(λ, θ)
def
=

∫

R

v(z, θ)e−λzdz, ∀v ∈ C
∞
0 (S), ∀λ ∈ C.

It is also possible to define the Fourier-Laplace transform of elements of H−1(S),
the dual space to H1

0(S). For the sake of conciseness, we restrict our definition to

compactly supported elements (although this definition can be extended). Assume

that f ∈ H−1(S) has a compact support. Then its partial Fourier transform with

respect to the variable z will refer to the function λ 7→ f̂(λ, ·), valued in H−1(I),

defined by

〈f̂(λ), v〉I = 〈f, ṽλ〉S with ṽλ(z, θ) = e−λzv(θ) , ∀v ∈ H1
0(I).

Although ṽλ /∈ H1
0(S), the identity above makes sense because f has compact sup-

port. As a function valued in H−1(I), the function f̂ admits analytical dependency

with respect to λ.

Note that, for v ∈ W1
β(S), β ∈ R, (ξ, θ) 7→ v̂(−β+ iξ, θ) is actually the (partial)

Fourier transform with respect to z of (z, θ) 7→ eβz u(z, θ). Using this observation,

as well as the classical characterization of Sobolev spaces by means of Fourier trans-

form, it is straightforward to prove the following Parseval identity

‖v‖2W1
β
(S) =

1

2iπ

∫ −β+i∞

−β−i∞
‖ v̂(λ, ·) ‖2H1(I,|λ|) dλ, ∀v ∈ C

∞
0 (S), ∀β ∈ R. (5.8)

A similar relationship holds between W1
β(S)∗ and H1(I). This is the precise reason

why we introduced the parameter dependent norms ‖ ‖H1(I,|λ|) and ‖ ‖H−1(I,|λ|)
(such a Parseval identity would not hold with the standard norm ‖ ‖H−1(I)).

Lemma 5.3. Let f ∈ H−1(S) have compact support. Then we have

‖f‖2W1
β
(S)∗ =

1

2iπ

∫ β+i∞

β−i∞
‖ f̂(λ, ·) ‖2H−1(I,|λ|) dλ, ∀β ∈ R . (5.9)

Proof. Takes β ∈ R. First of all, note that (u, v) 7→ (e2βz∇u,∇v)S +(e2βzu, v)S is

a scalar product for W1
β(S). Consider a functional f ∈ H−1(S) such that, for some

u ∈ C∞
0 (S), we have

〈f, w〉I = (e2βz∇u,∇w)S + (e2βzu,w)S ∀w ∈ W1
β(S). (5.10)

Since C∞
0 (S) is dense in W1

β(S), according to Riesz Theorem, functionals of the

form (5.10) with u ∈ C∞
0 (S) are dense in W1

β(S)∗ for ‖ ‖W1
β
(S)∗ . Hence it is suffi-

cient to prove (5.9) only for such functionals.
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Observe that (5.10) still makes sense whenever w(z, θ) = e−λzv(θ) for any λ =

β + iη ∈ C, since u is compactly supported. Taking such a w(z, θ), we obtain

〈f̂(β + iη), v〉I =
(
∂θû(−β + iη), ∂θv

)
I
+ (1 + |β + iη|2)

(
û(−β + iη), v

)
I
.

for all η ∈ R and all v ∈ H1
0(I). For a fixed η ∈ R, taking v(θ) = û(−β + iη, θ), we

obtain the identity

‖f̂(β + iη)‖2H−1(I,|β+iη|) = ‖û(−β + iη)‖2H−1(I,|−β+iη|) ∀η ∈ R.

Now we come back to (5.10), take w(z, θ) = u(z, θ), and apply Parseval identity

(5.8), which yields

〈f, u〉S =
1

2iπ

∫ −β+i∞

−β−i∞
‖ û(λ, ·) ‖2H1(I,|λ|) dλ =

1

2iπ

∫ β+i∞

β−i∞
‖ f̂(λ, ·) ‖2H1(I,|λ|) dλ

As is readily checked, we have 〈f, u〉S = ‖f‖2W1(S)∗ . Plugging this in the previous

equation concludes the proof.

5.4. Problem in the full strip

In the present section we study the invertibility of some operator Gβ defined in

the full strip. For any β ∈ R, define Gβ as the unique continuous linear operator

mapping W1
β(S) into W1

−β(S)∗ such that

〈Gβu, v〉S = (σ∇u,∇v)S , ∀u ∈ W1
β(S), ∀v ∈ W1

−β(S) .

Theorem 5.1. Assume that κσ = σ2/σ1 6= −1. For β ∈ R, the operator

Gβ : W1
β(S) → W1

−β(S)∗ is an isomorphism if no eigenvalue λ of the pencil L (λ)

satisfies ℜe{λ} = β.

Proof. As a first step we show that, for any β ∈ R such that no eigenvalue λ of

L (λ) satisfies ℜe{λ} = β, there exists a constant Cβ > 0 such that

‖u‖W1
β
(S) ≤ Cβ ‖Gβu‖W1

−β
(S)∗ , ∀u ∈ W1

β(S) . (5.11)

Since C∞
0 (S) is dense in W1

β(S), it suffices to show that such an inequality holds

for any u chosen in C∞
0 (S). Take any u ∈ C∞

0 (S), and observe that

Ĝβu (λ, θ) = L (λ) û(λ, θ), ∀λ ∈ C .

Inequality (5.11) is then a direct consequence of Proposition 5.1 and Lemma 5.3.

Inequality (5.11) proves that Gβ is a one-to-one operator with closed range. More-

over, we have G∗
β = G−β , and no eigenvalue of L (λ) satisfies ℜe{λ} = −β since

none of them satisfies ℜe{λ} = β, see Formula (4.8). As a consequence G∗
β is also

one-to-one, as (5.11) still holds with β replaced by −β, and since rangeGβ is closed,

this implies that Gβ is onto, see Theorem 2.13 in 17 for example.
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5.5. Problem in the half strip

Now, we come to study problems set on the half strip B = (−∞, 0)× (0, π), which

was the geometry we had to consider in Section 4. Recall that we have defined the

continuous operators Lβ : W1
β(B) → W1

−β(B)∗ such that

〈Lβu, v〉B = (σ∇u,∇v)B, ∀u ∈ W1
β(B) , ∀v ∈ W1

−β(B) .
Theorem 4.1. Assume that κσ = σ2/σ1 6= −1. The operator Lβ : W1

β(B) →
W1

−β(B)∗ is of Fredholm type if and only if no eigenvalue of L (λ) belongs

ℓβ
def
= { λ ∈ C | ℜe{λ} = β }.

Proof. Take any β ∈ R and assume first that no eigenvalue of L (λ) satisfies

ℜe{λ} = β. Set Q = (−2, 0)× (0, π). Consider a C∞ cut-off function ζ : R → [0, 1]

such that ζ(z) = 0 for z ≥ −1 and ζ(z) = 1 for z ≤ −2, and set χ(z) = 1 − ζ(z).

According to Theorem 3.3 and estimate (7) in 1, there exists a constant C1 > 0

such that

‖v‖H1(Q) ≤ C1

(
‖div(σ∇v)‖H−1(Q) + ‖v‖L2(Q)

)
, ∀v ∈ H1

0(Q). (5.12)

Note that div(σ∇(χu)) = χ div(σ∇u) + 2 div(uσ∇χ)− uσ∂2zχ belongs to H−1(Q)

for all u ∈ W1
β(B). Hence, applying Inequality (5.12) to χu yields the existence of

a constant C2 > 0 such that

‖χu‖H1(Q) ≤ C2

(
‖Lβu‖W1

−β
(B)∗ + ‖u‖L2(Q)

)
, ∀u ∈ W1

β(B). (5.13)

Extend ζu by 0 in S \ B so that ζu may be considered as an element of W1
β(S).

Hence, we can apply Theorem 5.1 to it: there exists a constant C3 such that

‖ζu‖W1
β
(S) ≤ C3 ‖Gβ(ζu)‖W1

−β
(S)∗ , ∀u ∈ W1

β(B).

Similarly, ζLβ(u) may be considered as an element of W1
−β(S)∗. Since Gβ(ζu) =

ζ Lβ(u) + 2 div(uσ∇ζ)− uσ∂2zζ, we obtain, for all u ∈ W1
β(B),

‖ζu‖W1
β
(B) = ‖ζu‖W1

β
(S) ≤ C ′

3

(
‖Lβu‖W1

−β
(B)∗ + ‖u‖L2(Q)

)
. (5.14)

Since ζ+χ = 1, gathering inequalities (5.13) and (5.14), we deduce that there exists

a constant C4 > 0 such that

‖u‖W1
β
(B) ≤ C4

(
‖Lβu‖W1

−β
(B)∗ + ‖u‖L2(Q)

)
, ∀u ∈ W1

β(B). (5.15)

The restriction u 7→ u|Q from W1
β(B) to L2(Q) is compact. Consequently, Lemma

6.1 applied to inequality (5.15) shows that rangeLβ is closed and kerLβ has finite

dimension.

Moreover, observe that no eigenvalue of L (λ) satisfies ℜe{λ} = β if and

only if no eigenvalue of L (λ) satisfies ℜe{λ} = −β. What precedes also holds

with β replaced by −β. In particular, since L∗
β = L−β we have dim(cokerLβ) =

dim(kerL−β) < +∞. This finally shows that Lβ is of Fredholm type, and concludes

the first part of the proof.
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Now, assume that there exists one eigenvalue λ0 ∈ C of L such that ℜe{λ0} = β.

Take the cut-off function χ(z) as defined earlier in the proof, and set un(z, θ) =

χ(z/n) exp(λ0z)ϕp(θ) where ϕp(θ), defined in (4.9), is an eigenvector of L (λ0).

Taking n → +∞ shows that (5.14) cannot hold when applied to the sequence un.

Since dim(kerLβ) < +∞ (observe indeed that kerLβ ⊂ kerLγ for all γ > β), this

will prove that rangeLβ cannot be closed. Otherwise, we could establish estimate

(5.14) by classical arguments: one can for instance adapt the proof of lemma 5.1

in chapter 2 of 15, noticing that Lβu = 0 and u = 0 in Q implies u = 0 (indeed

Gβ′ ũ = 0 for all β′ > β, where ũ denotes the extension of u in S by 0). Hence, Lβ

is not of Fredholm type.

The second non trivial result we needed in §4 is a result of decomposition. Using a

density process and residue formula, the following result can be proved in the same

manner as Theorem 5.4.2 of 12.

Theorem 5.2. Assume that κσ 6= −1. To simplify, assume κσ 6= −3,−1/3 as well.

Consider β1 and β2 two real numbers such that β1 < β2. Suppose no eigenvalue

of L lies on the lines ℜe{λ} = β1, ℜe{λ} = β2, and that λ1, · · · , λN are the

eigenvalues of L in the strip β1 < ℜe {λ} < β2. Let uβ2 be an element of W1
β2(B)

which satisfies Lβ2uβ2 ∈ W1
β1(B)∗. Then, there holds the following representation

uβ2 = uβ1 +
N∑

k=1

ck ζ e
−λkzϕk, (5.16)

where uβ1 is an element of W1
β1(B), ϕk is an eigenvector of L associated with the

eigenvalue λk, ck is a constant (which depends on the choice of ϕk) and ζ ∈ C∞(R−)
is a cut-off function such that ζ(z) = 1 for z ≤ −2, ζ(z) = 0 for z > −1.

Lemma 4.1. Let κσ ∈ (−1,−1/3) and consider β ∈ (0, 2). The operator L−β :

W1
−β(B) → W1

β(B)∗ is one-to-one, and there exists a constant C > 0 such that

‖v‖W1
−β

(B) ≤ C ‖L−βv‖W1
β
(B)∗ , ∀v ∈ W1

−β(B) .

Proof. Take any u ∈ kerL−β , and define ũ over S def
= R × (0, π) by ũ(z, θ) =

u(z, θ) for z ≤ 0, and ũ(z, θ) = −u(−z, θ) for z ≥ 0. Since u|∂B = 0, we have

ũ ∈ H1
loc(S). Besides, we have (z, θ) 7→ e−βzũ(−z, θ) ∈ H1(B), and in particular

(z, θ) 7→ eβzũ(−z, θ) ∈ H1(B), so that ũ ∈ W1
−β(S). Take any v ∈ W1

β(S) and

set w(z, θ) = v(z, θ) − v(−z, θ). We have w(z, θ) ∈ W1
β(B) since w|∂B = 0. A

straightforward calculus using the skew-symmetry of ũ yields

(σ∇ũ,∇v)S = (σ∇u,∇w)B = 0.

As a consequence, we have (σ∇ũ,∇v)S = 0 for all v ∈ W1
β(S). Theorem 5.1 shows

that the only ũ ∈ W1
−β(S) satisfying such a property is ũ = 0, so that u = 0. The

continuity of L−1
−β from rangeL−β to W1

−β(B) is then a direct consequence of the

open mapping theorem.
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6. Appendix

We begin this appendix by stating a result established in 29 which is an extension of

the well-known Peetre’s lemma 24 (see also 32), that is particularly useful to prove

that an operator is of Fredholm type.

Lemma 6.1. Let (X, ‖ ‖X), (Y, ‖ ‖Y) and (Z, ‖ ‖Z) be three Banach spaces. Let

K : X → Z be a linear compact map and B : X → Y be a continuous linear map.

Suppose there exists C > 0 such that

‖x‖X ≤ C
(
‖Bx‖Y + ‖Kx‖Z

)
, ∀x ∈ X. (6.1)

Then dim(kerB) <∞ and rangeB is closed in Y.

For a Banach space X, let X∗ refer to its topological dual and let 〈 , 〉X be the

duality pairing between X∗ and X. For an operator L : X → X∗ that is self-adjoint,

i.e. 〈Lu, v〉X = 〈Lv, u〉X ∀u, v ∈ X, and such that rangeL is closed, there exists a

continuous isomorphism mapping kerL onto (cokerL)∗, see Theorem 2.13 in 17. In

this situation, it is a consequence of previous lemma that any self-adjoint operator

L : X → X∗ is Fredholm as soon as it satisfies an a priori estimate such as (6.1).

Lemma 6.2. Consider the function ϕp(θ) defined by Formula (4.9). Moreover,

assume that σ2/σ1 ∈ (−1,−1/3). In this case, we have
∫ π

0
σ(θ)|ϕp(θ)|2dθ 6= 0.

Proof. Recall that ϕp(θ) defined by Formula (4.9) depends on a parameter ησ, and

that ησ ∈ (0,+∞) whenever σ2/σ1 ∈ (−1,−1/3). For simplicity, ησ is denoted η in

this proof. Set

I1(η)
def
=

∫ π

π/4

|ϕp|2dθ and I2(η)
def
=

∫ π/4

0

|ϕp|2dθ.

We are going to show that σ1I1(η) + σ2I2(η) > 0 for all η ∈ (0;+∞). We have

σ1I1+σ2I2 = σ1(I1+κσI2) > σ1(I1−I2) so we study the function η 7→ I1(η)−I2(η).
Explicit calculus using Formula (4.9) yields

I1(η) =
sinh 3ηπ/2− 3ηπ/2

2η(cosh 3ηπ/2− 1)
and I2(η) =

sinh ηπ/2− ηπ/2

2η(cosh ηπ/2− 1)
.

Define g(x)
def
=(sinhx − x)/(coshx − 1). We have 2η(I1(η) − I2(η)) = g(3ηπ/2) −

g(ηπ/2), so it is sufficient to prove that g is an increasing function on (0,+∞).

One computes g′(x) = (2 − 2 coshx + x sinhx)/(coshx − 1)2. Define ga(x) = 2 −
2 coshx+ x sinhx. One finds g′a(x) = − sinhx+ x coshx and g′′a(x) = x sinhx. One

deduces, successively, g′a > 0 and g′ > 0. Thus g is indeed an increasing function on

(0,+∞).
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pus de Beaulieu, 35042 Rennes Cedex, France, 1997. http://hal.archives-
ouvertes.fr/docs/00/56/23/29/PDF/BenjaminT arxiv.pdf.

9. N. Engheta. An idea for thin subwavelength cavity resonators using metamaterials
with negative permittivity and permeability. Antennas and Wireless Propagation Let-
ters, IEEE, 1:10–13, 2002.

10. P. Fernandes and M. Raffetto. Well posedness and finite element approximability
of time-harmonic electromagnetic boundary value problems involving bianisotropic
materials and metamaterials. Mathematical Models and Methods in Applied Sciences,
19(12):2299–2335, 2009.

11. V.A. Kondrat’ev. Boundary-value problems for elliptic equations in domains with
conical or angular points. Trans. Moscow Math. Soc., 16:227–313, 1967.

12. V.A. Kozlov, V.G. Maz’ya, and J. Rossmann. Elliptic Boundary Value Problems in
Domains with Point Singularities, volume 52 of Mathematical Surveys and Mono-
graphs. AMS, Providence, 1997.

13. V.A. Kozlov, V.G. Maz’ya, and J. Rossmann. Spectral problems associated with corner
singularities of solutions to elliptic equations, volume 85 of Mathematical Surveys and
Monographs. American Mathematical Society, Providence, RI, 2001.

14. VV Krylov. New type of vibration dampers utilising the effect of acoustic “black
holes”. Acta Acustica united with Acustica, 90(5):830–837, 2004.
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