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S U M M A R Y
The validity of isotropic approximation to perform acoustic full waveform inversion (FWI) of
real wide-aperture anisotropic data can be questioned due to the intrinsic kinematic inconsis-
tency between short- and large-aperture components of the data. This inconsistency is mainly
related to the differences between the vertical and horizontal velocities in vertical-transverse
isotropic (VTI) media. The footprint of VTI anisotropy on 2-D acoustic isotropic FWI is illus-
trated on a hydrophone data set of an ocean-bottom cable that was collected over the Valhall
field in the North Sea. Multiscale FWI is implemented in the frequency domain by hierar-
chical inversions of increasing frequencies and decreasing aperture angles. The FWI models
are appraised by local comparison with well information, seismic modelling, reverse-time
migration (RTM) and source-wavelet estimation. A smooth initial VTI model parameterized
by the vertical velocity V 0 and the Thomsen parameters δ and ε were previously developed
by anisotropic reflection traveltime tomography. The normal moveout (VNMO = V0

√
1 + 2δ)

and horizontal (Vh = V0
√

1 + 2ε) velocity models were inferred from the anisotropic models
to perform isotropic FWI. The V NMO models allows for an accurate match of short-spread
reflection traveltimes, whereas the V h model, after updating by first-arrival traveltime tomog-
raphy (FATT), allows for an accurate match of first-arrival traveltimes. Ray tracing in the
velocity models shows that the first 1.5 km of the medium are sampled by both diving waves
and reflections, whereas the deeper structure at the reservoir level is mainly controlled by
short-spread reflections. Starting from the initial anisotropic model and keeping fixed δ and ε

models, anisotropic FWI allows us to build a vertical velocity model that matches reasonably
well the well-log velocities. Isotropic FWI is performed using either the NMO model or the
FATT model as initial model. In both cases, horizontal velocities are mainly reconstructed in
the first 1.5 km of the medium. This suggests that the wide-aperture components of the data
have a dominant control on the velocity estimation at these depths. These high velocities in
the upper structure lead to low values of velocity in the underlying gas layers (either equal or
lower than vertical velocities of the well log), and/or a vertical stretching of the structure at the
reservoir level below the gas. This bias in the gas velocities and the mispositioning in depth of
the deep reflectors, also shown in the RTM images, are required to match the deep reflections
in the isotropic approximation and highlight the footprint of anisotropy in the isotropic FWI of
long-offset data. Despite the significant differences between the anisotropic and isotropic FWI
models, each of these models produce a nearly-equivalent match of the data, which highlights
the ill-posedness of acoustic anisotropic FWI. Hence, we conclude with the importance of
considering anisotropy in FWI of wide-aperture data to avoid bias in the velocity reconstruc-
tions and mispositioning in depth of reflectors. Designing a suitable parameterization of the
VTI acoustic FWI is a central issue to manage the ill-posedness of the FWI.

Key words: Inverse theory; Controlled source seismology; Seismic anisotropy; Seismic
tomography; Computational seismology; Wave propagation.
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I N T RO D U C T I O N

Full waveform inversion (FWI) is a multiscale data-fitting approach
for velocity-model building from wide-aperture/wide-azimuth ac-
quisition geometries (Pratt 1999). Since the pioneering works on
FWI in the eighties (Gauthier et al. 1986; Mora 1987, 1988; Neves
& Singh 1996), the benefits of wide apertures or long offsets to
reconstruct long and intermediate wavelengths of a medium, and
hence, to improve FWI resolution, have been recognized. In the
framework of frequency-domain FWI, Pratt & Worthington (1990);
Pratt et al. (1996); Pratt (1999); Sirgue & Pratt (2004) also show
how the redundant wavenumber coverage provided by wide-aperture
surveys can be taken advantage of in the design of efficient FWI
algorithms, as applied to decimated data sets that correspond to a
few discrete frequencies. On the other hand, wide apertures and
long offsets increase the non-linearity of the inversion, because the
wave fronts integrate the medium complexity over many propa-
gated wavelengths, and then make the local optimization subject to
cycle-skipping artefacts (Sirgue 2006; Pratt 2008). Cycle skipping
artefacts will arise when the relative traveltime error, namely, the ra-
tio between the traveltime error and the duration of the simulation,
exceeds half of the inverse of the number of propagated wave-
lengths (Pratt 2008; Virieux & Operto 2009). The most efficient
approach to mitigate these non-linearities consists of the recording
and inverting of sufficiently low frequencies. For typical hydrocar-
bon exploration surveys with a few kilometres penetration depth,
maximum recording distances 10–20 km and maximum recording
times 10–20 s, these frequencies can be as low as 1.5–2 Hz, and
correspond to few propagated wavelengths (Plessix 2009; Plessix
et al. 2010; Plessix & Perkins 2010). These quite low frequencies
can allow the FWI to be started from a crude laterally-homogeneous
initial model (Plessix et al. 2010). Alternatively, several multiscale
strategies have been proposed to mitigate the non-linearity of the
FWI. The most usual one consists of hierarchical inversions of sub-
datasets of increasing high-frequency content (Bunks et al. 1995).
In the frequency-domain, these sub-datasets generally correspond
to a few discrete frequencies, which are inverted sequentially from
the lower frequencies to the higher frequencies (e.g. Ravaut et al.
2004; Sirgue & Pratt 2004; Operto et al. 2006; Jaiswal et al. 2009).
A second level of multiscaling can be implemented by hierarchi-
cal inversions of decreasing aperture angles through time damping
(Brenders & Pratt 2007; Brossier et al. 2009a; Shin & Ha 2009) or
double beam-forming (Brossier & Roux 2011), or by using offset
windows in the framework of layer-stripping approaches (Shipp &
Singh 2002; Wang & Rao 2009).

Most of the recent applications of FWI to real wide-aperture data
have been performed in isotropic acoustic approximations, where
only the reconstruction of the P-wave velocity is sought (e.g. Ravaut
et al. 2004; Operto et al. 2006; Bleibinhaus et al. 2007; Jaiswal et al.
2009). In this framework, it is possible to question the real meaning
of the reconstructed velocity, and therefore, of the validity of the
isotropic approximation for the inversion of wide-aperture data,
which potentially contain a significant footprint of anisotropy. An
analysis of this footprint is presented by Pratt & Sams (1996), who
apply isotropic and anisotropic first-arrival traveltime tomography
(FATT) to cross-hole data recorded in a fractured, highly-layered
medium. They show the need to incorporate anisotropic effects into
the tomography, to reconcile cross-hole seismic velocities with well
information. A FWI case study is also presented by Pratt et al.
(2001), who show that isotropic and anisotropic FWI of cross-
hole data allow them to match the data equally well. However,
the anisotropic velocity model is significantly smoother than its

isotropic counterpart, which suggests some layer-induced extrinsic
anisotropy in the isotropic reconstruction. More recent case studies
of mono-parameter anisotropic FWI are briefly presented by Plessix
& Perkins (2010) and Vigh et al. (2010).

In this study, we have addressed the validity of the isotropic ap-
proximation in the framework of FWI of surface wide-aperture data
through a case study of real data from the Valhall field in the North
Sea. This case study clearly highlights the footprint of vertical-
transverse isotropic (VTI) anisotropy on the velocity reconstruction
performed by isotropic FWI of the wide-aperture data.

The Valhall oilfield in the North Sea is characterized by the pres-
ence of gas, which hampers the imaging of the reflectors at the
oil-reservoir level, and by a significant VTI anisotropy (Kommedal
et al. 2004). 3-D acoustic isotropic FWI has been applied to ocean-
bottom cable (OBC) data by Sirgue et al. (2009, 2010). The resulting
velocity model shows a series of complex channels at a depth of
150 m, and it reaches a resolution that allows it to distinguish de-
tails like fractures filled with gas at a depth of 1000 m (Fig. 1b).
Using the FWI velocity model as the background model improves
the migrated images of the reservoir at around a depth of 2500
m, and the overburden. Although the 3-D FWI shows impressive
results, Sirgue et al. (2010) question the meaning of the isotropic
velocities, as anisotropy is well acknowledged in the Valhall zone.
The isotropic approximation should be acceptable if the medium is
quasi-elliptic [low values of the η parameter (Thomsen 1986)] and if
the lateral velocity contrasts are smooth enough. If these conditions
are satisfied, the main effects of the anisotropy in the isotropic FWI
models should be a vertical stretching of the velocity structure. The
meaning of the isotropic velocity reconstructed from anisotropic
wide-aperture data needs, however, to be clarified. These isotropic
velocities can be steered towards horizontal, normal-moveout or
vertical velocities depending on the local angular coverage pro-
vided by the acquisition geometry. This is the question we want to
address in this present study by comparing the FWI velocity mod-
els inferred by 2-D anisotropic and isotropic FWI of wide-aperture
data. For this, we design a complete FWI workflow with a posteriori
model appraisal based upon reverse time migration (RTM), seismic
modelling and source-wavelet estimation.

In the next section, we briefly review the main features of the FWI
that we use. Then, we present the application of this imaging tech-
nique to the Valhall data set. Here, we first provide an interpretation
of the main arrivals recorded in the OBC receiver gathers. Secondly,
we discuss the accuracy of the possible initial velocity models for
isotropic FWI of wide-aperture data; namely, the normal moveout
(NMO) and horizontal velocity models. Then, we present the results
of the anisotropic and isotropic FWI, where in the latter case, differ-
ent initial models and data pre-conditioning are tested. Some bias in
the isotropic FWI models is discussed based on the comparison of
the FWI results with a vertical-seismic-profiling (VSP) log that is
available for the profile, and the results of anisotropic and isotropic
RTM. Before concluding, we discuss the ill-posedness of FWI, in
terms of the non-unicity of the solution by comparing the data fit
and the source wavelets obtained by anisotropic and isotropic FWI.

M E T H O D S

In this study, isotropic and anisotropic acoustic FWI is performed
in the frequency domain using the elastic FWI method described by
Brossier (2011). The modelling engine was extended to VTI media
by Brossier et al. (2010a). The VTI acoustic approximation is con-
sidered by setting the shear-wave velocity on the symmetry axis to
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Effects of anisotropy on full waveform inversion 1497

Figure 1. The Valhall experiment. (a) Layout of the Valhall survey. Points and lines denote the positions of shots and the 4C-OBC, respectively. Cable 21 is
the 2-D line considered in this study. (b) Horizontal slice at a depth of 1000 m across the gas cloud extracted from the 3D-FWI model of Sirgue et al. (2010)
(from Sirgue et al. (2009)). The black line matches the position of cable 21. The black circle gives the position of the well log. (c) Vertical-velocity well log
extracted at position x = 9500 m (courtesy of BP).

zero and the pressure wavefield is approximated by the average of
the normal stresses (Brossier et al. 2010a). The seismic modelling
is performed in the frequency domain with a velocity-stress dis-
continuous Galerkin (DG) method on unstructured triangular mesh,
which allows for accurate positioning of the sources and receivers,
and accurate parameterization of the bathymetry in the framework
of the shallow-water environment of Valhall (Brossier et al. 2008;
Brossier 2011). In the frequency domain, seismic modelling can be
recast in matrix form as

Au = s, (1)

where A is the sparse impedance matrix, which is also known as the
forward problem operator. This depends on the frequency, the mesh
geometry, the DG interpolation order of each cell and the physical
properties. The monochromatic wavefield vector is denoted by u
and contains the pressure and particle velocity components at each
degree of freedom of the mesh. The source vector is denoted by
s. We solve eq. (1) with the Multifrontal Massively Parallel Sparse
(MUMPS) direct solver (MUMPS-team 2009).

The inverse problem is recast as a local optimization where a
norm of the data residual vector �d = dobs − dcal(m) in the vicinity
of an initial model should be minimized iteratively. The vectors dobs

and dcal(m) denote the observed and modelled data, respectively,

where dcal(m) = S u(m), and the restriction operator S extracts the
values of the modelled wavefield u at the receiver positions.

In this study, the misfit function is defined by the weighted least-
absolute-value (L1) norm of the data residual vector. We choose the
L1 norm in the data space because it has been shown to be less
sensitive to noise in the framework of efficient frequency-domain
FWI (Brossier et al. 2010b), leading us to the following definition
of the misfit function,

C =
∑

i=1,N

|sdi �di |, (2)

where |x| = (xx∗)1/2 and N is the dimension of the data residual
vector. In eq. (2), the coefficients sdi of a diagonal weighting operator
Wd controls the relative weight of each element of the data residual
vector. The updated model at iteration (n + 1) is related to the initial
model [i.e., the final model of iteration (n)] and to the perturbation
model δm(n) by

m(n+1) = m(n) + α(n)δm(n), (3)

where α(n) denotes the step length estimated by line search. Min-
imization of the misfit function, eq. (2), leads to the following
expression of the perturbation model δm

δm(n) = −B(n)−1∇C (n), (4)
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1498 V. Prieux et al.

where the operator B(n) denotes the Hessian matrix (e.g. Tarantola
2005). In this study, we shall use only the diagonal terms of the
so-called approximate Hessian matrix (i.e. the linear part of the
full Hessian) damped by a pre-whitening factor (Ravaut et al. 2004,
their eq. 15), as a pre-conditioner of the Polak & Ribière (1969) pre-
conditioned conjugate-gradient method, where the diagonal terms
of the approximate Hessian are aimed at correcting for geometrical
spreading of the data residuals and the partial derivative wavefields.
Moreover, the descent direction is steered towards smooth models
by filtering out the high-wavenumber components of the gradient
by 2-D Gaussian smoothing (e.g. Sirgue & Pratt 2004; Ravaut et al.
2004; Guitton et al. 2010). The gradient ∇C of the misfit function
C is computed using the adjoint-state method (Plessix 2006), which
gives the following expression for the gradient,

∇Cmi = −�
{

ut ∂AT

∂mi
λ
}
, (5)

where the real part of a complex number is denoted by �, the
conjugate of a complex number by the sign −, and the so-called
adjoint wavefield by λ. In eq. (5), the gradient is given for one
frequency and one source. The gradient that corresponds to multiple
sources and frequencies is computed as the sum of the elementary
gradients associated with each source–frequency couple. For the
L1 norm, the adjoint wavefield is computed by back-propagating
the weighted data residuals that are normalized by their modulus
(Brossier et al. 2010b),

Aλ = S t r, (6)

where r i = sdi �di/|�di |. The operator ∂A/∂mi, eq. (5), describes
the radiation pattern of the virtual secondary source of the partial
derivative wavefield with respect to the model parameter mi (Pratt
et al. 1998).

To increase the quadratic-well-posedness of the inverse problem
(Chavent 2009, p. 162), the FWI algorithm is designed into a multi-
scale reconstruction of the targeted medium (Brossier et al. 2009a;
Brossier 2011). The first level of multiscaling is controlled by the
outer loop over the frequency groups, where a frequency group
defines a subset of simultaneously-inverted frequencies. The multi-
scale algorithm proceeds over frequency groups of higher-frequency
content, with possible overlap between frequency groups. A second
level of multiscaling is implemented within a second loop over ex-
ponential time-damping applied from the first-arrival times t0. The
time-damping is implemented in the frequency domain by means
of complex-valued frequencies, where the imaginary part of the
frequency controls the amount of damping (Brenders & Pratt 2007;
Brossier et al. 2009a; Shin & Ha 2009). A damped wavefield u can
be written in the frequency domain as

u

(
ω + i

τ

)
e

t0
τ =

∫ +∞

−∞
u(t)e− (t−t0)

τ eiωt dt, (7)

where τ is the time-damping factor (s). The time-damping
pre-conditioning injects in progressively more data during one
frequency-group inversion: specifically shorter-aperture seismic ar-
rivals are progressively involved as the time-damping factor τ

increases. During the early stages of the frequency-group inver-
sion, the early-arriving phases are mainly used to favour the long-
wavelength reconstructions in the framework of the multiscale
imaging (Sheng et al. 2006). Frequency-domain FWI algorithms
based upon the two loops over the real part and the imaginary parts
of the frequency domain were also referred to as Fourier–Laplace
inversion by Shin & Ha (2009).

In real-data application, the source-wavelet signature s(ω) is gen-
erally unknown, and so it must be estimated for each frequency. As
the source is linearly related to the wavefield (see eq. 1), the source-
wavelet signature can be estimated by solving a least-squares linear
inverse problem, assuming that the medium is known. Following
Pratt (1999), we reconstructed the source function s in the frequency
domain through the expression

s(ω) = gcal(ω)Td∗
obs(ω)

gcal(ω)Tg∗
cal(ω)

, (8)

where gcal denotes the Green functions at the receiver positions
through the relationship dcal(ω) = s(ω)gcal(ω). In the framework
of the adjoint-state method, for consistency with the model update
performed with an L1 norm minimization, the source signature can
also be estimated alternatively with an L1 norm minimization (R.-
E. Plessix, personal communication, 2010). Such optimization has
been implemented with a non-linear optimization scheme based
on the very fast simulated annealing (VFSA). Our experience with
source-wavelet estimation shows that for both synthetic and real
data sets, non-linear L1 and linear L2 optimizations give similar
results. The source signatures are updated for each source gather at
each iteration once the incident Green functions gcal are computed,
and they are subsequently used for the gradient computation and
model update.

A P P L I C AT I O N T O VA L H A L L

Geological context and acquisition geometry

Geological context

The Valhall oilfield in the North Sea has been producing oil since
1982. This is a shallow-water environment (water depth 70 m) that is
located in the central zone of an old Triassic graben, which entered
into compression during the late Cretaceous (Munns 1985). The
subsequent inversion of stress orientations led to the formation of an
anticlinal that now lies at a depth of 2.5 km, creating a high-velocity
contrast respect to overlying layers. An extension regime occurred
in the tertiary age, allowing for a thick deposit of sediments with
gas trapped in some layers. In rising from the underlying Jurassic
layers, oil was trapped underneath the cap rock of the anti-clinal.
The oil migration reaches a peak nowadays, by means of numerous
fractures that were induced by the different tectonic phases. Of
note, these fluid are the cause of the high porosity preservation of
the Valhall reservoir: a distinctive feature even though this field is
affected by subsidence, which is likely to be due to production.

Ocean-bottom-cable (OBC) acquisition geometry
and initial models

The layout of the 3-D wide-aperture/azimuth acquisition designed
by the company BP is shown in Fig. 1(a), where the black points
and the lines represent the locations on the sea floor of the shots
at 5 m depth and of the permanent OBC-four-component arrays
at around 70 m depth, respectively. One cable contains 220 4-C
receivers. In this study, 2-D acoustic FWI is applied to the OBC line
indicated as cable 21 in Fig. 1(a). This line corresponds to 320 shots
recorded by 220 4-C receivers for a maximum offset of 13 km. This
cable is located outside the gas cloud, as shown on the horizontal
cross-section that was extracted at a depth of 1000 m from the 3-D
FWI model of Sirgue et al. (2010) (Fig. 1b). A VSP log for vertical
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Figure 2. Two-dimensional sections along position of cable 21 through anisotropic 3-D models of the Valhall field. (a) Vertical velocity (V 0), (b) Thomsen
parameter ε, (c) Thomsen parameter δ, (d) anellipticity parameter η, (e) density ρ, (f) NMO velocity (VNMO), (g) horizontal velocity (V h) and (h) horizontal
velocity updated by the first-arrival traveltime tomography (FATT model). The V 0, δ and ε models were built by reflection tomography (courtesy of BP). The
density model was inferred from the V NMO model using the Gardner law.

velocity is available on line 21 and it will be used to locally assess
the FWI results (Fig. 1c). A low-velocity zone that results from the
presence of gas layers is clearly seen on the VSP log, between 1.5
and 2.5 km in depth.

A 3-D model for the vertical velocity V 0 and the Thomsen param-
eters δ and ε (Thomsen 1986) has been developed by anisotropic
reflection traveltime tomography in VTI media, and is provided
by BP (Figs 2a–c). The vertical velocity model shows the low-
velocity zone associated with the gas layers between 1.5 and 2.5 km
in depth, above the reservoir level (Fig. 2a). The corresponding
normal moveout (NMO) and horizontal velocity models are shown
in Figs 2(f–g). In this study, by NMO velocity is meant the wave
speed given by VNMO = V0

√
1 + 2δ (Tsvankin 1995), whereas the

horizontal velocity is given by Vh = V0

√
1 + 2ε = VNMO

√
1 + 2η,

respectively, where the anellipticity coefficient η is given by η =
(ε − δ)/(1 + 2δ) (Alkhalifah & Tsvankin 1995). The NMO velocities
should allow the short-spread reflection traveltimes in VTI media
to be matched (Tsvankin 2001), whereas the horizontal velocities
should allow the refraction and long-spread reflection traveltimes to
be matched. Both velocity models can be viewed as initial models of
isotropic FWI of wide-aperture seismic data, as both short-aperture
reflections and diving waves are recorded by long-offset acquisi-
tion and are involved in this FWI processing. The 3-D FWI model
developed by Sirgue et al. (2010) is obtained using the NMO veloc-
ity model as the initial model (L. Sirgue, personal communication,
2010). The percentage of the anisotropy in Valhall is shown by η ≈
(V h − V NMO)/(V NMO), and it reaches a maximum value of 16 per
cent (Fig. 2d).

Anatomy of the data and starting-model appraisal

A receiver gather for line 21 is shown in Fig. 3(a). The main phases
that can be interpreted are as follows: (1) The first arrivals (Fig. 3a,
D1, D2). The traveltime curve in the offset-time domain shows two
distinct slopes with a crossover distance of around 4000 m, which
suggests the presence of an interface in the upper structure, with
the reflection from this interface shown in Fig. 3(a) (Rs). (2) The
reflection from the top of the gas layers (Fig. 3a, Rg), which can
be followed at long offsets where the traveltime curve becomes
tangential to the D2 phase. (3) The reflection from the top of the
reservoir at the base of the gas layers (Fig. 3a, Rr). The reflections
from the top of the reservoir are disrupted at critical and super-
critical distances by shingling dispersive guided waves propagated
in the near surface (Fig. 3a, SW) (Robertson et al. 1996). These
high-amplitude waves can have a harmful impact on the acoustic
inversion procedure, in particular, if the sea bottom is not accurately
modelled, and because they contained PS converted waves that are
not accounted for by the acoustic modelling.

To validate our former interpretation and assess the kinematic
accuracy of the NMO and horizontal velocity models, we compute
the first-arrival traveltimes and reflection traveltimes from the top
and the bottom of the gas layers using the isotropic eikonal solver
of Podvin & Lecomte (1991) (Figs 3b and c). We roughly manually
pick the top and the bottom of the gas layers to compute the reflection
traveltimes. For a maximum offset of 11 km, the rays associated with
the first-arrival traveltimes turn at a maximum depth of 1.5 km,
and, therefore, they do not sample the structure at the reservoir
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1500 V. Prieux et al.

Figure 3. OBC data set. (a) Example of pre-processed recorded receiver gather, at position x = 14 100 m. The vertical axis is plotted with a reduction velocity
of 2.5 km s−1. Phase nomenclature: D1, D2, diving waves; Rs, shallow reflection; Rgss/Rgls, short-spread and long-spread reflections from the top of the gas;
Rrss/Rrls, short-spread and long-spread reflections from the top of the reservoir; SW, shingling waves. (b) Top panel: ray tracing in the NMO velocity model
for the first arrival (white rays), and the reflections from the top of the gas (red) and the reservoir (blue). Top of the gas and the reservoirs are delineated by red
and blue solid lines, respectively. Bottom panel: receiver gather shown in (a) with superimposed traveltime curves computed in the NMO model for these three
phases. (c) As (b) for the V h model. (d) As (c) for the FATT model. See text for details.

level below the gas layers. This implies that the first 1.5-km of the
structure are constrained by both diving waves and reflected waves,
whereas the deeper structure is mostly constrained by short-spread
reflected waves. Superimposition of the computed traveltime curves
on the receiver gather shows that the NMO velocities do not allow
the traveltimes at long offsets of diving waves and the long-spread
reflection Rg to be matched (Fig. 3b). The mismatch between the
observed and computed first-arrival traveltimes reaches around 0.3 s
at 11 km of offset. Cycle skipping artefacts will occur when this
traveltime error exceeds half the period of the signal, that is for
a frequency as low as roughly 1.7 Hz. In the following, we use
an initial frequency of 3.5 Hz for inversion, which allows for a
maximum traveltime error of 0.14 s, which is reached for an offset
of the order of 6 km. We conclude that FWI might be affected by
cycle skipping artefacts that result from the inversion of the diving
waves and long-spread reflection recorded at offsets greater than 6
km, when the NMO velocity model is used as an initial model. In
contrast, the NMO velocity model is expected to make the short-
spread reflection traveltimes of the phases Rg and Rr to be matched,
that is supported by Fig. 3(b). Unlike the Rg phase, the NMO

velocity model reasonably predicts the slope of the long-spread
reflection traveltimes of the Rr phase. Indeed, the reflection-angle
illumination of the reflectors decreases with depth, which should
make the reflection traveltime curve associated with the top of the
reservoir less sensitive to anisotropy (i.e. the difference between
vertical and horizontal velocities) within the recorded offset range.
The horizontal velocity model allows for a much better agreement
of the first-arrival traveltimes (Fig. 3c). The reflection traveltimes of
the phase Rr computed in this model are lower than the traveltimes
computed in the NMO model. The mismatch between the NMO
and horizontal velocity reflection traveltimes at zero offset is of
the order of 0.075 and 0.1 s for the Rg and Rr phases, respectively.
Assuming that the NMO traveltimes accurately predict the observed
reflection traveltimes, it is worth mentioning that these traveltime
mismatches remain below the cycle-skipping limit of 0.14 s because
short-offset reflection data involve fewer propagated wavelengths
than long-spread reflections and diving waves. We might conclude
from this analysis that the horizontal velocity model should provide
a more suitable initial model than the NMO velocity model for
isotropic FWI because the traveltime errors remains always below
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Effects of anisotropy on full waveform inversion 1501

Figure 4. Seismic modelling. Close-up of the hybrid P1-P0 triangular mesh on which seismic modelling was performed using the DG method.

the cycle-skipping limit whatever the offsets. However, the NMO
velocity model is expected to provide the most accurate match of
the short-aperture reflection traveltimes.

The horizontal-velocity model does not accurately match the
first-arrival traveltimes at intermediate offsets (with a maximum
error of the order of 0.1 s at 5.5-km offset). This highlights that
seismic reflection data are not suitable for accurate reconstruction
of horizontal velocities. This prompted us to update the horizontal-
velocity model by FATT to improve the match of the first-arrival
traveltimes before FWI (Figs 2h and 3d). This updated velocity
model will be referred to as the FATT model in what follows.

In continuing this study, we use the NMO model and the FATT
models as initial models for isotropic FWI, and we compare the
isotropic FWI models with the results of anisotropic FWI for vertical
velocity.

FWI pre-processing and experimental setup

FWI pre-processing

Among the available 4-C receiver data, only the hydrophone com-
ponent is considered as we are dealing with acoustic FWI. Acoustic
inversion was applied to the hydrophone component of the fully elas-
tic data computed in the synthetic elastic Valhall model (Brossier
et al. 2009b): a successful image of the V P structure has been ob-
tained because converted P-SV waves have a minor footprint on the
hydrophone component. Therefore, Valhall should provide a suit-
able framework for the successful application of acoustic FWI to
elastic data (see Barnes & Charara (2009), for a more general dis-
cussion on the validity of the acoustic approximation in the marine
environment). As the receivers are around 2/3-fold less numerous
than the shots, the data are sorted in receiver gathers by virtue of the
source–receiver reciprocity holding between an explosion source
and a pressure component of the data, to reduce the computational
cost.

The FWI data pre-processing first consists of minimum-phase
whitening followed by Butterworth filtering of a [4–20] Hz band-
width. The whitening is designed to preserve the geometrical
spreading of the data, by normalizing the spectral amplitudes of
the deconvolution operator associated with each trace according to
its maximum amplitude. The bandwidth of the Butterworth filter is
chosen heuristically to provide the best trade-off between the signal-
to-noise ratio and the flattening of the amplitude spectrum. We then
apply FK filtering to remove as much S-wave energy as possible,
and spectral matrix filtering (Mari et al. 1999, page 386) to enhance
the lateral coherency of events (Ravaut et al. 2004). We also applied
a mute to remove noise before the first-arrival time, and after a time
of 4 s following the first-arrival excluding late arrivals. Finally, the
data are multiplied by the function

√
t to roughly transform the 3-D

geometrical spreading of real amplitude data into a 2-D amplitude
behaviour. An example of a fully pre-processed receiver gather is
shown in Fig. 3(a).

Experimental set-up: seismic modelling

The 18 000 × 5000 m velocity, density and attenuation models are
discretized on unstructured triangular meshes for seismic modelling
with the DG method, where the medium properties are piecewise
constant per element (Brossier et al. 2008; Brossier 2011). Accurate
positioning of the seismic devices is allowed by the use of a fine
mesh in the first 160 m of the medium, where the linear interpolation
order (P1) is used to describe the acoustic wavefield (Fig. 4). Be-
low, a regular triangular mesh is used with piecewise-constant (P0)
representation of the wavefield in each cell to reduce the cost of the
modelling in terms of memory and computation. A discretization
rule of 10 elements per wavelength is used in the regular mesh,
which leads to 20-m-long triangle edges. The hybrid P1–P0 mesh
contains around 585 × 103 cells. The mesh includes 500-m-thick
perfectly matched layers on the right, left and bottom sides of the
model for the absorbing boundary conditions (Berenger 1994). A
free-surface boundary condition is implemented on top of the mod-
els, which implies that free-surface multiples are involved during
the FWI. Although the real depth of the receivers varies between 67
and 73 m, we choose for convenience the design of a flat bathymetry
at a depth of 70 m within the mesh: all receivers are put at a depth
of 71 m, just below the sea bottom. This approximation has a minor
impact on the modelling accuracy given the shortest propagated
wavelength of 215 m.

Experimental set-up: inversion

Only the P-wave velocity is reconstructed during the inversion pro-
cedure we perform. An attenuation model is set as homogeneous
below the sea bottom to the realistic value of the attenuation factor
Qp = 150. This value of attenuation is chosen by trial-and-error,
such that the root-mean-squares amplitudes of the early-arriving
phases computed in the initial model roughly matches those of the
recorded data, following the approach of Pratt (1999, his Fig. 6).
The density model is inferred from the starting FWI velocity mod-
els using the Gardner law (Gardner et al. 1974) and is kept constant
over iterations of the inversion (Fig. 2e).

We sequentially invert five increasing frequency groups between
3.5 and 6.7 Hz ([3.5, 3.78, 4], [4, 4.3, 4.76], [4.76, 5, 5.25],[ 5.25,
5.6, 6] and [6, 6.35, 6.7] Hz). We have verified that a sufficiently
high signal-to-noise ratio is inside the traces at the lowest frequency
of 3.5 Hz, as already used in the 3-D FWI application of Sirgue et al.
(2010). The spectral amplitude of the 3.5-Hz frequency represents
45 per cent of that of the dominant 7-Hz frequency after whitening
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1502 V. Prieux et al.

and Butterworth filtering. The maximum frequency of 6.7 Hz is
similar to that used in Sirgue et al. (2010). We do not investigate
yet whether the FWI can be pushed towards higher frequencies
for this case study. We design our frequency groups with three
frequencies per group, with one-frequency overlapping between the
groups.

When used, the time-damping factors τ are chosen as 1, 3 and 5
s, and were applied from the first-arrival traveltime t0. Fig. 5 shows
a receiver gather where we applied various time-damping factors.
When the most aggressive damping factor (τ = 1 s) is applied
during the early iterations of one frequency-group inversion, the
inversion favours the early-arriving phases that are associated with
the wide-aperture components of the data, whereas the use of higher
values of τ progressively introduces later-arriving phases that are
associated with shorter-aperture components.

We allow a maximum of 25 iterations within the nested loops
over frequency groups and time damping (Brossier et al. 2009a).
We note that 25 iterations are enough, because the pre-conditioned
conjugate-gradient algorithm often stopped before reaching this
step as we stop the iterations as soon as the maximum velocity
perturbation is lower that 10−3 per cent of the velocity of the starting
model at the position of the maximum velocity perturbation.

As the data are sorted by receiver gather for FWI, we estimate a
source wavelet per receiver gather at each non-linear FWI iteration.
The underlying assumption is that the shots are perfectly repetitive.

Gaussian smoothing is applied to the model velocity perturba-
tions using horizontal and vertical correlation lengths of 0.3 × λ

and 0.1 × λ, respectively, where λ is the local wavelength. Of note,
the horizontal correlation length is set three-times longer than the
vertical one, as the medium is fairly tabular. The model is kept
constant down to a depth of 77 m to keep the velocity in the water
layer constant (above 70 m depth), and to avoid instabilities in the
vicinity of the sources and receivers located at 71 and 5-m depth, re-

Table 1. FWI setup used for the five applications in this study; m0, initial
FWI model; τ (s), time damping; A/I, anisotropic versus isotropic FWI. The
same frequency groups are used for each of these tests (see text).

Anisotropic/ Initial FWI
FWI test isotropic FWI model m0 τ (s)

V 0 + FWI Anisotropic (V 0, δ, ε) –
NMO+FWI Isotropic NMO –
FATT+FWI 1 Isotropic FATT –
FATT+FWI 2 Isotropic FATT 1, 3, 5 s
FATT+FWI 3 Isotropic FATT 1 s

spectively. No data weighting is applied during FWI, and, therefore,
Wd = I, where I is the identity matrix.

As reported by Pratt & Shipp (1999), the potential improvement
in resolution provided by FWI compared to FATT, can be estimated
as being of the order of

√
Nλ, where Nλ is the number of wave-

lengths propagating between the source and the receiver. Although
we also consider starting models originally built by reflection travel-
time tomography, which shows higher resolution than models built
by FATT only, it might be interesting to quantify this resolution
improvement. The velocities in the Valhall model range between
1500 and 3500 m s−1, and FWI is performed in the 3.5–7 Hz fre-
quency band. For a maximum offset of 13 km, it follows that FWI
should lead to an increase in resolution by a factor between 4 and 8
compared to the resolution of FATT.

FWI results

We perform five applications of FWI, for which we use differ-
ent approximation [isotropic versus anisotropic], starting models
((V 0,δ,ε), NMO, FATT models), and data pre-conditioning (with-
out and with time dampings). The main features of the five inversion
applications are outlined in Table 1.

Figure 5. Data pre-conditioning according to time damping—recorded receiver gathers plotted without time damping (a), and with time damping using τ = 1
s (b), 3 s (c) and 5 s (d). The dashed lines show the first-arrival picks and the reflection picks from the top and the bottom of the gas layers.
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Effects of anisotropy on full waveform inversion 1503

Figure 6. FWI models. (a) V 0 model built by 2-D anisotropic FWI. SR, shallow reflector at 0.6 km in depth described in the text. DR: deep reflector below the
reservoir level described in the text. (b-e) FWI models built by 2-D isotropic FWI using V NMO as the initial model (b), and using V FATT as the initial model
without (c) and with three time dampings (d) and one time damping (e) as data pre-conditioning. (f) Dip section of the 3-D FWI model of Sirgue et al. (2010)
(courtesy of BP).

Anisotropic FWI for vertical velocity

We first perform anisotropic FWI, the results of which will be used
in the following sections of this study as a reference to assess the
footprint of the anisotropy on the isotropic FWI. For inversion, the
VTI medium is parameterized by the vertical velocity V 0 and the
Thomsen parameters δ and ε. Only the vertical velocity V 0 is in-
volved in the inversion, whereas the δ and ε parameters are kept
fixed during the inversion. The (V 0, δ, ε) FWI parameterization is
justified because the vertical velocity has a dominant weight in the
optimization process with respect to the Thomsen parameters. This
allows for mono-parameter inversion as long as the background δ

and ε models describe the large wavelengths of the medium ac-
curately (Gholami et al. 2011a). This latter assumption is strongly
supported because the NMO and the horizontal velocity models
inferred from the initial V 0, δ, ε models (Fig. 2) allow the accu-
rate matching of the short-aperture reflection and the first-arrival
traveltimes, respectively (Figs 3b and c). Another benefit of (V 0,
δ, ε) parameterization is that the diffraction pattern of the verti-
cal velocity is isotropic for this parameterization, and therefore, it
should provide a broadband reconstruction of the vertical velocity
(Gholami et al. 2011b). Note that, when the vertical velocities are
updated by mono-parameter anisotropic FWI, the horizontal veloc-
ities are updated according to the coupling between the vertical
and horizontal velocities through the expression: Vh = V0

√
1 + 2ε.

Other parameterizations can be viewed that involve the elastic mod-
uli (Lee et al. 2010) or the NMO velocity and η (Plessix & Cao
2011). However, a detailed discussion on the most suitable param-

eterization for acoustic VTI FWI is beyond the scope of this study,
and this has already been discussed in Plessix & Cao (2011) and
Gholami et al. (2011a,b).

The initial V 0 model for FWI is shown in Fig. 2(a). The back-
ground models for ε, δ and ρ are shown in Figs 2(b,c,e). The FWI is
applied consecutively to five frequency groups without considering
time damping (Test V 0 + FWI in Table 1). The final FWI model for
V 0, referred to as the V 0 + FWI model in the following, is shown
in Fig. 6(a). A reflector at 600 m in depth is well imaged (Fig. 6a,
SR), and might be related to the reflection phase Rs in the data
(Fig. 3a). This reflector is consistently reconstructed for all of the
tests presented later, and therefore, it should correspond to a real
feature, which will not be discussed any more in the following.

The negative velocity contrasts at the top of the gas layers at
1.5 km in depth is well delineated, and some deep reflectors below
the reservoir level between 2.5 and 4 km in depth can be inter-
preted (Fig. 6a, DR) (see also Sirgue et al. 2010, their Fig. 3b).
These deep reflectors are imaged with a limited wavenumber band-
width as suggested by their vertically-oscillating nature because of
the lack of low frequencies and the lack of wide aperture cover-
age at these depths, which prevent the reconstruction of the small
wavenumbers in the deep part of the medium. At these depths, FWI
performs mostly as a least-squares migration of narrow bandwidth
data. Comparisons between the log of the FWI model at 9.5 km
in depth and the VSP log show reasonable agreement between the
two velocity profiles, in particular in the upper part down to 0.8
km in depth (Fig. 7a). The log of the FWI model remains centred
on the log of the initial model, which already matches the main
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1504 V. Prieux et al.

Figure 7. Log of the initial (dash grey line) and final (solid grey line) FWI models extracted at the position of the well log. The low-pass filtered well-log
vertical velocities are plotted with solid black lines. (a) Anisotropic FWI. (b,c,e,f) Isotropic FWI using V NMO as the initial model (b), and using V FATT as the
initial model for inversion tests 3 (c),4 (e),5(f) (Table 1). (d) The 3-D FWI model of Sirgue et al. (2010) (courtesy of BP). In (c) and (d), the deepening of the
top of the reservoir, related to the stretching in depth of the velocity model, is highlighted by the black ellipses (see text for details).

trend of the VSP log quite well. Therefore, it is quite challenging
to discriminate between the true features of the FWI log from the
artificial ones. Rather than assessing the match of the V 0 FWI log
with the VSP log in an absolute sense, we shall rather use the com-
parison between the V 0 + FWI log and the VSP log as a reference to
highlight the differences with the isotropic FWI results presented in
the following. Of note, the VSP log is low-pass filtered in the time
domain after depth-to-time conversion with a cut-off frequency of
14 Hz, inferred from the theoretical vertical resolution (i.e. half a
wavelength) of the FWI at the 7-Hz frequency.

Isotropic FWI using the initial NMO velocity model

We use the NMO model (Fig. 2f) as the initial model for isotropic
FWI, and we invert the full data set without considering time damp-
ing, as for the anisotropic FWI (Test NMO + FWI in Table 1).

The resulting FWI model, referred to as the NMO + FWI model,
is shown in Fig. 6(b). The reconstructed velocities in the upper
structure are clearly higher than those of the V 0 + FWI model,
and are close to horizontal velocities between 0.6 and 1.4 km in
depth (Fig. 7b). The reconstruction in the gas appears more un-
stable than in the anisotropic case, with reconstructed velocities
smaller than the vertical velocities at around 2.4 km in depth. The
FWI successfully images deep reflectors below the reservoir level at
3–4 km in depths with higher amplitudes than for the anisotropic
FWI (Compare Figs 6a and b).

Isotropic FWI using the initial FATT velocity model

We consider now the same data pre-conditioning without time
damping as for the two former tests but here we use the FATT model
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Effects of anisotropy on full waveform inversion 1505

as the initial model for the isotropic FWI (Test FATT + FWI 1 in
Table 1). The resulting FWI model, which is referred to as the FATT
+ FWI model 1, is shown in Fig. 6(c). Compared to the NMO +
FWI model, the FATT + FWI model 1 has slightly higher velocities
between 0.6 and 1.6 km in depth, that highlights the footprint on the
initial model (Fig. 7c). These velocities remained centered around
the horizontal velocities of the initial model at these depths. The
velocities within the gas layers between 2 and 2.5 km in depth are
close to the vertical velocities along the well, and are higher than
those of the NMO + FWI model. We note also a high-velocity per-
turbation at 3 km in depth, where the velocity reaches a maximum
value of 3.3 km s−1 (Fig. 7b). This velocity perturbation is absent in
the NMO + FWI model, where the maximum velocity is reached at
a depth of 2.7 km (Fig. 7b). This deep velocity perturbation might
indicate a vertical stretching of the deep structure to balance the
high horizontal velocities reconstructed in the upper structure, and
the velocities in the gas layers higher than those of the NMO model.

During a second test with the FATT model, we use three time
dampings in cascade during the inversion of each frequency group
(τ = 1, 3, 5 s) (Test FATT + FWI 2 in Table 1). Note that the
wide-aperture components associated with strong time dampings
are injected first during one frequency group. On one hand, this
is consistent as these aperture components are those that are ac-
curately predicted by the starting FATT model. On the other hand,
this hierarchical strategy is consistent with the multiscale approach,
where the long wavelengths constrained by the wide apertures must
be first reconstructed. The final FWI model, referred to as FATT +
FWI model 2, is shown in Fig. 6(d). As for the FATT + FWI model
1, the horizontal velocities are mainly reconstructed down to 1.5
km in depth, where the top of the gas layers is well delineated by a
sharp negative velocity contrast (Fig. 7e). Overall, the velocities in
the gas are lower than the vertical velocities along the well below
1.8 km in depth. The maximum velocity at the reservoir level is
reached at 2.7 km in depth as for the NMO model.

During the third test performed with the FATT model, we consider
only a time-damping factor of 1 s (Test FATT + FWI 3 in Table 1). A
time-damping factor of 1 s favours the aperture components of the
data which are well predicted by the FATT model from a kinematic
viewpoint, and it heavily damps the contribution of the deep short-
aperture reflections in the data. The final FWI model, referred to as
FATT + FWI model 3, is shown in Fig. 6(e). The velocity structure
of the FATT + FWI model 3 is similar to the one of the FATT + FWI
model 2. However, the velocities in the gas are in overall lower and
the deep part of the model is less perturbed and shows a smoother
pattern due to the use of a more limited subdataset during inversion
(compare Figs 7e and f).

For possible identification of artefacts relating to the 3-D prop-
agation effects, we show the dip section of the 3-D isotropic FWI
model of Sirgue et al. (2010) along cable 21 (Fig. 6f). Interestingly,
the velocities above the gas between 0.5 and 1.5 km in depth are
quite close to those of the FATT + FWI model 1 (compare Figs 7d
and c). The vertical stretching between 2.5 and 3 km in depth of
the 3-D FWI model might have a similar origin than the one hy-
pothesized for the FATT + FWI model 1 (compare Figs 7c and d).
The consistency between the dip section of the 3-D FWI model of
Sirgue et al. (2010) and the FATT + FWI model 1 strongly supports
that 3-D effects have a minor impact on the 2-D FWI results.

Model appraisals

Model appraisal is a key issue in FWI as uncertainty analysis is quite
challenging to perform in a Bayesian framework (Gouveia & Scales

1998). In this study, the FWI models are evaluated based upon four
criteria: the local match with the VSP log, the flatness of the common
image gathers (CIG) computed by RTM, the synthetic seismogram
modelling, and the repeatability of source-wavelet estimation.

Reverse time migration and common image gathers

We compute 2-D RTM and CIGs in the offset-depth domain. RTM
is performed in the frequency domain using the acoustic VTI finite-
difference frequency-domain modelling method of Operto et al.
(2009) and the gradient of the FWI program of Sourbier et al.
(2009a,b), where the data residuals are replaced by the data. Each of
the common-offset migrated images was computed independently
to generate CIGs before stacking. The range of offsets that is con-
sidered for migration ranges from −5 to 5 km. For migration, we
use a suitable pre-processed data set, where free-surface multiples
are removed. The migrated images are displayed with an automatic
gain control.

The anisotropic RTM performed in the initial (V 0, δ, ε) model
provides a good image of the subsurface, with a good continuity of
the top of the reservoir beneath the gas layers at 2.5 km in depth and
of a deep reflector between 3 and 3.5 km in depth (Fig. 8a, DR) (see
also Fig. 3 in Sirgue et al. (2010)). The quality of the anisotropic
migrated image is further confirmed by the overall flatness of the
reflectors in the CIGs (Fig. 9a). The isotropic RTM computed in
the NMO model produces an acceptable image, although the image
of the top of the reservoir is slightly less focused than the one ob-
tained by anisotropic RTM (Fig. 8b). The deep reflector below the
reservoir level is shifted downwards by around 250 m with respect
to its position in the anisotropic image because the NMO migra-
tion velocities in isotropic RTM are on average faster than those
of anisotropic RTM when short-spread data are considered. On the
other hand, the reflectors are slightly smiling in the CIGs, which
suggest too slow velocities at long offsets (Fig. 9b). The migrated
image computed in the FATT model shows a severe misfocusing
of the top of the reservoir with a significant deepening of the deep
reflector below the reservoir level, due to the high migration veloc-
ities associated with horizontal velocities (Fig. 8c). These too high
velocities are clearly highlighted by frowning reflectors in the CIGs
(Fig. 9c).

The migrated images computed in the FWI models are shown in
Figs 8(e–h). Overall, the anisotropic FWI model does not allow us
to improve the RTM image of the deep structure obtained from the
anisotropic reflection traveltime tomography (compare Figs 8a and
e). This is, to some extent, expected because the workflow, which
combines the traveltime reflection tomography (or, migration-based
velocity analysis) with the RTM, is more consistent than the one
combining FWI with RTM. In the first case, the same subset of data,
that is the short-spread reflections, is used during both the velocity
model building and RTM, and the scale separation underlying these
two tasks contributes to make the workflow well posed. In contrast,
the FWI is a more ill-posed problem, where significant errors can
be propagated in depth as longer offsets are processed. We note,
however, that the reflectors in the CIGs inferred from the FWI
model are significantly flatter in the shallow part (the first 1 km)
than the ones inferred from the anisotropic reflection traveltime
tomography model (Fig. 10). This highlights the capability of FWI
for exploiting shallow reflections over the full aperture range, unlike
reflection traveltime tomography. The improvement in the imaging
of the shallow structure is observed for all of the migration tests
described later. The NMO + FWI model produces CIGs, for which
the smiling effects are slightly reduced (compare Figs 9b and f).
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1506 V. Prieux et al.

Figure 8. 2–D isotropic and anisotropic RTM images. (a–e) Anisotropic RTM images computed in the initial (a) and final (e) (V 0, δ, ε) FWI models. (b, f)
Isotropic RTM images computed in the NMO model (b) and NMO + FWI model (f). (c,g–h) Isotropic RTM images computed in the FATT model (c) and the
final FATT + FWI models 1 (g) and 2 (h). (d) Isotropic RTM image computed in the dip section of the 3-D FWI model of Sirgue et al. (2010). The black
dashed frames in (e–h) show reflectors with suspicious horizontal undulations, which might be related to the footprint of anisotropy (see text for details).

This is consistent with the increase in the velocities shown in the
NMO + FWI model compared to the NMO model. Similarly, the
FATT + FWI models help to reduce the frowning effects in the
CIGs inferred from the FATT model (compare Figs 9c and g–h).
As expected, the RTM images inferred from the FATT and the
FATT + FWI models are less well focused than the anisotropic
and NMO counterparts (Fig. 8). This probably reflects the footprint
of the initial FATT model, the horizontal velocities of which are
not suitable for migration. However, the FATT + FWI model 2,

compared to the FATT model, improves the imaging of the deep
reflector that is raised by 300 m (compare Figs 8c and g–h). Note
also how the deep reflector in the RTM images inferred from the
FATT + FWI models is positioned at the same depths than the one
inferred from the 3-D FWI model between 4 and 11 km of distance
(compare the RTM images in Figs 8d, g, h and the corresponding
velocity logs in Figs 7c–e).

A striking feature of the RTM images inferred from the FWI
models is suspicious horizontal fluctuations of the reflectors above
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Effects of anisotropy on full waveform inversion 1507

Figure 9. CIGs corresponding to RTM images of Fig. 8. The horizontal axis gives the horizontal position of the CIG. Minimum and maximum offsets are −5
and 5 km, respectively. Internal and external mutes were applied to the CIGs, which are plotted with an automatic gain control.
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Figure 9. (Continued.)
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Effects of anisotropy on full waveform inversion 1509

Figure 10. Close-up of the CIGs of Fig. 9a (a) and Fig. 9e (b). The five most rightward CIGs are shown down to 900 m in depth. Note how the FWI allows
for the flattening of shallow events.

the reservoir level between 2 and 2.5 km in depth (Figs 8e–h). This
trend appears to gradually increase from the anisotropic RTM im-
age to the FATT + FWI model 2 RTM image (from Figs 8e to h).
Although many factors might explain these fluctuations, one pos-
sible explanation would be related to the footprint of anisotropy.
Indeed, the footprint of the anisotropy in the FWI results is ex-
pected to increase from the anisotropic FWI to the FATT + FWI
application 2. For anisotropic FWI, the inaccuracies in the δ and ε

background models might introduce some small bias into the V 0 +
FWI model through some trade-offs between vertical velocity and
ε. On the other hand, the time dampings used in the FATT + FWI
inversion (model 2) might contribute to strengthen artefacts asso-
ciated with anisotropy because conflicting subdatasets sensitive to
different kinds of velocities (ranging from vertical velocities to hor-
izontal velocities through NMO velocities) are inverted hierarchi-
cally rather than simultaneously. Indeed, degrading data redundancy
during successive intermediate stages of the FWI should give more
freedom to the inversion to inject in the models artificial features
to accommodate anisotropic effects. These horizontal fluctuations
might be related with the lateral heterogeneity of the FWI models
at the base of the gas layers and on top of the reservoir, that seems
to increase from the V 0 + FWI model to the FATT + FWI model 1
(Fig. 6).

Seismic modelling

For seismic modelling, we need a source wavelet, which is estimated
by a VFSA method using a suitable subdataset and velocity model.
We use the NMO velocity model and the first 2 km of offsets for the
source estimation in the isotropic approximation. In this setting, the
source-wavelet estimation is mainly controlled by the short-aperture
reflection wavefield, which should be well predicted by the NMO
model. The 220 sources wavelets associated with each receiver
gather and the mean wavelet are shown in Fig. 11(a). The source
wavelet is computed within the 4–20 Hz frequency band. With

the assumption of a uniform receiver-ground coupling all along the
profile (a reasonable assumption according to the lithology of the sea
bed, which is composed of hard sand (Kommedal et al. 1997)) and
a sufficiently-accurate velocity model, we should end up with quite
similar source wavelets, as shown in Fig. 11(a). In the following,
we use the mean wavelet shown in the right panel of Fig. 11(a) for
the seismic modelling.

Fig. 12 shows a qualitative comparison between the receiver
gather of Fig. 3(a) and synthetic seismograms computed in the
final V 0 + FWI model (Fig. 6a) with the same DG modelling en-
gine as for the FWI. Relatively good agreement is obtained between
these two sets of seismograms, although we note underestimated
amplitudes of the short-spread reflections Rg and Rs. This might
be because, on one hand, it is generally acknowledged that data-
space optimization by opposition to image-space optimization (or,
migration-based velocity analysis) is not optimal to match short-
spread reflections, (e.g. Symes 2008), and, on the other hand, we
consider only a smooth model for the density, which might have led
to underestimate impedance contrasts.

A direct comparison between the recorded seismograms and the
isotropic and anisotropic synthetic seismograms computed in the
initial and final FWI models is shown in Fig. 13. The first obvious
conclusion is that the data match obtained with the final FWI mod-
els (Figs 13e–h) has been significantly improved compared to that
obtained with the initial FWI models (Figs 13a–c). A second im-
portant conclusion is that the data fits achieved with the V 0 + FWI
model, the NMO + FWI model, and the FATT + FWI models 1
and 2 are close, disregarding the discrepancies between these mod-
els. This thereby highlights the ill-posedness of the FWI in terms
of non-unicity of the models to match anisotropic data. For all of
the simulations performed in the FWI models, a reasonable match
of the diving waves (D1, D2) and the reflections (Rs, Rg, Rr) has
been achieved. The amplitudes of the diving waves (D1, D2) are,
however, better matched in the seismograms computed in the FATT
+ FWI models than in the seismograms computed in the NMO +
FWI model (compare Figs 13f and g–h). This probably reflects the
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1510 V. Prieux et al.

Figure 11. Source-wavelets estimation. (a) Using isotropic modeling for a maximum offset of 2 km and the NMO velocity model. (b, f) Using anisotropic
modeling for the full offset range and the initial (b) and final (f) (V 0, δ, ε) FWI models. (c, g) Using isotropic modeling and the NMO model (c) and NMO +
FWI models (g). (d, h) As (c, g) for the FATT model (d) and the FATT + FWI model 1 (h). (e) Using isotropic modeling for the full offset range and the dip
section of the 3D FWI model of Sirgue et al. (2010). Note the improved focusing of the wavelets when using the FWI models.

kinematic accuracy of the FATT model to match first-arrival trav-
eltimes. However, the seismograms computed in the NMO + FWI
model do not show obvious evidence of cycle skipping artefacts
at large offsets for the diving waves, as the first-arrival traveltimes
computed in the NMO + FWI model accurately match the observed
first-arrival traveltimes (Fig. 13f). The match of the first arrivals is
consistent with our showing that the FWI converged towards veloci-
ties close to the horizontal velocities in the upper structure when the
NMO model is used as the initial model (Fig. 7b). The successful
match of the diving waves recorded at long offsets is unexpected
when the NMO model is used as the initial FWI model because the
traveltime mismatch between the recorded and the computed first-
arrival traveltimes (0.3 s) exceeds the cycle-skipping limit at long
offsets for a starting frequency of 3.5 Hz. This successful match
can be interpreted on the basis that the FWI has performed a hierar-
chical layer-stripping reconstruction of the velocity structure over
iterations, where the shallow part of the medium constrained by
the high-amplitude short-offset early arrivals are reconstructed first
followed by the reconstruction of the deeper part. This hierarchical
reconstruction of the velocity structure according to depth might
have contributed to the progressive absorption of the traveltime
misfit with the offset, as the shallow part of the medium is improved
by the FWI. The match of the short-spread reflection phases is al-
most equivalent in all of the seismograms, which is consistent with
the concept that all of the initial models allow the prediction of the
traveltimes within the cycle-skipping limit.

The data match is also shown by the plot of the misfit functions at
the first and last FWI iterations as a function of the frequency group.
The curves show essentially similar trends for the anisotropic FWI
and the isotropic FWI using the NMO and FATT models as initial
models (Fig. 14).

Source-wavelet estimation as a tool for model appraisal

We use the source-wavelet estimation as a tool to appraise the rel-
evance of the FWI models (Jaiswal et al. 2009). We estimate the
source wavelets by considering the full offset range, to make the
wavelet estimation more sensitive to the model quality (Fig. 11).

The sensitivity of the wavelet estimation to the amount of data used
in eq. (8) can be assessed by comparing the wavelets estimated in
the NMO model using maximum offsets of 2000 m (Fig. 11a) and
13 000 m (Fig. 11c). If the velocity model is not accurate enough, the
repeatability of the wavelets is strongly affected when all of the aper-
ture components of the data are involved in the inversion process.
The collection of the source wavelets and the corresponding mean
wavelet inferred from the initial and final FWI models when the full
offset range is involved in the estimation is shown in Figs 11(b–d)
and (f–h). Comparisons between the wavelets computed in the ini-
tial and the final FWI models show how the source-wavelet esti-
mation is improved when a FWI model is used, hence validating
the relevance of the FWI results. The wavelet inferred from the dip
section of the 3D FWI model of Sirgue et al. (2010) is shown in
Fig. 11(e). This has a similar shape and amplitude to that obtained by
2D FWI.

D I S C U S S I O N

We have presented here the application of VTI anisotropic and
isotropic acoustic FWI to wide-aperture OBC data from the Valhall
field. We used both NMO and FATT models as initial models for
the isotropic FWI, where the FATT model roughly represents the
horizontal velocities of the VTI medium. The results highlight the
footprint of anisotropy on isotropic FWI.

Although there are significant differences between the kinematic
properties of the initial models we used, the final isotropic FWI
models show some overall common features. The most obvious one
is that the horizontal velocities are mainly reconstructed in the upper
structure, whatever the initial model and the data pre-conditioning.
Therefore, the isotropic velocities in the upper structure are sig-
nificantly higher than the velocities reconstructed by the mono-
parameter anisotropic FWI for the vertical velocity. The horizontal
velocities are also reconstructed in the 3-D isotropic FWI model
of Sirgue et al. (2010), and, therefore they cannot be interpreted as
the footprint of the 3D effects. The reconstruction of the horizon-
tal velocities in the upper structure shows that the FWI imaging is
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Effects of anisotropy on full waveform inversion 1511

Figure 12. Anisotropic modeling. (a) Recorded receiver gather of Fig. 3(a). (b) Receiver gather computed in the V 0 + FWI model. The dash lines show the
first-arrival traveltimes computed in the FATT model and reflection traveltimes for phases Rg and Rr computed in the NMO model.

dominated by the diving waves and long-spread reflections, which
sample the first 1.5 km of the medium. As horizontal velocities are
reconstructed in the upper structure, this should impact upon the
reconstruction of the deep structure that is mainly controlled by
short-aperture reflections. Two pieces of evidence relating to this
footprint might be low velocities in the gas layers (equal or even
lower than the vertical velocities) and the stretching in depth of the
velocity structure at the reservoir level. The stretching effect, which
is clear in the 3-D FWI results, is well illustrated in the RTM images
where the depth of a deep reflector below the reservoir level gradu-
ally increases when we move from anisotropic migration to isotropic
migration computed in the FATT + FWI models, these latters hav-
ing the highest velocities in the upper structure. It is worth noting
that the trend towards low velocities in the gas and deepening of
the reservoir level tends to be strengthened when the pre-whitening
factor of the gradient pre-conditioning performed by the diagonal

approximate Hessian is relaxed (see also Ravaut et al. 2004, their
Fig. 15) for the effects of the pre-whitening factor on FWI). This
suggests that the low velocities in the gas and the deepening of the
top of the reservoir describe a real trend of the FWI convergence
for this case study.

Although the 3-D FWI model has been constructed from the
NMO velocity model, the 3-D FWI model shares more similarities
with the 2-D FATT + FWI models than with the NMO + FWI
model. This is clearly shown by both the velocity-depth structure
at the well log position (Fig. 7) and by the depths of the reflectors
in the RTM images (Figs 8 and 9). This might arise because in
3-D wide-azimuth acquisition, wide-aperture components have a
stronger weight in the data than the short-aperture components,
compared to 2-D wide-aperture acquisitions.

The third conclusion is related to the ill-posedness of the
FWI. We have shown that all of the FWI models provide almost
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Figure 13. Direct comparison between recorded (black) and modelled (grey) seismograms for the receiver gather of Fig. 3a. (a, e) Anisotropic synthetic
seismograms computed in the initial (a) and final (e) (V 0, δ, ε) FWI models. (b, f) Isotropic synthetic seismograms computed in the NMO model (b) and in
the NMO + FWI model (f). (c,g,h) Isotropic synthetic seismograms computed in the FATT model (c) and in the FATT + FWI models 1 (g) and 2 (h). (d)
Isotropic synthetic seismograms computed in the dip section of the 3-D FWI model of Sirgue et al. (2010). The green lines denote manually-picked first-arrival
traveltimes. The yellow lines denote the computed first-arrival traveltimes in the current model. The red and blue lines are manually-picked reflection traveltimes
for the phases Rg and Rr.

equivalent matches of the data at short and wide apertures. Surpris-
ingly, the FWI model inferred from the NMO initial model provides
an acceptable match of the waveforms of the diving waves, despite
the significant kinematic inaccuracy of the initial NMO veloci-
ties at wide apertures. The equivalent ability of the isotropic and
anisotropic FWI models to match the data is also highlighted by the
similarities of the source wavelet inferred from each FWI model.
This raises the difficult issue of anisotropic acoustic FWI where
several classes of anisotropic parameters should be reconstructed.
Plessix & Cao (2011) and Gholami et al. (2011b) concluded that
only two anisotropic parameters, related to the either the vertical or
the NMO velocity and the horizontal velocity, can be reconstructed.

Further demonstrations with realistic synthetic and real data exam-
ples need to be performed (Gholami et al. 2011a). This will be the
aim of future studies.

This study also illustrates that reflection data alone are not suit-
able for building horizontal velocities in anisotropic media. We first
show that the VTI model built by reflection tomography of short-
spread reflection data does not match very accurately the first-arrival
traveltimes in particular at short and intermediate offsets (Fig. 3b).
The accuracy of the anisotropic velocity model in the shallow part
is further improved by FWI, which contributes to flatten the CIGs
in the shallow part of the medium (Fig. 10). Therefore, combining
anisotropic refraction and reflection tomography should provide a
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Effects of anisotropy on full waveform inversion 1513

Figure 14. Misfit function at first (solid grey) and last (solid black) iterations versus frequency groups for the anisotropic FWI for V 0 (a), the isotropic FWI
using the NMO (b) and the FATT (test 3) (c) model as initial models. The dash line represents the percentage of misfit reduction.

more suitable framework to build an accurate initial model for FWI
from wide-aperture data. Extension of anisotropic stereotomogra-
phy to the joint inversion of refraction and reflection traveltimes is
one possible approach to achieve this goal (Prieux et al. 2010).

C O N C LU S I O N

The case study of isotropic FWI of the anisotropic wide-aperture
data presented in this study has highlighted the footprint of
anisotropy on isotropic FWI. We have used a surface real-data case
study to discuss the validity of the isotropic approximation to per-
form FWI of wide-aperture/wide-azimuth data. For these acquisi-
tions, when the data are modelled in the isotropic approximation, the
differences between the horizontal and the vertical velocities leads

to kinematic inconsistencies between the short-aperture and the
wide-aperture components of the data. We show that the isotropic
inversion is steered towards the reconstruction of the horizontal
velocities in the upper part of the structure, which is sampled by
diving waves and long-spread reflections. The reconstruction of the
horizontal velocities in the upper structure leads to kinematic incon-
sistencies during the inversion of the short-spread reflections from
deep reflectors, which are mainly sensitive to the vertical and the
normal moveout velocities. These kinematic inconsistencies are ac-
commodated by underestimated velocities and/or stretching in depth
of the deep structure. Therefore, anisotropy should be involved in
FWI to avoid this bias in the velocity estimation and in the depth po-
sitioning of the reflectors. Indeed, this is not a trivial task. We have
shown how significantly different velocity models allow for a nearly
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equivalent match of the data. This highlights the ill-posedness of
multiparameter acoustic anisotropic FWI. Therefore, future work
will require a careful sensitivity analysis of the anisotropic FWI to
define the number and type of parameter classes that can be reliably
reconstructed by anisotropic FWI of wide-aperture data, as well as
to design efficient strategies to constrain the inversion with suitable
prior information coming from well logs.
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