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Abstract

We prove that the determinacy of Gale-Stewart games whose winning sets are accepted by
real-time1-counter Büchi automata is equivalent to the determinacy of (effective) analytic
Gale-Stewart games which is known to be a large cardinal assumption. We show also that
the determinacy of Wadge games between two players in chargeof ω-languages accepted
by 1-counter Büchi automata is equivalent to the (effective) analytic Wadge determinacy.
Using some results of set theory we prove that one can effectively construct a1-counter Büchi
automatonA and a Büchi automatonB such that: (1) There exists a model of ZFC in which
Player 2 has a winning strategy in the Wadge gameW (L(A), L(B)); (2) There exists a model
of ZFC in which the Wadge gameW (L(A), L(B)) is not determined. Moreover these are
the only two possibilities, i.e. there are no models of ZFC inwhich Player 1 has a winning
strategy in the Wadge gameW (L(A), L(B)).

Keywords: Automata and formal languages; logic in computer science; Gale-Stewart games; Wadge
games; determinacy; context-free games;1-counter automaton; models of set theory; independence from
the axiomatic system ZFC.

1 Introduction

Two-players infinite games have been much studied in Set Theory and in Descriptive Set Theory,
see [Kec95, Jec02]. In particular, ifX is a (countable) alphabet having at least two letters and
A ⊆ Xω, then the Gale-Stewart gameG(A) is an infinite game with perfect information between
two players. Player 1 first writes a lettera1 ∈ X, then Player 2 writes a letterb1 ∈ X, then Player
1 writesa2 ∈ X, and so on. . . After ω steps, the two players have composed an infinite word
x = a1b1a2b2 . . . of Xω. Player 1 wins the play iffx ∈ A, otherwise Player 2 wins the play.
The gameG(A) is said to be determined iff one of the two players has a winning strategy. A
fundamental result of Descriptive Set Theory is Martin’s Theorem which states that every Gale-
Stewart gameG(A), whereA is a Borel set, is determined [Kec95].

On the other hand, in Computer Science, the conditions of a Gale Stewart game may be seen
as a specification of a reactive system, where the two playersare respectively a non terminating
reactive program and the “environment”. Then the problem ofthe synthesis of winning strategies
is of great practical interest for the problem of program synthesis in reactive systems. In particular,
if A ⊆ Xω, whereX is here a finite alphabet, andA is effectively presented, i.e. accepted by a
given finite machine or defined by a given logical formula, thefollowing questions naturally arise,
see [Tho95, LT94]: (1) Is the gameG(A) determined ? (2) If Player 1 has a winning strategy,
is it effective, i.e. computable ? (3) What are the amounts ofspace and time necessary to
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compute such a winning strategy ? Büchi and Landweber gave asolution to the famous Church’s
Problem, posed in 1957, by stating that in a Gale Stewart gameG(A), whereA is a regularω-
language, one can decide who is the winner and compute a winning strategy given by a finite
state transducer, see [Tho08] for more information on this subject. In [Tho95, LT94] Thomas and
Lescow asked for an extension of this result whereA is no longer regular but deterministic context-
free, i.e. accepted by some deterministic pushdown automaton. Walukiewicz extended Büchi
and Landweber’s Theorem to this case by showing first in [Wal00] that that one can effectively
construct winning strategies in parity games played on pushdown graphs and that these strategies
can be computed by pushdown transducers. Notice that later some extensions to the case of higher-
order pushdown automata have been established.

In this paper, we first address the question (1) of the determinacy of Gale-Stewart gamesG(A),
whereA is a context-freeω-language accepted by a (non-deterministic) pushdown automaton, or
even by a1-counter automaton. Notice that there are some context-free ω-languages which are
(effective) analytic but non-Borel and thus the determinacy of these games can not be deduced
from Martin’s Theorem of Borel determinacy. On the other hand, Martin’s Theorem is provable in
ZFC, the commonly accepted axiomatic framework for Set Theory in which all usual mathematics
can be developped. But the determinacy of Gale-Stewart gamesG(A), whereA is an (effective)
analytic set, is not provable in ZFC; Martin and Harrington have proved that it is a large cardinal
assumption equivalent to the existence of a particular real, called the real0♯, see [Jec02, page
637]. We prove here that the determinacy of Gale-Stewart gamesG(A), whose winning setsA
are accepted by real-time1-counter Büchi automata, is equivalent to the determinacyof (effective)
analytic Gale-Stewart games and thus also equivalent to theexistence of the real0♯.

Next we consider Wadge games which were firstly studied by Wadge in [Wad83] where he
determined a great refinement of the Borel hierarchy defined via the notion of reduction by con-
tinuous functions. These games are closely related to the notion of reducibility by continuous
functions. ForL ⊆ Xω andL′ ⊆ Y ω, L is said to be Wadge reducible toL′ iff there exists a
continuous functionf : Xω → Y ω, such thatL = f−1(L′); this is then denoted byL ≤W L′. On
the other hand, the Wadge gameW (L,L′) is an infinite game with perfect information between
two players, Player 1 who is in charge ofL and Player 2 who is in charge ofL′. And it turned
out that Player 2 has a winning strategy in the Wadge gameW (L,L′) iff L ≤W L′. It is easy
to see that the determinacy of Borel Gale-Stewart games implies the determinacy of Borel Wadge
games. On the other hand, Louveau and Saint-Raymond have proved that this latter one is weaker
than the first one, since it is already provable in second-order arithmetic, while the first one is not.
It is also known that the determinacy of (effective) analytic Gale-Stewart games is equivalent to
the determinacy of (effective) analytic Wadge games, see [LSR88]. We prove in this paper that
the determinacy of Wadge games between two players in chargeof ω-languages accepted by1-
counter Büchi automata is equivalent to the (effective) analytic Wadge determinacy, and thus also
equivalent to the existence of the real0♯.

Then, using some recent results from [Fin09a] and some results of Set Theory, we prove
that, (assuming ZFC is consistent), one can effectively construct a1-counter Büchi automatonA
and a Büchi automatonB such that: (1) There exists a model of ZFC in which Player 2 hasa
winning strategy in the Wadge gameW (L(A), L(B)); (2) There exists a model of ZFC in which
the Wadge gameW (L(A), L(B)) is not determined. Moreover these are the only two possibilities,
i.e. there are no models of ZFC in which Player 1 has a winning strategy in the Wadge game
W (L(A), L(B)).

The paper is organized as follows. We recall some known notions in Section 2. We study
context-free Gale-Stewart games in Section 3 and context-free Wadge games in Section 4. Some
concluding remarks are given in Section 5.
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2 Recall of some known notions

We assume the reader to be familiar with the theory of formal (ω-)languages [Sta97, PP04].
We recall the usual notations of formal language theory.

If Σ is a finite alphabet, anon-empty finite wordoverΣ is any sequencex = a1 . . . ak, where
ai ∈ Σ for i = 1, . . . , k , andk is an integer≥ 1. Thelengthof x is k, denoted by|x|. Theempty
word has no letter and is denoted byλ; its length is0. Σ⋆ is theset of finite words(including the
empty word) overΣ. A (finitary) languageV over an alphabetΣ is a subset ofΣ⋆.

The first infinite ordinal is ω. An ω-word overΣ is anω -sequencea1 . . . an . . ., where for
all integersi ≥ 1, ai ∈ Σ. Whenσ = a1 . . . an . . . is anω-word overΣ, we writeσ(n) = an,
σ[n] = σ(1)σ(2) . . . σ(n) for all n ≥ 1 andσ[0] = λ.

The usual concatenation product of two finite wordsu andv is denotedu.v (and sometimes
just uv). This product is extended to the product of a finite wordu and anω-word v: the infinite
wordu.v is then theω-word such that:

(u.v)(k) = u(k) if k ≤ |u| , and(u.v)(k) = v(k − |u|) if k > |u|.
Theset of ω-wordsover the alphabetΣ is denoted byΣω. An ω-languageV over an alphabet

Σ is a subset ofΣω, and its complement (inΣω) is Σω − V , denotedV −.
Theprefix relationis denoted⊑: a finite wordu is aprefixof a finite wordv (respectively, an

infinite wordv), denotedu ⊑ v, if and only if there exists a finite wordw (respectively, an infinite
wordw), such thatv = u.w.

If L is a finitary language (respectively, anω-language) over the alphabetΣ then the set
Pref(L) of prefixes of elements ofL is defined byPref(L) = {u ∈ Σ⋆ | ∃v ∈ L u ⊑ v}.

We now recall the definition ofk-counter Büchi automata which will be useful in the sequel.
Let k be an integer≥ 1. A k-counter machine hask counters, each of which containing a

non-negative integer. The machine can test whether the content of a given counter is zero or not.
And transitions depend on the letter read by the machine, thecurrent state of the finite control,
and the tests about the values of the counters. Notice that inthis model someλ-transitions are
allowed. During these transitions the reading head of the machine does not move to the right, i.e.
the machine does not read any more letter.

Formally ak-counter machine is a 4-tupleM=(K,Σ, ∆, q0), whereK is a finite set of states,
Σ is a finite input alphabet,q0 ∈ K is the initial state, and∆ ⊆ K × (Σ ∪ {λ}) × {0, 1}k ×
K × {0, 1,−1}k is the transition relation. Thek-counter machineM is said to bereal time iff:
∆ ⊆ K × Σ× {0, 1}k ×K × {0, 1,−1}k , i.e. iff there are noλ-transitions.

If the machineM is in stateq and ci ∈ N is the content of theith counterCi then the
configuration (or global state) ofM is the(k + 1)-tuple(q, c1, . . . , ck).

Fora ∈ Σ ∪ {λ}, q, q′ ∈ K and(c1, . . . , ck) ∈ N
k such thatcj = 0 for j ∈ E ⊆ {1, . . . , k}

andcj > 0 for j /∈ E, if (q, a, i1, . . . , ik, q′, j1, . . . , jk) ∈ ∆ whereij = 0 for j ∈ E andij = 1
for j /∈ E, then we write:

a : (q, c1, . . . , ck) 7→M (q′, c1 + j1, . . . , ck + jk).
Thus the transition relation must obviously satisfy:

if (q, a, i1, . . . , ik, q
′, j1, . . . , jk) ∈ ∆ and im = 0 for somem ∈ {1, . . . , k} then jm = 0 or

jm = 1 (but jm may not be equal to−1).
Letσ = a1a2 . . . an . . . be anω-word overΣ. Anω-sequence of configurationsr = (qi, c

i
1, . . . c

i
k)i≥1

is called a run ofM onσ iff:
(1) (q1, c11, . . . c

1
k) = (q0, 0, . . . , 0)

(2) for eachi ≥ 1, there existsbi ∈ Σ∪{λ} such thatbi : (qi, ci1, . . . c
i
k) 7→M (qi+1, c

i+1
1 , . . . ci+1

k )
and such thata1a2 . . . an . . . = b1b2 . . . bn . . .

For every such runr, In(r) is the set of all states entered infinitely often duringr.

3



Definition 2.1 A Büchik-counter automaton is a 5-tupleM=(K,Σ,∆, q0, F ), whereM′=(K,Σ,
∆, q0) is ak-counter machine andF ⊆ K is the set of accepting states. Theω-language accepted
byM is: L(M)= {σ ∈ Σω | there exists a run r ofM onσ such thatIn(r) ∩ F 6= ∅}

The class ofω-languages accepted by Büchik-counter automata is denotedBCL(k)ω . The
class ofω-languages accepted byreal timeBüchik-counter automata will be denotedr -BCL(k)ω .
The classBCL(1)ω is a strict subclass of the classCFLω of context freeω-languages accepted
by Büchi pushdown automata.

We assume the reader to be familiar with basic notions of topology which may be found in
[Kec95, LT94, Sta97, PP04]. There is a natural metric on the setΣω of infinite words over a finite
alphabetΣ containing at least two letters which is called theprefix metricand is defined as follows.
For u, v ∈ Σω andu 6= v let δ(u, v) = 2−lpref(u,v) wherelpref(u,v) is the first integern such that
the(n + 1)st letter ofu is different from the(n + 1)st letter ofv. This metric induces onΣω the
usual Cantor topology in which theopen subsetsof Σω are of the formW.Σω, for W ⊆ Σ⋆. A set
L ⊆ Σω is aclosed setiff its complementΣω − L is an open set.

ForV ⊆ Σ⋆ we denoteLim(V ) = {x ∈ Σω | ∃∞n ≥ 1 x[n] ∈ V } the set of infinite words
overΣ having infinitely many prefixes inV . Then the topological closureCl(L) of a setL ⊆ Σω

is equal toLim(Pref(L)). Thus we have also the following characterization of closedsubsets of
Σω: a setL ⊆ Σω is a closed subset of the Cantor spaceΣω iff L = Lim(Pref(L)).

We now recall the definition of theBorel Hierarchyof subsets ofXω.

Definition 2.2 For a non-null countable ordinalα, the classesΣ0
α andΠ0

α of the Borel Hierarchy
on the topological spaceXω are defined as follows:Σ0

1 is the class of open subsets ofXω, Π0
1 is

the class of closed subsets ofXω, and for any countable ordinalα ≥ 2:
Σ

0
α is the class of countable unions of subsets ofXω in

⋃
γ<α Π

0
γ .

Π
0
α is the class of countable intersections of subsets ofXω in

⋃
γ<α Σ

0
γ .

A setL ⊆ Xω is Borel iff it is in the union
⋃

α<ω1
Σ

0
α =

⋃
α<ω1

Π
0
α, whereω1 is the first

uncountable ordinal.

There are also some subsets ofXω which are not Borel. In particular the class of Borel subsetsof
Xω is strictly included into the classΣ1

1 of analytic setswhich are obtained by projection of Borel
sets. Theco-analytic setsare the complements of analytic sets.

Definition 2.3 A subsetA of Xω is in the classΣ1
1 of analytic sets iff there exist a finite alphabet

Y and a Borel subsetB of (X × Y )ω such thatx ∈ A ↔ ∃y ∈ Y ω such that(x, y) ∈ B, where
(x, y) is the infinite word over the alphabetX × Y such that(x, y)(i) = (x(i), y(i)) for each
integeri ≥ 1.

We now recall the notion of completeness with regard to reduction by continuous functions.
For a countable ordinalα ≥ 1, a setF ⊆ Xω is said to be aΣ0

α (respectively,Π0
α, Σ1

1)-complete
setiff for any setE ⊆ Y ω (with Y a finite alphabet):E ∈ Σ

0
α (respectively,E ∈ Π

0
α, E ∈ Σ

1
1)

iff there exists a continuous functionf : Y ω → Xω such thatE = f−1(F ).
We now recall the definition of classes of the arithmetical hierarchy ofω-languages, see

[Sta97]. LetX be a finite alphabet. Anω-language L ⊆ Xω belongs to the classΣn if and
only if there exists a recursive relationRL ⊆ (N)n−1 ×X⋆ such that:

L = {σ ∈ Xω | ∃a1 . . . Qnan (a1, . . . , an−1, σ[an + 1]) ∈ RL},
whereQi is one of the quantifiers∀ or ∃ (not necessarily in an alternating order). Anω-language
L ⊆ Xω belongs to the classΠn if and only if its complementXω − L belongs to the classΣn.
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The classΣ1
1 is the class ofeffective analytic setswhich are obtained by projection of arithmetical

sets. Anω-languageL ⊆ Xω belongs to the classΣ1
1 if and only if there exists a recursive relation

RL ⊆ N× {0, 1}⋆ ×X⋆ such that:

L = {σ ∈ Xω | ∃τ(τ ∈ {0, 1}ω ∧ ∀n∃m((n, τ [m], σ[m]) ∈ RL))}.

Then anω-languageL ⊆ Xω is in the classΣ1
1 iff it is the projection of anω-language over the

alphabetX × {0, 1} which is in the classΠ2. The classΠ1
1 of effective co-analytic setsis simply

the class of complements of effective analytic sets.
Recall that the (lightface) classΣ1

1 of effective analytic sets is strictly included into the (bold-
face) classΣ1

1 of analytic sets.
Recall that a Büchi Turing machine is just a Turing machine working on infinite inputs with

a Büchi-like acceptance condition, and that the class ofω-languages accepted by Büchi Turing
machines is the classΣ1

1 of effective analytic sets [CG78, Sta97]. On the other hand,one can con-
struct, using a classical construction (see for instance [HMU01]), from a Büchi Turing machineT ,
a2-counter Büchi automatonA accepting the sameω-language. Thus one can state the following
proposition.

Proposition 2.4 Anω-languageL ⊆ Xω is in the classΣ1
1 iff it is accepted by a non deterministic

Büchi Turing machine, hence iff it is in the classBCL(2)ω.

3 Context-free Gale-Stewart games

We first recall the definition of Gale-Stewart games.

Definition 3.1 ([Jec02]) Let A ⊆ Xω, whereX is a finite alphabet. The Gale-Stewart game
G(A) is a game with perfect information between two players. Player 1 first writes a lettera1 ∈
X, then Player 2 writes a letterb1 ∈ X, then Player 1 writesa2 ∈ X, and so on. . . Afterω steps,
the two players have composed a wordx = a1b1a2b2 . . . of Xω. Player 1 wins the play iffx ∈ A,
otherwise Player 2 wins the play.

Let A ⊆ Xω andG(A) be the associated Gale-Stewart game. A strategy for Player 1is a
functionF1 : (X2)⋆ → X and a strategy for Player 2 is a functionF2 : (X2)⋆X → X. Player 1
follows the strategyF1 in a play if for each integern ≥ 1 an = F1(a1b1a2b2 · · · an−1bn−1). If
Player 1 wins every play in which she has followed the strategy F1, then we say that the strategy
F1 is a winning strategy (w.s.) for Player 1. The notion of winning strategy for Player 2 is defined
in a similar manner.

The gameG(A) is said to be determined if one of the two players has a winningstrategy.
We shall denoteDet(C), whereC is a class ofω-languages, the sentence : “Every Gale-Stewart

gameG(A), whereA ⊆ Xω is anω-language in the classC, is determined”.

Notice that, in the whole paper, we assume that ZFC is consistent, and all results, lemmas,
propositions, theorems, are stated in ZFC unless we explicitely give another axiomatic framework.

We can now state our first result.

Proposition 3.2 Det(Σ1
1) ⇐⇒ Det(r -BCL(8)ω).

Proof. The implicationDet(Σ1
1) =⇒ Det(r -BCL(8)ω) is obvious sincer -BCL(8)ω ⊆ Σ1

1.
To prove the reverse implication, we assume thatDet(r -BCL(8)ω) holds and we are going to

show that then every Gale-Stewart gameG(A), whereA ⊆ Xω is anω-language in the classΣ1
1,

or equivalently in the classBCL(2)ω by Proposition 2.4, is determined.
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Let thenL ⊆ Σω, whereΣ is a finite alphabet, be anω-language in the classBCL(2)ω .
Let E be a new letter not inΣ, S be an integer≥ 1, andθS : Σω → (Σ ∪ {E})ω be the

function defined, for allx ∈ Σω, by:

θS(x) = x(1).ES .x(2).ES2
.x(3).ES3

.x(4) . . . x(n).ESn

.x(n+ 1).ESn+1
. . .

We proved in [Fin06] that ifk = cardinal(Σ) + 2, S ≥ (3k)3 is an integer, then one can
effectively construct from a Büchi2-counter automatonA1 acceptingL a real time Büchi8-
counter automatonA2 such thatL(A2) = θS(L). In the sequel we assume that we have fixed an
integerS ≥ (3k)3 which iseven.

Notice that the setθS(Σω) is a closed subset of the Cantor spaceΣω. An ω-word x ∈ (Σ ∪
{E})ω is in θS(Σ

ω)− iff it has one prefix which is not inPref(θS(Σω)). Let L′ ⊆ (Σ ∪ {E})ω

be the set ofω-wordsy ∈ (Σ ∪ {E})ω for which there is an integern ≥ 1 such thaty[2n − 1] ∈
Pref(θS(Σ

ω)) andy[2n] /∈ Pref(θS(Σ
ω)). It is easy to see thatL′ is accepted by a real time Büchi

2-counter automaton.
The classr -BCL(8)ω ⊇ r -BCL(2)ω is closed under finite union in an effective way, so

θS(L) ∪ L′ is accepted by a real time Büchi8-counter automatonA3 which can be effectively
constructed fromA2.

As we have assumed thatDet(r -BCL(8)ω) holds, the gameG(θS(L)∪L′) is determined, i.e.
one of the two players has a w.s. in the gameG(θS(L) ∪ L′). We now show that the gameG(L)
is itself determined.

We shall say that, during an infinite play, Player 1 “goes out”of theclosedsetθS(Σω) if the
final playy composed by the two players has a prefixy[2n] ∈ Pref(θS(Σ

ω)) such thaty[2n+1] /∈
Pref(θS(Σ

ω)). We define in a similar way the sentence “Player 2 goes out of the closedset
θS(Σ

ω)”.
Assume first that Player 1 has a w.s.F1 in the gameG(θS(L)∪L′). Then Player 1 never “goes

out” of the setθS(Σω) when she follows this w.s. because otherwise the final playy composed by
the two players has a prefixy[2n] ∈ Pref(θS(Σ

ω)) such thaty[2n+ 1] /∈ Pref(θS(Σ
ω)) and thus

y /∈ θS(L) ∪ L′. Consider now a play in which Player 2 does not go out ofθS(Σ
ω). If player 1

follows her w.s.F1 then the two players remain in the setθS(Σ
ω). But we have fixedS to be an

eveninteger. So the two players compose anω-word

θS(x) = x(1).ES .x(2).ES2
.x(3).ES3

.x(4) . . . x(n).ESn

.x(n+ 1).ESn+1
. . .

and the lettersx(k) are written by player 1 fork an odd integer and by Player 2 fork an even integer
becauseS is even. Moreover Player 1 wins the play iff theω-wordx(1)x(2)x(3) . . . x(n) . . . is in
L. This implies that Player 1 has also a w.s. in the gameG(L).

Assume now that Player 2 has a w.s.F2 in the gameG(θS(L)∪L
′). Then Player 2 never “goes

out” of the setθS(Σω) when he follows this w.s. because otherwise the final playy composed by
the two players has a prefixy[2n− 1] ∈ Pref(θS(Σ

ω)) such thaty[2n] /∈ Pref(θS(Σ
ω)) and thus

y ∈ L′ hence alsoy ∈ θS(L) ∪ L′. Consider now a play in which Player 1 does not go out of
θS(Σ

ω). If player 2 follows his w.s.F2 then the two players remain in the setθS(Σ
ω). So the two

players compose anω-word

θS(x) = x(1).ES .x(2).ES2
.x(3).ES3

.x(4) . . . x(n).ESn

.x(n+ 1).ESn+1
. . .

where the lettersx(k) are written by player 1 fork an odd integer and by Player 2 fork an even
integer. Moreover Player 2 wins the play iff theω-word x(1)x(2)x(3) . . . x(n) . . . is not inL.
This implies that Player 2 has also a w.s. in the gameG(L). �
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Theorem 3.3 Det(Σ1
1) ⇐⇒ Det(CFLω) ⇐⇒ Det(BCL(1)ω).

Proof. The implicationsDet(Σ1
1) =⇒ Det(CFLω)=⇒Det(BCL(1)ω) are obvious sinceBCL(1)ω

⊆CFLω ⊆ Σ1
1.

To prove the reverse implicationDet(BCL(1)ω) =⇒Det(Σ1
1), we assume thatDet(BCL(1)ω)

holds and we are going to show that then every Gale-Stewart gameG(L), whereL ⊆ Xω is an
ω-language in the classr -BCL(8)ω is determined. Then Proposition 3.2 will imply thatDet(Σ1

1)
also holds. Let thenL(A) ⊆ Γω, whereΓ is a finite alphabet andA is a real time Büchi8-counter
automaton.

We now recall the following coding which was used in the paper[Fin06].
LetK = 2× 3× 5× 7× 11× 13× 17× 19 = 9699690 be the product of the eight first prime

numbers. Anω-wordx ∈ Γω was coded by theω-word

hK(x) = A.CK .x(1).B.CK2
.A.CK2

.x(2).B.CK3
.A.CK3

.x(3).B . . . B.CKn

.A.CKn

.x(n).B . . .

over the alphabetΓ1 = Γ ∪ {A,B,C}, whereA,B,C are new letters not inΓ. We are going to
use here a slightly different coding which we now define. Let then

h(x) = CK .C.A.x(1).CK2
.A.CK2

.C.x(2).B.CK3
.A.CK3

.C.A.x(3) . . .

. . . CK2n
.A.CK2n

.C.x(2n).B.CK2n+1
.A.CK2n+1

.C.A.x(2n + 1) . . .

We now explain the rules used to obtain theω-wordh(x) from theω-wordhK(x).
(1) The first letterA of the wordhK(x) has been suppressed.
(2) The lettersB following a letterx(2n+ 1), for n ≥ 1, have been suppressed.
(3) A letterC has been added before each letterx(2n), for n ≥ 1.
(4) A block of two lettersC.A has been added before each letterx(2n+ 1), for n ≥ 1.

The reasons behind this changes are the following ones. Assume that two players alternatively
write letters from the alphabetΓ1 = Γ ∪ {A,B,C} and that they finally produce anω-word in
the formh(x). Due to the above changes we have now the two following properties which will be
useful in the sequel.

(1) The lettersx(2n + 1), for n ≥ 0, have been written by Player 1, and the lettersx(2n), for
n ≥ 1, have been written by Player 2.

(2) After a sequence of consecutive lettersC, the first letter which is not a C has always been
written by Player 2.
We proved in [Fin06] that, from a real time Büchi8-counter automatonA acceptingL(A) ⊆
Γω, one can effectively construct a Büchi1-counter automatonA1 accepting theω-language
hK(L(A))∪hK(Γω)−. We can easily check that the changes inhK(x) leading to the codingh(x)
have no influence with regard to the proof of this result in [Fin06] and thus one can also effectively
construct a Büchi1-counter automatonA2 accepting theω-languageh(L(A))∪h(Γω)−.

On the other hand we can remark that allω-words in the formh(x) belong to theω-language
H ⊆ (Γ1)

ω of ω-wordsy of the following form:

y = Cn1 .C.A.x(1).Cn2 .A.Cn′

2 .C.x(2).B.Cn3 .A.Cn′

3 .C.A.x(3) . . .

. . . Cn2n .A.Cn′

2n .C.x(2n).B.Cn2n+1 .A.Cn′

2n+1 .C.A.x(2n + 1) . . .

where for all integersi ≥ 1 the lettersx(i) belong toΓ and theni, n′
i, are even non-null

integers.
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An important fact is the following property ofH which extends the same property of the set
h(Γω). Assume that two players alternatively write letters from the alphabetΓ1 = Γ ∪ {A,B,C}
and that they finally produce anω-wordy in H in the above form. Then we have the two following
facts:

(1) The lettersx(2n + 1), for n ≥ 0, have been written by Player 1, and the lettersx(2n), for
n ≥ 1, have been written by Player 2.

(2) After a sequence of consecutive lettersC, the first letter which is not a C has always been
written by Player 2.

Let nowV = Pref(H)∩(Γ1)
⋆.C. So a finite word over the alphabetΓ1 is inV iff it is a prefix

of some word inH and its last letter is aC. It is easy to see that the topological closure ofH is

Cl(H) = H ∪ V.Cω.

Notice that anω-word inCl(H) is not inh(Γω) iff a sequence of consecutive lettersC has not the
good length. Thus if two players alternatively write letters from the alphabetΓ1 and produce an
ω-wordy ∈ Cl(H)− h(Γω) then it is Player 2 who has gone out of the seth(Γω) at some step of
the play. This will be important in the sequel.

It is very easy to see that theω-languageH is regular and to construct a Büchi automatonH
accepting it. Moreover it is known that the classBCL(1)ω is effectively closed under intersection
with regularω-languages (this can be seen using a classical constructionof a product automa-
ton). Thus one can also construct a Büchi1-counter automatonA3 accepting theω-language
h(L(A))∪[h(Γω)− ∩H].

We denote alsoU the set of finite wordsu overΓ1 such that|u| = 2n for some integern ≥ 1
andu[2n − 1] ∈ Pref(H) andu = u[2n] /∈ Pref(H).

Now we set:

L = h(L(A)) ∪ [h(Γω)− ∩H] ∪ V.Cω ∪ U.(Γ1)
ω

We have already seen that theω-languageh(L(A))∪[h(Γω)− ∩ H] is accepted by a Büchi1-
counter automatonA3. On the other hand theω-languageH is regular and it is accepted by a
Büchi automatonH. Thus the finitary languagePref(H) is also regular, the languagesU andV
are also regular, and theω-languagesV.Cω andU.(Γ1)

ω are regular. This implies that one can
construct a Büchi1-counter automatonA4 accepting the languageL.

By hypothesis we assume thatDet(BCL(1)ω) holds and thus the gameG(L) is determined.
We are going to show that this implies that the gameG(L(A)) itself is determined.

Assume firstly that Player 1 has a winning strategyF1 in the gameG(L).
If during an infinite play, the two players compose an infiniteword z, and Player 2 “does not

go out of the seth(Γω)” then we claim that also Player 1, following her strategyF1, “does not go
out of the seth(Γω)”. Indeed if Player 1 goes out of the seth(Γω) then due to the above remark
this would imply that Player 1 also goes out of the setCl(H): there is an integern ≥ 0 such that
z[2n] ∈ Pref(H) butz[2n+1] /∈ Pref(H). Soz /∈ h(L(A)) ∪ [h(Γω)−∩H]∪ V.Cω. Moreover
it follows from the definition ofU thatz /∈ U.(Γ1)

ω. Thus If Player 1 goes out of the seth(Γω)
then she looses the game.

Consider now an infinite play in which Player 2 “does not go outof the seth(Γω)”. Then
Player 1, following her strategyF1, “does not go out of the seth(Γω)”. Thus the two players write
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an infinite wordz = h(x) for some infinite wordx ∈ Γω. But the lettersx(2n + 1), for n ≥ 0,
have been written by Player 1, and the lettersx(2n), for n ≥ 1, have been written by Player 2.
Player 1 wins the play iffx ∈ L(A) and Player 1 wins always the play when she uses her strategy
F1. This implies that Player 1 has also a w.s. in the gameG(L(A)).

Assume now that Player 2 has a winning strategyF2 in the gameG(L).
If during an infinite play, the two players compose an infiniteword z, and Player 1 “does not

go out of the seth(Γω)” then we claim that also Player 2, following his strategyF2, “does not go
out of the seth(Γω)”. Indeed if Player 2 goes out of the seth(Γω) and the final playz remains in
Cl(H) thenz ∈ [h(Γω)− ∩ H] ∪ V.Cω ⊆ L and Player 2 looses. If Player 1 does not go out of
the setCl(H) and at some step of the play, Player 2 goes out ofPref(H), i.e. there is an integer
n ≥ 1 such thatz[2n− 1] ∈ Pref(H) andz[2n] /∈ Pref(H), thenz ∈ U.(Γ1)

ω ⊆ L and Player 2
looses.

Assume now that Player 1 “does not go out of the seth(Γω)”. Then Player 2 follows his w.
s. F2, and then “never goes out of the seth(Γω)”. Thus the two players write an infinite word
z = h(x) for some infinite wordx ∈ Γω. But the lettersx(2n + 1), for n ≥ 0, have been written
by Player 1, and the lettersx(2n), for n ≥ 1, have been written by Player 2. Player 2 wins the
play iff x /∈ L(A) and Player 2 wins always the play when he uses his strategyF2. This implies
that Player 2 has also a w.s. in the gameG(L(A)). �

Looking carefully at the above proof, we can obtain a stronger result:

Theorem 3.4 Det(Σ1
1) ⇐⇒ Det(CFLω) ⇐⇒ Det(r -BCL(1)ω).

4 Context-free Wadge games

We first recall the notion of Wadge games.

Definition 4.1 (Wadge [Wad83]) LetL ⊆ Xω andL′ ⊆ Y ω. The Wadge gameW (L,L′) is a
game with perfect information between two players, Player 1who is in charge ofL and Player 2
who is in charge ofL′. Player 1 first writes a lettera1 ∈ X, then Player 2 writes a letterb1 ∈ Y ,
then Player 1 writes a lettera2 ∈ X, and so on. The two players alternatively write lettersan of
X for Player 1 andbn of Y for Player 2. Afterω steps, Player 1 has written anω-word a ∈ Xω

and Player 2 has written anω-word b ∈ Y ω. Player 2 is allowed to skip, even infinitely often,
provided he really writes anω-word inω steps. Player 2 wins the play iff [a ∈ L ↔ b ∈ L′], i.e.
iff: [( a ∈ L and b ∈ L′) or (a /∈ L and b /∈ L′ and b is infinite)].

Recall that a strategy for Player 1 is a functionσ : (Y ∪ {s})⋆ → X. And a strategy for Player
2 is a functionf : X+ → Y ∪ {s}. The strategyσ is a winning strategy for Player 1 iff she
always wins a play when she uses the strategyσ, i.e. when thenth letter she writes is given by
an = σ(b1 . . . bn−1), wherebi is the letter written by Player 2 at stepi andbi = s if Player 2 skips
at stepi. A winning strategy for Player 2 is defined in a similar manner.

The gameW (L,L′) is said to be determined if one of the two players has a winningstrategy. In
the sequel we shall denoteW-Det(C), whereC is a class ofω-languages, the sentence: “All Wadge
gamesW (L,L′), whereL ⊆ Xω andL′ ⊆ Y ω areω-languages in the classC, are determined”.

There is a close relationship between Wadge reducibility and games.
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Definition 4.2 (Wadge [Wad83]) LetX, Y be two finite alphabets. ForL ⊆ Xω andL′ ⊆ Y ω,L
is said to be Wadge reducible toL′ (L ≤W L′) iff there exists a continuous functionf : Xω → Y ω,
such thatL = f−1(L′). L andL′ are Wadge equivalent iffL ≤W L′ andL′ ≤W L. This will be
denoted byL ≡W L′. And we shall say thatL <W L′ iff L ≤W L′ but notL′ ≤W L.
The relation≤W is reflexive and transitive, and≡W is an equivalence relation.
The equivalence classes of≡W are called Wadge degrees.

Theorem 4.3 (Wadge)Let L ⊆ Xω andL′ ⊆ Y ω whereX andY are finite alphabets. Then
L ≤W L′ if and only if Player 2 has a winning strategy in the Wadge gameW (L,L′).

The Wadge hierarchyWH is the class of Borel subsets of a setXω, whereX is a finite set,
equipped with≤W and with≡W . Using Wadge games, Wadge proved that, up to the complement
and≡W , it is a well ordered hierarchy which provides a great refinement of the Borel hierarchy.

We can now state the following result on determinacy of context-free Wadge games.

Theorem 4.4 Det(Σ1
1) ⇐⇒ W-Det(CFLω) ⇐⇒ W-Det(BCL(1)ω) ⇐⇒ W-Det(r -BCL(1)ω).

Recall that, assuming that ZFC is consistent, there are somemodels of ZFC in whichDet(Σ1
1) does

not hold. Therefore there are some models of ZFC in which someWadge gamesW (L(A), L(B)),
whereA andB are Büchi1-counter automata, are not determined. We are going to provethat this
may be also the case whenB is a Büchi automaton (without counter). To prove this, we use a
recent result of [Fin09a] and some results of set theory, so we now briefly recall some notions of
set theory and refer the reader to [Fin09a] and to a textbook like [Jec02] for more background on
set theory.

The usual axiomatic system ZFC is Zermelo-Fraenkel system ZF plus the axiom of choice
AC. The axioms of ZFC express some natural facts that we consider to hold in the universe of
sets. A model (V, ∈) of an arbitrary set of axiomsA is a collectionV of sets, equipped with the
membership relation∈, where “x ∈ y” means that the setx is an element of the sety, which
satisfies the axioms ofA. We often say “ the modelV” instead of ”the model (V, ∈)”.

We say that two setsA andB have same cardinality iff there is a bijection fromA ontoB and
we denote this byA ≈ B. The relation≈ is an equivalence relation. Using the axiom of choice
AC, one can prove that any setA can be well-ordered so there is an ordinalγ such thatA ≈ γ.
In set theory the cardinal of the setA is then formally defined as the smallest such ordinalγ. The
infinite cardinals are usually denoted byℵ0,ℵ1,ℵ2, . . . ,ℵα, . . . The continuum hypothesis CH
says that the first uncountable cardinalℵ1 is equal to2ℵ0 which is the cardinal of the continuum.

If V is a model of ZF andL is the class ofconstructible setsof V, then the classL is a model
of ZFC + CH. Notice that the axiom V=L, which means “every set is constructible”, is consistent
with ZFC becauseL is a model of ZFC + V=L.

Consider now a modelV of ZFC and the class of its constructible setsL ⊆ V which is another
model of ZFC. It is known that the ordinals ofL are also the ordinals ofV, but the cardinals in
V may be different from the cardinals inL . In particular, the first uncountable cardinal inL is
denotedℵL

1 , and it is in fact an ordinal ofV which is denotedωL

1 . It is well-known that in general
this ordinal satisfies the inequalityωL

1 ≤ ω1. In a modelV of the axiomatic system ZFC + V=L
the equalityωL

1 = ω1 holds, but in some other models of ZFC the inequality may be strict and
thenωL

1 < ω1.
The following result was proved in [Fin09a].
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Theorem 4.5 There exists a real-time1-counter B̈uchi automatonA, which can be effectively
constructed, such that the topological complexity of theω-languageL(A) is not determined by
the axiomatic systemZFC. Indeed it holds that :

(1) (ZFC + V=L). Theω-languageL(A) is an analytic but non-Borel set.

(2) (ZFC+ ωL

1 < ω1). Theω-languageL(A) is aΠ0
2-set.

We now state the following new result. To prove it we use in particular the above Theorem
4.5, the link between Wadge games and Wadge reducibility, theΠ0

2-completeness of the regularω-
language(0⋆.1)ω ⊆ {0, 1}ω , the Shoenfield’s Absoluteness Theorem, and the notion of extensions
of a model of ZFC.

Theorem 4.6 1 LetB be a B̈uchi automaton accepting the regularω-language(0⋆.1)ω ⊆ {0, 1}ω .
Then one can effectively construct a real-time1-counter B̈uchi automatonA such that:

(1) (ZFC+ ωL

1 < ω1). Player 2 has a winning strategyF in the Wadge gameW (L(A), L(B)).
ButF can not be recursive and not even hyperarithmetical.

(2) (ZFC+ ωL

1 = ω1). The Wadge gameW (L(A), L(B)) is not determined.

Remark 4.7 Every model ofZFC is either a model of (ZFC + ωL

1 < ω1) or a model of (ZFC
+ ωL

1 = ω1). Thus there are no models ofZFC in which Player 1 has a winning strategy in the
Wadge gameW (L(A), L(B)).

Remark 4.8 In order to prove Theorem 4.6 we do not need to use any large cardinal axiom or
even the consistency of such an axiom, like the axiom of analytic determinacy.

5 Concluding remarks

We have proved that the determinacy of Gale-Stewart games whose winning sets are accepted
by (real-time)1-counter Büchi automata is equivalent to the determinacy of (effective) analytic
Gale-Stewart games which is known to be a large cardinal assumption.

On the other hand we have proved a similar result about the determinacy of Wadge games.
We have also obtained an amazing result, proving that one caneffectively construct a real-time
1-counter Büchi automatonA and a Büchi automatonB such that the sentence “the Wadge game
W (L(A), L(B)) is determined” is actually independent from ZFC.

Notice that it is still unknown whether the determinacy of Wadge gamesW (L(A), L(B)),
whereA andB are Muller tree automata (reading infinite labelled trees) ,is provable within ZFC
or needs some large cardinal assumptions to be proved.
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