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Abstract In this article, an internal and an external synchronization have
been investigated, in the presence of uncertain parameters. The
proposed controller is designed to synchronize the movement of
robot group following the same desired trajectory. To this effect,
using a consensus algorithm, we provide an adaptive control un-
der two different schemes. In the mutual synchronization topol-
ogy, robot network requires only local neighbor-to- neighbor in-
formation exchange between robots. The interaction topology of
agents network is represented using an undirected graph. How-
ever the objective of the external synchronization coordinated
scheme is to design interconnections and feedback controllers for
slaves, such that their positions and velocities synchronize to
those of the leader robot. It’s assumed that robots in cooperation
or in coordination have the same joints number and equivalent
joint work spaces. The proposed adaptive law based on combina-
tion of lyapunov direct method and concepts from graph theory
has been developed to guarantee asymptotic convergence to zero
of both position and synchronization errors.

Keywords: Cooperative control, decentralized trajectory tracking control,
synchronization control, adaptive control, graph theory.
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1. Introduction

Currently, the great need for efficient production and high quality
have resulted in the presence of complex and integrated systems such
as multi-robot systems. In many industrial applications that can be
performed by a single robot, either because limitations of the robot or
the complexity of the task, the use of robot network as a controlled-
synchronized system, have proved to be a good alternative.

1.1 Previews Work

In the literature there are several types of synchronization [8]. The
natural synchronization occurs in the case of disconnected systems that
behaves in a synchronized way. In case of connected systems where syn-
chronization is ensured by proper interconnections in the system and
without any outside intervention, we talk about the self-synchronized.
The connected system undergoing external action such as a control law
or artificial interconnections is called controlled-synchronized. For the
controlled-synchronized system, depending on the formulation of the
controlled synchronization, we define two synchronization kinds: mu-
tual synchronization, when all agents occur on equal term, cooperative
systems case, and external synchronization, when one object is more
powerful than the others and its motion can be considered as indepen-
dent of the motion of the other objects, master-slave systems case [1].
Research on synchronization has been launched in several areas including
lagrangian systems [14, 6–1]; tele-operated systems [11]; chaotic systems
[4, 15]; wireless sensors networks [5, 10]; space- craft formation flight
[13]; neuroscience [7] etc. Under a cooperative scheme, an approach
control that solves the problem of position synchronization of two (or
more) robot systems when only position measurements are available is
presented in [1]. Using contraction analysis as nonlinear stability tool,
Soon-Jo chung presented a simple synchronization framework that can
be directly applied to cooperative control of multi-agent systems and os-
cillation synchronization in robotic manipulation and teleoperation [14].
Adaptive control is an effective strategy used to address the synchroniza-
tion problem [2]. A new control approach to position synchronization
of multiple motion axes is developed, by incorporating cross-coupling
technology into adaptive control architecture in [6].
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1.2 Main Contribution

In this study, we present a control approach to position synchro-
nization of multiple robots while following a common desired trajec-
tory, in presence of parametric uncertainties. In [2], authors developed
trajectory-tracking control ensuring mutual synchronization. The syn-
chronization error is defined to be the positional errors sum multiplied
by a communication term inspired of the adjacency matrix of the net-
work undirected graph. Most earlier control strategies and consensus
algorithm for multi-agent networks study simple dynamic models and
cannot be used for highly nonlinear systems (e.g. manipulator robots)
[9], [12], [16]. In contrast, the present work deals with highly non linear
systems. Most previous work on consensus and coordination of multi-
agent systems using graph theory and laplacian [17], [18], [19], [20], [21]
have presented a synchronization to the weighted average of initial con-
ditions but they do not consider multi-agent systems where there is a
desired path to follow. In contrast, the developed approach achieves
not only global and exponential synchronization of the configuration
variables, but also global exponential convergence to the desired trajec-
tory. The present work extends consensus algorithms to second-order
dynamics to be applied in highly nonlinear systems. It is showed in the-
ory that the proposed control law guarantee asymptotic convergence to
zero of both position and synchronization errors. Simulations done on
a network of robot manipulators demonstrates the effectiveness of the
proposed method.

1.3 Organization

This paper is organized as follows: Section II describes some back-
ground and preliminaries containing modeling of robots based on the
Lagrangian formulation and basic concepts in graph theory. In Section
III a control strategy for the synchronization of n cooperative Lagrangian
systems is proposed. In section IV, we consider the case of external syn-
chronization under a coordination scheme: master-slave. The proof of
exponential synchronization is more involved and treated separately in
Sections III and IV. In section V, we present a case study where we ap-
ply the proposed control strategy to synchronize 3 robot manipulators.
Conclusion and further research work are given in section VI.
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2. Background and preliminaries

2.1 Dynamics of Robot Manipulator in the Joint
Space

The dynamic equation of a general rigid link manipulator having n
degrees of freedom in a free space and in absence of any external distur-
bance can be written as:

Mi(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) = τi (1)

where i, (1 ≤ i ≤ p) denotes the i-th robot index in the network, and
p is the total number of the individual elements. In addition, qi ∈ <n

denotes the vector of generalized displacements of the ith robot coordi-
nates, τi ∈ <n denotes the vector of generalized control input torques
in robot coordinates; Mi(qi) ∈ <n×n inertia matrix which is symmetric
uniformly bounded and positive definite,
Ci(qi, q̇i)q̇i∈ <n is a vector function containing coriolis and centrifugal
forces, gi(qi) ∈ <n is a vector function consisting of gravitational forces.
We have some fundamental properties of motion equations

(i) The inertia matrix Mi(qi) is symmetric, positive definite, and uni-
formly bounded.

Mi(qi) = MT
i (qi) > 0. (2)

(ii) Using a proper definition: Ṁi(qi) − 2Ci(qi, q̇i) is a skew symmetric
matrix, satisfying

XT (Ṁi(qi)− 2Ci(q, q))X = 0 (3)

where XT is the transpose of a vector X ∈ <n.
(iii) The Euler-Lagrange equation (1) is linear with respect to the struc-
tural parameters θ, hence,

Mi(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) = Y (qi, q̇i, q̈i)θi (4)

where, Y ∈ <n×a is the regressor matrix composed of known functions
of q, q̇ and q̈, θi ∈ <a is the vector of structural parameters of the
manipulator and a is the number of unknown parameters.

2.2 Graph Theory Notions and Communication
Topology

We start by introducing some concepts and notations in graph theory.
Let G = (V,E) is a digraph with N nodes, the set of nodes V = 1, 2, .., n
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and edges E ⊆ V × V . Each node is labeled by vi ∈ V and each edge is
denoted by eij = (vi, vj). The adjacency matrix A = [aij ] ∈ <n×n of a
weighted digraph is defined as:
{

aij > 0 if (vi, vj) ∈ E
aij = 0 elsewhere

.

The neighbors of agent vi are denoted by N = {vj ∈ V/(vi, vj) ∈ E}.
Agent i communicates with agent j if j is a neighbor of i or if aij 6= 0.
Note that an edge eij in a directed graph means that robot j can reach
information from robot i, but not necessarily vice versa. In contrast,
in an undirected graph, pairs of node are unordered and an edge eij

implies that robots i and j can get information from one another. The
adjacency matrix of an undirected graph is defines same as that of the
directed graph except that aij = aji. The degree matrix of the digraph
G = (V,E) is a diagonal matrix defined as :

dij =
{

degout(vi) if (i = j) ∈ E
0 otherwise

.

where degout(vi) =
∑n

j=1 aij .
The graph laplacian of G is defined as: L = D −A, where D = [dii] the
degree matrix of G. In the undirected graph case, L is symmetric positive
semidefinite. In the present topology, the edge represents bidirectional
communication links. This consists on a group of n manipulators inter-
changing information that can be viewed as an undirected graph (Fig.
1.)

Fig. 1. Network manipulators group interchanging information via bidirec-
tional communication.
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3. Adaptive Mutual Synchronization:
cooperative scheme

This section addresses the problem of mutual synchronization (inter-
nal synchronization). We consider a robot network formed by n robot
manipulators tracking a common desired trajectory (qd, q̇d) (see fig. 2).
It is assumed that mass, coriolis and gravity matrix, are badly known.
Internal synchronization control problems can be presented to conceive
interconnections and controllers τi for all agents in the system, such
that angular positions and velocities qi, q̇i ∈ <n of the i-th robot in the
system are synchronized with respect to the common desired trajectory
qd, q̇d and the other angular robots positions and velocities qj , q̇j ∈ <n,
j = 1, ..., p; j 6= i.

Fig. 2. Multi-robot system under mutual synchronization scheme.

3.1 Cooperative feedback control law

The major constraint to design the synchronization controller is that
the uncertainty parameters. This problem is solved by using adaptive
approach. To this end, we define:
the position tracking error of the i-th robot manipulator as:

e1i(t) = qi(t)− qd(t) +
∫ t

t0

Λi(qi(λ)− qd(λ)dλ) (5)
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where Λi is a diagonal positive definite matrix. Information on the vec-
tor e1i will give insight on the convergence of the joints position to the
desired trajectory. It is necessary to know the performance of the con-
troller, especially how the trajectory of each robot manipulator converges
with respect to each other. There is various ways to choose the synchro-
nization error. For example in [1], authors include the error information
of all systems involved in the synchronization. Our approach will make
use of the graph theory to propose a feasible and efficient synchroniza-
tion error, which consists on a measure of the synchronization for robot
manipulator as defined as follows:

e2i(t) =
∑

j 6= i

Kij(qi − qj) (6)

where, kij is a positive definite matrix containing element from the lapla-
cian matrix associated with a given graph that describes the communi-
cation topology.
Our objective is to design individual tracking controller for the n manip-
ulators such that they coordinate their motions and track synchronously
a desired trajectory. To this end, we combine these two errors to define
the global errors as:

ei = e1i +
∫ t

t0

e2i(λ)dλ (7)

A similar relation to (4) holds when the estimates of the parameters θ̂
are used to replace the exact parameter θ.

M̂i(qi)q̈i + Ĉi(qi, q̇i)q̇i + ĝi(qi) = Yi(qi, q̇i, q̈i)θ̂i (8)

Where, θi ∈ Ra is the vector of structural parameters of the manipulator
and a is the number of unknown parameters. Since the value of the
dynamic parameter θi is hard to be known exactly in practice, one defines
θ̂i(t) as the estimate of θi. M̂i, Ĉi and ĝi are estimates, respectively,
of Mi, Ci and gi. Yi(qi, q̇i, q̈i) denotes a regression matrix. Let the
controller τi for the i-th robot given by:

Γi =̂Ci(qi, q̇i) + ĝi(qi) +
M̂i(qi)[q̈d −Kpiei −Kdiėi − Λi(q̇i − q̇d)] +

M̂i(qi)[
∑

j 6=i

Kij(e2i − e2j) + Λe2i] (9)

The control law (9) can be seen as a computed torque control with
two additional terms owing to the presence of the particular choice of
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the tracking error and an expression inspired from consensus algorithm
ensuring an exponential synchronization. Notice that the controller law
(9) contains PD controller terms. However, these terms are premultiplied
by the inertia matrix Mi(qi). Therefore it is clear that this is not a linear
controller as the PD control law, since the position and velocity gains
are not constant but they depend explicitly on the position error. The
estimated parameter θ̂i is subject to the adaptation law:

˙̂
θi = Γ−1

i (M̂i
−1

Yi)T ėi (10)

where Γi is a diagonal positive-definite control gain.

3.2 Stability analysis

Theorem: If Kdi >
∑

j 6=i Kij, the proposed adaptive controllers
(8)guarantees asymptotic convergence to zero of position errors and syn-
chronization errors of the robot network.
Proof : Substituting (9) into the dynamic model (1) leads to the follow-
ing closed-loop dynamics

Mi(qi)q̈i − M̂i(qi)q̈d + Ci(qi, q̇i)q̇i − Ĉi(qi, q̇i)q̇i

+ gi(qi)− ĝi(qi) = M̂i(qi)[−Kpiei −Kdiėi − Λi(q̇i − q̇d)

+
∑

j 6=i

Kij(e2i − e2j) + Λe2i] (11)

Defining
M̃i(qi) = Mi(qi)− M̂i(qi) (12)

C̃i(qi, qi) = Ci(qi, q̇i)− Ĉi(qi, q̇i) (13)

g̃i(qi) = gi(qi)− ĝi(qi) (14)

θ̃i = θi − θ̂i (15)

and subtracting M̂i(qi)q̈i in both sides yields

(Mi(qi)− M̂i(qi))q̈i + (Ci(qi, q̇i)− Ĉi(qi, q̇i))q̈i

+ (gi(qi)− ĝi(qi)) + M̂i(qi)(q̈i − q̈d) =

M̂i(qi)[−Kpiei −Kdiėi − Λi(q̇i − q̇d)

+
∑

j 6=i

Kij(e2i − e2j) + Λe2i] (16)
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As a result
Yi(qi, q̇i, q̈i)θ̃i + M̂i(qi)(q̈i − q̈d) =

M̂i(qi)[−Kpiei −Kdiėi − Λi(q̇i − q̇d)

+
∑

j 6=i

Kij(e2i − e2j) + Λe2i] (17)

Adding M̂i(qi)ė2i both sides and using the expression of the synchro-
nization error, yields:

Yi(qi, q̇i, q̈i)θ̃i + M̂i(qi)[(q̈i − q̈d) + Λi(q̇i − q̇d)]

+M̂i(qi)
∑

j 6=i

[Kij(q̇i − q̇d)− (q̇j − q̇d)] =

M̂i(qi)[−Kpiei −Kdiėi +
∑

j 6=i

Kij(e2i − e2j)]

+ M̂i(qi)
∑

j 6=i

ΛiKij [(qi − qd)− (qj − qd)]

+M̂i(qi)
∑

j 6=i

[Kij(q̇i − q̇d)− (q̇j − q̇d)] (18)

Further calculation, will result in

M̂i(qi)ëi + Yi(qi, q̇i, q̈i)θ̃i = M̂i(qi)[−Kpiei −Kdiėi+
∑

j 6=i

Kij(ėi − ėj)] (19)

we define a symmetric and positive semi-definite matrix Kc =



∑
1 6=j Kij · · · −K1j · · · −K1n

. . . . . . . . . . . . . . .
−Ki1 · · · ∑i 6=j Kij · · · −Kin

· · · · · · · · · · · · · · ·
−Kn1 · · · −Knj · · · ∑n 6=j Knj




Then, equation 19 can be written for the overall system as

M̂ [ë + Kpe + Kdė−Kcė] = −Y (qi, q̇i, q̈i)θ̃ (20)

Multiplying by M̂−1 both sides yields

ë = −Kpe−Kdė + Kcė− M̂−1Y (qi, q̇i, q̈i)θ̃ (21)
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To prove the stability, the Lyapunov function candidate is presented as:

v = 1/2(ėT ė + eT Kpe + θ̃T Γθ̃) (22)

The derivative of equation (22) respect to time can be written as:

v̇ = ëT ė + eT Kpė + θ̃T Γ ˙̃
θ (23)

Substituting (21) into (23)

v̇ = −ėT (Kd −Kc)ė + θ̃T [Γ ˙̃
θ − (M̂−1Y )T ė] (24)

According to the adaptation law (10)

v̇ = −ėT (Kd −Kc)ė < 0. (25)

Since Kdi >
∑

j 6=i Kij , we have v̇(t) < 0, this yields that v(t) ≤ v(0),
which gives that e, ė and M̂−1Y θ̃T are bounded.
Differentiating v̇(t) with respect to time yields

v̈ = 2(Kpe + (Kd −Kc)ė + M̂−1Y θ̃)T (Kd −Kc)ė (26)

Using Barbalat’s lemma:
v̈ is bounded because e, ė and M̂−1Y θ̃ are bounded. This implies v̇(t) →
0 as t →∞ and hence ė → 0 as t →∞.
According to the equation (7) and as ė = 0, we get

q̇i − q̇d = −Λi(qi − qd)−
∑

j 6=i

Kij(qi − qj) (27)

The goal is to ensure convergence of robot angular positions and veloci-
ties to a given desired trajectory. To this end, we set εi = qi − qd, Then
equation (27) can be expressed as:

ε̇i = −Λiεi −
∑

j 6= i

Kij(εi − εj) (28)

we define ε = [ε1.......εn]T and Λ = [Λ1............Λn]T . Let us define a
matrix A as:




−Λ1 −
∑

j 6=1 β1j · · · β1j · · · β1n

. . . . . . . . . . . . . . .
βi1 · · · −Λi −

∑
j 6=i βij · · · βin

· · · · · · · · · · · · · · ·
βn1 · · · βnj · · · −Λn −

∑
j 6=n βnj
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Then equation (28) can be simplified as:

ε̇ = A.ε (29)

A nonnegative piecewise continuous function is defined as:

v(t) = εT ε (30)

The time derivative of (30) can be written as

v̇ = 2
n∑

i=1

εiε̇i (31)

v̇ = 2
n∑

i=1

εi(−Λiεi −
∑

j 6=i

βij(εi − εj)) (32)

v̇ = −2
n∑

i=1

Λiε
2
i − 2

n∑

i=1

∑

j 6=i

βij(εi − εj)εi (33)

v̇ = −2
n∑

i=1

Λiε
2
i − 2

n∑

i=1

∑

j 6=i

βijε
2
i + 2

n∑

i=1

∑

j 6=i

βijεiεj (34)

Knowing that
n∑

i=1

∑

j 6=i

βijε
2
i =

n∑

j=1

∑

i 6=j

βjiε
2
j (35)

Consequently,

v̇ = −2
n∑

i=1

Λiε
2
i −

n∑

i=1

∑

j 6=i

βij(εi − εj)2 ≤ 0. (36)

From Lasalle’s invariance principle, the origin is globally asymptotically
stable. Consequently, lim εi(t) → 0 for t → ∞ is guaranteed. Finally,
since qi → qd and q̇i → q̇d as t → ∞, from (7), we can conclude that
qi → qj for t →∞.

4. Adaptive External Synchronization:
master-slaves scheme

The synchronization under a master-slave scheme is an external syn-
chronization (see fig. 3). Indeed, since each slave should synchronizes its
clock to the master which is an external source of time. In this study, we
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consider a network topology formed by a group of robots, such that the
behavior of one among them is independent of others. This dominant
robot is considered as master robot or network leader. The objective for
slaves is to follow the trajectory of the master robot and not the desired
trajectory, which privileges the implementation task of the given trajec-
tory, i.e., we do not need to implement every time the desired trajectory
for each slave robot in network, an implementation for only one times
in the master is sufficient each time when the operator seeks to change
the desired trajectory. We assume that the physical parameters of the
slaves robot are badly known and we consider that the full state of all
robots in the multi-composed system is available.

Fig. 3. External synchronization under master-slaves scheme

4.1 Coordinated feedback control law

Design a controller that ensures the master convergence to the desired
trajectory, It is absolutely classic. The aim is to conceive interconnec-
tions for slaves robots to synchronize their positions and velocities to
those of robot master. It is assumed that coordinating identical robots
have the same number of joints qi ∈ <n where i = m, si identifies the
master (m) and slaves (si)robot respectively. The master robot with
uncertainty parameters is driven by an input torque τm while each slave
is driven by an input torque τsi. Then we propose the synchronization
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controller as follows:

τm = Ĉmq̇m + ĝm + M̂m[q̈d −Kpem −Kdėm − Λ(q̇m − q̇d)] (37)

τsi
= Ĉsiq̇si + ĝsi + M̂si[q̈m −Kpiesi −Kdiėsi − Λi(q̇si − q̇m)] (38)

where, Kp ∈ Rn×n and Kd ∈ Rn×n are two positive matrices defined
as a feedback gains for the i-th robot and such as the synchronization
tracking errors em and esi defined by:

em = qm − qd +
∫ t

0

Λ(qm − qd)dΛ (39)

esi = qsi − qm +
∫ t

0

Λi(qsi − qm)dΛi (40)

4.2 Stability analysis

In this subsection, the goal is to prove the convergence of the slave
synchronization-tracking error.
Theorem: For any positive gain matrice Kd, the control law defined by
equation (38) applied to the master, the control law defined by equation
(39) applied to slaves and the adaptation law described by equation (10)
guarantee the asymptotic convergence to zero of synchronization-tracking
errors of the robot network defined by equation (1).
Proof : Substituting (39) into (1) yields

Msi(qsi)q̈si + Csi(qsi , q̇si)q̇si + gsi = Ĉsi(qsi , q̇si)q̇si

+ĝsi + M̂si[q̈m −Kpesi −Kdėsi − Λsi(q̇si − q̇m)] (41)

Subtracting M̂si q̈si in both sides from equation (42) then it can be writ-
ten as:

M̂si(qi)ësi + Ysi(qsi , q̇si , q̈si)θ̃si =

M̂i(qsi)[−Kpiesi −Kdi ˙esi ] (42)

To prove the stability of the overall synchronized system, let’s define
eT
s = [eT

s1
, ..., eT

si
, ..., eT

sn
]T ; Y T

s = [Y T
s1

, ..., Y T
si

, ..., Y T
sn

]T

θTs = [θT
s1

, ..., θT
si

, ..., θT
sn

]T ; Γs = [ΓT
s1

, ..., ΓT
si

, ..., ΓT
sn

]T

Kds = diag(kdi); Kps = diag(kpi); M̂s = diag(M̂si)
Using the adaptation law(10), one can easily deduce

v̇ = −ėT
s Kdės < 0 (43)

Using Barbalat’s lemma, we show that ės → 0 for t → ∞. Hence, we
show that qsi converges to qmexponentially.
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5. Simulations

To demonstrate the proposed approach, simulations were performed
on a multi-manipulators motion control system, where the motion of
each robot has two degrees of freedom. Simulations are performed on
Matlab/Simulinkr. Assume that lengths of two links of each robot
are l1 = 1m, l2 = 1.5m with the link masses m1 = 2kg, m2 = 1kg.
Define the initial joint coordinations of cooperative robots as following:
(q11, q12) = (-2, -2) rad, (q21, q22) = (3, 3) rad, (q31, q32) = (1.5, 1.5) rad.
Where (q11, q12), (q21, q22) and (q31, q32) denote two joint coordinations
of each robot. Consider that the common trajectory to be tracked is a
periodic form like: qd = sin(t)sin(2cos(t)). In the simulation, the length
and the mass of each link of robots are assumed to be unknown.
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Fig. 4. Coordinated robots synchronization

Figure 3 illustrates the robot trajectory tracking control and it shows in
the same time the good performance in position synchronization amongst
the three robots, under a master-slaves coordinated scheme. It can be
seen from figure 4 the adaptive synchronization accomplishment of three
robots, under a cooperative scheme. Figure 5 and figure 6 illustrate
the position errors and the synchronization errors in the presence of
uncertainty parameters, respectively .

6. CONCLUSIONS

This paper has considered mutual synchronization problems and ex-
ternal synchronization problems for distributed multi-robot systems with
uncertainty in the dynamic model. The aim of this work has been to find
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out a decentralized controller, which individually applied to each manip-
ulator, the synchronization is therefore met. It has been shown that the
proposed strategy can be coordinate manipulator articulations, without
loss position, to track a given time varying trajectory. In mutual syn-
chronization scheme, there is a decentralized control implemented in each
robot. Therefore there is not a master who dominates the group. On the
other side we should implemented the desired trajectory for each agent.
From industrial point of view, it can be seen painful. Moreover, the im-
plementation of a desired trajectory for one robot and others should be
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tracking the dominant is easier, faster and efficient. The external syn-
chronization scheme take into account the master-slaves configuration.
The main drawback of this scheme occurs in the case of failed master sen-
sors or in the case of perturbed master sensor measurements. In contrast,
in the case of mutual synchronization there is change of information flow
between agents in the network. These information which refer to an ex-
plicit and implicit data for each robot offer a high tolerance on sensors
degradation level. Simulation results obtained from a multi-robot mo-
tion control system demonstrate the effectiveness of the synchronization
approach. In a prospective research work we are interested in extend-
ing this methodology considering the time delay transmission and the
information transmission losses.
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