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Fine Gaussian fluctuations on the Poisson space, I:
contractions, cumulants and geometric random graphs

by Raphaël Lachièze-Rey and Giovanni Peccati

Université Paris Descartes and Université du Luxembourg

Abstract: We study the normal approximation of functionals of Poisson measures having the
form of a finite sum of multiple integrals. When the integrands are nonnegative, our results
yield necessary and sufficient conditions for central limit theorems. These conditions can always
be expressed in terms of contraction operators or, equivalently, fourth cumulants. Our findings
are specifically tailored to deal with the normal approximation of the geometric U -statistics
introduced by Reitzner and Schulte (2011). In particular, we shall provide a new analytic
characterization of geometric random graphs whose edge-counting statistics exhibit asymptotic
Gaussian fluctuations, and describe a new form of Poisson convergence for stationary random
graphs with sparse connections. In a companion paper, the above analysis is extended to general
sequences of U -statistics with rescaled kernels.

Key words: Central Limit Theorems; Contractions; Malliavin Calculus; Poisson Limit The-
orems; Poisson Space; Random Graphs; Stein’s Method; U -statistics; Wasserstein Distance;
Wiener Chaos

2000 Mathematics Subject Classification: 60H07, 60F05, 60G55, 60D05.

1 Introduction

This paper concerns the normal approximation of random variables living inside a fixed sum of
Wiener chaoses associated with a Poisson measure over some Borel measure space. Our main
theoretical tools come from the two papers [20, 21], respectively by Peccati et al. and Peccati
and Zheng, where the normal approximation of functional of Poisson measures is studied by
combining two probabilistic techniques, namely the Stein’s method and the Malliavin calculus of
variations.

We shall focus on analytical conditions implying that a given sequence of random variables
satisfies a central limit theorem (CLT), where the convergence in distribution takes place in the
sense of the Wasserstein distance (see Section 1.1). One of the main points developed in our
paper (see Theorem 3.5) is that these conditions can be effectively expressed in terms of possibly
mixed contraction operators (see Section 2.2). When specialized to random variables such that
each kernel in the Wiener-Itô representation has a constant sign, our results yield necessary
and sufficient conditions (see Theorem 3.10) that extend to the Poisson framework the class of
‘fourth moment theorems’ proved by Nualart and Peccati in a Gaussian setting (see [16]). More
to the point, the use of contraction operators allows one to neatly distinguish the contribution
of each chaotic projection to the CLT, as well as to deduce joint CLTs for these projections
starting from the asymptotic normality of their sum (see Proposition 3.12).

As discussed below, random variables having Wiener-Itô kernels with constant sign appear
quite naturally in problems arising in stochastic geometry. In particular, we shall use our results
in order to provide an exhaustive characterization of stationary geometric random graphs with
asymptotic Gaussian fluctuations (see Theorem 4.9). This family of geometric graphs contains
e.g. interval graphs and disk graphs – see e.g. [4, 5, 6, 10, 12, 23]. Our characterization of
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geometric random graphs involves ‘diagonal subsets’ of Cartesian products, that are reminiscent
of the combinatorial conditions for CLTs used by Blei and Janson in [2], in the framework of
CLTs for finite Rademacher sums (see also [15, Section 6]). As a by-product of our analysis (see
Theorem 4.11), we shall illustrate a new form of Poisson convergence for random graphs with
sparse connections.

In the companion paper [7], further geometric applications are provided, in particular to
general U -statistics with rescaled kernels.

We stress that one of our main motivations comes from a remarkable paper by Reitzner and
Schulte [26], laying the foundations of a general theory for CLTs involving U -statistics based
on Poisson point processes. In particular, one of the crucial insights of [26] concerns the use of
a formula by Last and Penrose (see [8]), providing explicit expressions for Wiener-Itô chaotic
decompositions in terms of difference operators (see 2.9). It is interesting to note that Last
and Penrose’s formula is the Poisson analogous of the so-called ‘Stroock formula’ of Malliavin
calculus, which is in turn an important tool for proving CLTs involving non-linear functionals
of Gaussian measures (see e.g. [14, Corollary 2.7.8] for a discussion of this point). We shall see
that our findings complement and extend the results proved in [26] in several directions. See
also Decreusefond et al. [5], Ferraz and Vergne [6], Minh [11] and Schulte [28] for some related
results.

1.1 Poisson measures

Throughout the paper (Z,Z , µ) is a measure space such that Z is a Borel space, Z is the
associated Borel σ-field, and µ is a σ-finite Borel measure with no atoms. We write Zµ = {B ∈
Z : µ(B) <∞} to denote the subclass of Z composed of sets with finite measure. Also, we shall
write η = {η(B) : B ∈ Zµ} to indicate a Poisson measure on (Z,Z) with control µ. In other
words, η is a collection of random variables defined on some probability space (Ω,F , P ), indexed
by the elements of Zµ and such that: (i) for every B,C ∈ Zµ such that B ∩C = ∅, the random
variables η(B) and η(C) are independent; (ii) for every B ∈ Zµ, η(B) has a Poisson distribution
with mean µ(B). We shall also write η̂(B) = η(B)− µ(B), B ∈ Zµ, and η̂ = {η̂(B) : B ∈ Zµ}.
A random measure verifying property (i) is usually called “completely random” or “independently
scattered” (see e.g. [19] for a general introduction to these concepts).

Remark 1.1 As it is customary, by a slight abuse of notation, we shall often write x ∈ η in
order to indicate that the point x ∈ Z is charged by the random measure η(·).

In this paper, we shall focus on sequences of random variables {Fn : n > 1} having a finite
Wiener-Itô chaotic decomposition, that is, such that

Fn =
k∑

i=1

Iqi(f
(n)
i ), n > 1, (1.1)

where the symbol Iqi indicates a multiple Wiener-Iô integral of order qi with respect to η̂, the

integer k does not depend on n, and each f
(n)
i is a non-zero symmetric kernel from Zqi to R (see

Section 2.1 below for details). We will be specifically concerned with the forthcoming Problem
1.2. Recall that, given random variables U, Y ∈ L1(P ), the Wasserstein distance between the
law of U and the law of Y is defined as the quantity

dW (U, Y ) = sup
f∈Lip(1)

∣∣E[f(U)]− E[f(Y )]
∣∣,
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where Lip(1) indicates the class of Lipschitz real-valued function with Lipschitz constant 6 1.
It is well-known that the topology induced by dW , on the class of probability measures on the
real line, is strictly stronger than the one induced by the convergence in distribution.

Problem 1.2 Find analytic conditions on the kernels {f (n)i } ensuring that the sequence

F̃n :=
Fn√

Var(Fn)
, n > 1,

converges in distribution, as n→ ∞, to a standard Gaussian random variable N ∼ N (0, 1), in
the sense of the Wasserstein distance. Determine under which assumptions these conditions are
also necessary, and find explicit upper bounds for the sequence

dW (F̃n, N), n > 1.

We will deal with Problem 1.2 in Section 3, where it is shown that a convenient solution
can be deduced by using contraction operators. Among other features, these operators provide a
neat way to deal with the product of multiple stochastic integral, and virtually replace the use of
diagram formulae – see e.g. [19]. As anticipated, we will see that, in the specific case of random

variables as in (1.1) such that f
(n)
i > 0, our results lead to necessary and sufficient conditions

that are analogous to the so-called ‘fourth moment theorems’ for sequences of multiple integrals
in a Gaussian setting – see [16].

Remark 1.3 Problem 1.2 is also explicitly studied in [26, Section 4]. In particular, Theo-
rem 4.1 in [26] provides bounds in the Wasserstein for random variables having a finite chaotic
decomposition, where the bounds are expressed in terms of expectations of inner products of
multiple integral stochastic processes. On the other hand, Theorem 4.7 in [26] provides an
analytic bound, involving sums over partitions, for the normal approximation of absolutely con-
vergent U -statistics. Here, we call ‘analytic bound’ any upper bound only involving deterministic
transformations of the kernel determining the U -statistic, without any additional probabilistic
component.

As anticipated, we shall apply our main theoretical results to the study of geometric random
graphs satisfying a CLT. An introduction to this subject is provided in the next section. Further
geometric applications of our results (in particular to U -statistics with rescaled kernels) can be
found in the companion paper [7].

1.2 Random graphs

Let the notation introduced in the previous section prevail. In what follows, we shall denote
by W (as in ‘window’) a measurable subset of Z such that µ(W ) < ∞. We first introduce the
notion of a geometric random graph based on the restriction of the Poisson measure η to W , and
on some symmetric set H ⊂ Z × Z.

Definition 1.4 (Random geometric graphs) Let H ⊂ Z × Z be such that µ2(H) < ∞, H
is symmetric (that is, for every (x, y) ∈ H, one also has (y, x) ∈ H) and H is non-diagonal (that
is, H does not contain any pair of the type (x, x)).
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(a) The random geometric graph based on η, W and H is the undirected random graph

G = G(η,W,H) = (V, E),

such that: (i) the vertices of G are given by the class V = η ∩W = {x ∈ η : x ∈ W},
and (ii) a pair {x, y} belongs to the set E of the edges of G if and only if (x, y) ∈ H. We
observe that, since H is non-diagonal, G has no loops, that is: G does not contain any
edge of the type {x, x}.

(b) Assume in addition that Z is a vector space. The random geometric graph at Point (a) is
said to be stationary if there exists a set H ⊂ Z such that

H =
{
(x, y) ∈ Z2 : x− y ∈ H

}
.

Note that, since H is symmetric, one has necessarily that H = −H; moreover, since H
has no diagonal components, 0 /∈ H.

Example 1.5 (i) The class of random geometric graphs introduced above generalizes the
notion of a Gilbert graph, obtained by taking Z equal to some metric space (endowed with
a distance d) and H =

{
(x1, x2) ∈ Z2 : 0 < d(x1, x2) < δ

}
, δ > 0. In this case, the

random geometric graph G is obtained by connecting two vertices v1, v2 ∈ η ∩W if and
only if d(v1, v2) < δ. See e.g. [23].

(ii) If Z = Rd and H =
{
(x1, x2) ∈ Z2 : 0 < ‖x1 − x2‖Rd < δ

}
, then the corresponding

geometric random graph is stationary with H = B(0, δ)\{0}, where B(0, δ) ⊂ Z stands
for the open ball of radius δ centered at the origin. Graphs of this type are customarily
called interval graphs when Z = R, and disk graphs when Z = R2 – see e.g. [4, 5, 6, 10, 12]
for recent developments on the subject.

In Section 4, we shall use our general results in order to deal with the following problem.

Problem 1.6 Fix a set W ⊂ Z, as well as a function g : W ×W → R. Consider the following
objects: (i) a collection of Poisson measures ηλ, λ > 0, with σ-finite and non atomic control
measures µλ such that µλ(W ) < ∞ and µλ(W ) ↑ ∞, as λ → ∞, and (ii) a collection of
non-diagonal non-negligible symmetric sets Hλ ⊂ Z × Z, λ > 0. Characterize those classes
{µλ, Hλ : λ > 0} such that the random variables

F (g,W ; ηλ, Hλ) =
∑

{x,y}∈Eλ

g(x, y), λ > 0, (1.2)

(where Gλ = (Vλ, Eλ) is the geometric random graph based on ηλ, W and Hλ) verify the limit
relation

F̃ (g,W ; ηλ, Hλ) :=
F (g,W ; ηλ, Hλ)− E[F (g,W ; ηλ, Hλ)]√

Var(F (g,W ; ηλ, Hλ))

Law−→ N ∼ N (0, 1), (1.3)

as λ→ ∞.

Remark 1.7 (i) In many examples and applications, one considers sets Hλ such that α(Hλ∩
(W ×W )) ↓ 0, as λ→ ∞, for some fixed measure α on W ×W . Heuristically, the fact that
µλ(W ) ↑ ∞ and α(Hλ∩(W ×W )) ↓ 0 ensures that the following phenomenon takes place:
as λ grows, more and more vertices and edges are added to the geometric graph, whereas
old edges are deleted as a consequence of the asymptotic negligibility of Hλ ∩ (W ×W ).
Solving Problem 1.6 in this framework is equivalent to characterizing all sequences of
random geometric graphs such that the addition of vertices and the cancellation of edges
compensate, thus generating asymptotic Gaussian fluctuations.
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(ii) In the case of Gilbert graphs on Z = Rd, Problem 1.6 has been studied in [26, Section
6.2], in the special case where each µλ is proportional to the Lebesgue measure, with a
proportionality constant diverging to infinity.

Remark 1.8 Assume that, for every x ∈ η, there exists a random radius Rx such that all the
y connected to x in the random graph lie in the ball with center x and radius Rx. Then, the
variable F = F (1,W ; ηλ, Hλ) in (1.2) is stabilizing, meaning that F can be written in the form

F =
∑

x∈η

ξ(x, η),

where ξ is such that ξ(x, η) is not modified by adding or removing a finite number of points to
η outside the ball with center x and radius Rx (see [9] for more details on this topic). In our
case, to fit our framework, ξ(x, η) should be defined as

ξ(x, η) =
1

2
#({y 6= x : {x, y} ∈ Eλ}),

where #A indicates the cardinality of A. The CLTs presented for instance in [1, 24] cover well
this case.

The rest of the paper is organized as follows. In Section 2, we discuss several background
results concerning Poisson measures, Wiener chaos and U -statistics. Section 3 contains our main
abstract results concerning the normal approximation of random variables having a finite chaotic
decomposition. Section 4 focuses on random graphs and on several analytical characterizations
of associated CLTs. An Appendix (see Section 5) provides some basic definitions and results of
Malliavin calculus.

2 Preparation

2.1 Multiple integrals and chaos

As before, (Z,Z , µ) is a non-atomic Borel measure space, and η is a Poisson measure on Z with
control µ.

Remark 2.1 By virtue of the assumptions on the space (Z,Z , µ), and to simplify the discus-
sion, we will assume throughout the paper that (Ω,F , P ) and η are such that

Ω =



ω =

n∑

j=1

δzj , n ∈ N ∪ {∞}, zj ∈ Z



 ,

where δz denotes the Dirac mass at z, and η is defined as the canonical mapping

(ω,B) 7→ η(B)(ω) = ω(B), B ∈ Zµ, ω ∈ Ω.

Also, the σ-field F will be always supposed to be the P -completion of the σ-field generated by
η.
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Throughout the paper, for p ∈ [1,∞), the symbol Lp(µ) is shorthand for Lp(Z,Z , µ). For an
integer q > 2, we shall write Lp(µq) := Lp(Zq,Z ⊗q, µq), whereas Lp

s(µq) stands for the subspace
of Lp(µq) composed of functions that are µq-almost everywhere symmetric. Also, we adopt the
convention Lp(µ) = Lp

s(µ) = Lp(µ1) = Lp
s(µ1) and use the following standard notation: for

every q > 1 and every f, g ∈ L2(µq),

〈f, g〉L2(µq) =

∫

Zq

f(z1, ..., zq)g(z1, ..., zq)µ
q(dz1, ..., dzq), ‖f‖L2(µq) = 〈f, f〉1/2

L2(µq)
.

For every f ∈ L2(µq), we denote by f̃ the canonical symmetrization of f , that is,

f̃(x1, . . . , xq) =
1

q!

∑

σ

f(xσ(1), . . . , xσ(q)),

where σ runs over the q! permutations of the set {1, . . . , q}. Note that ‖f̃‖L2(µq) 6 ‖f‖L2(µq) (to
see this, use for instance the triangular inequality) .

Definition 2.2 For every deterministic function h ∈ L2(µ), we write

I1(h) = η̂(h) =

∫

Z
h(z)η̂(dz)

to indicate the Wiener-Itô integral of h with respect to η̂. For every q > 2 and every f ∈ L2
s(µ

q),
we denote by Iq(f) the multiple Wiener-Itô integral, of order q, of f with respect to η̂. We also
set Iq(f) = Iq(f̃), for every f ∈ L2(µq) (not necessarily symmetric), and I0(b) = b for every real
constant b.

The reader is referred for instance to the monograph [19], by Peccati and Taqqu, for a com-
plete discussion of multiple Wiener-Itô integrals and their properties (including the forthcoming
Proposition 2.3 and Proposition 2.4).

Proposition 2.3 The following equalities hold for every q,m > 1, every f ∈ L2
s(µ

q) and every
g ∈ L2

s(µ
m):

1. E[Iq(f)] = 0,

2. E[Iq(f)Im(g)] = q!〈f, g〉L2(µq)1(q=m) (isometric property).

The Hilbert space composed of the random variables with the form Iq(f), where q > 1 and
f ∈ L2

s(µ
q), is called the qth Wiener chaos associated with the Poisson measure η. The following

well-known chaotic representation property is an essential feature of Poisson random measures.
Recall that F is assumed to be generated by η.

Proposition 2.4 (Wiener-Itô chaotic decomposition) Every random variable

F ∈ L2(Ω,F , P ) := L2(P )

admits a (unique) chaotic decomposition of the type

F = E[F ] +
∞∑

i=1

Ii(fi), (2.4)

where the series converges in L2(P ) and, for each i > 1, the kernel fi is an element of L2
s(µ

i).
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2.2 Star contractions and multiplication formulae

We shall now introduce contraction operators, and succinctly discuss some of their properties.
As anticipated in the Introduction, these objects are at the core of our main results.

The kernel f ⋆lr g on Zp+q−r−l, associated with functions f ∈ L2
s(µ

p) and g ∈ L2
s(µ

q), where
p, q > 1, r = 1, . . . , p ∧ q and l = 1, . . . , r, is defined as follows:

f ⋆lr g(γ1, . . . , γr−l, t1, , . . . , tp−r, s1, , . . . , sq−r) (2.5)

=

∫

Zl

µl(dz1, ..., dzl)f(z1, , . . . , zl, γ1, . . . , γr−l, t1, , . . . , tp−r)

×g(z1, , . . . , zl, γ1, . . . , γr−l, s1, , . . . , sq−r).

Roughly speaking, the star operator ‘ ⋆lr ’ reduces the number of variables in the tensor product
of f and g from p+q to p+q−r− l: this operation is realized by first identifying r variables in f
and g, and then by integrating out l among them. To deal with the case l = 0 for r = 0, . . . , p∧q,
we set

f ⋆0r g(γ1, . . . , γr, t1, , . . . , tp−r, s1, , . . . , sq−r)

= f(γ1, . . . , γr, t1, , . . . , tp−r)g(γ1, . . . , γr, s1, , . . . , sq−r),

and

f ⋆00 g(t1, , . . . , tp, s1, , . . . , sq) = f ⊗ g(t1, , . . . , tp, s1, , . . . , sq) = f(t1, , . . . , tp)g(s1, , . . . , sq).

By using the Cauchy-Schwarz inequality, one sees immediately that f ⋆rr g is square-integrable
for any choice of r = 0, . . . , p ∧ q , and every f ∈ L2

s(µ
p), g ∈ L2

s(µ
q).

Remark 2.5 For every 1 6 p 6 q and every r = 1, ..., p,

∫

Zp+q−r

(f ⋆0r g)
2dµp+q−r =

∫

Zr

(f ⋆p−r
p f)(g ⋆q−r

q g)dµr, (2.6)

for every f ∈ L2
s(µ

p) and every g ∈ L2
s(µ

q)

The next statement contains an important product formula for Poisson multiple integrals
(see e.g. [19] for a proof).

Proposition 2.6 (Product formula) Let f ∈ L2
s(µ

p) and g ∈ L2
s(µ

q), p, q > 1, and suppose
moreover that f ⋆lr g ∈ L2(µp+q−r−l) for every r = 1, . . . , p ∧ q and l = 1, . . . , r such that l 6= r.
Then,

Ip(f)Iq(g) =

p∧q∑

r=0

r!

(
p
r

)(
q
r

) r∑

l=0

(
r
l

)
Ip+q−r−l

(
f̃ ⋆lr g

)
, (2.7)

with the tilde ∼ indicating a symmetrization, that is,

f̃ ⋆lr g(x1, . . . , xp+q−r−l) =
1

(p+ q − r − l)!

∑

σ

f ⋆lr g(xσ(1), . . . , xσ(p+q−r−l)),

where σ runs over all (p+ q − r − l)! permutations of the set {1, . . . , p+ q − r − l}.
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2.3 About the Malliavin formalism

For the rest of the paper, we shall use definitions and results related to Malliavin-type operators
defined on the space of functionals of the Poisson measure η. Our formalism coincides with the
one introduced by Nualart and Vives in [17]. In particular, we shall denote by D, δ, L and L−1,
respectively, the Malliavin derivative, the divergence operator, the Ornstein-Uhlenbeck generator
and its pseudo-inverse. The domains of D, δ and L are written domD, domδ and domL. The
domain of L−1 is given by the subclass of L2(P ) composed of centered random variables. For the
convenience of the reader we have collected some crucial definitions and results in the Appendix
(see Section 5). Here, we just recall that, since the underlying probability space Ω is assumed
to be the collection of discrete measures described in Remark 2.1, then one can meaningfully
define the random variable ω 7→ Fz(ω) = F (ω + δz), ω ∈ Ω, for every given random variable F
and every z ∈ Z, where δz is the Dirac mass at z. One can therefore prove that the following
neat representation of D as a difference operator is in order.

Lemma 2.7 For each F ∈ domD,

DzF = Fz − F, a.e.-µ(dz).

A complete proof of Lemma 2.7 can be found in [17].

2.4 U-statistics

Following [26, Section 3.1], we now introduce the concept of a U -statistic associated with the
Poisson measure η.

Definition 2.8 (U-statistics) Fix k > 1. A random variable F is called a U -statistic of order
k, based on the Poisson measure η, if there exists a kernel f ∈ L1

s(µ
k) such that

F =
∑

(x1,...,xk)∈η
k
6=

f(x1, ..., xk), (2.8)

where the symbol ηk6= indicates the class of all k-dimensional vectors (x1, ..., xk) such that xi ∈ η
and xi 6= xj for every 1 6 i 6= j 6 k. As made clear in [26, Definition 3.1], the possibly
infinite sum appearing in (2.8) must be regarded as the L1(P ) limit of objects of the type∑

(x1,...,xk)∈η
k
6=∩An

f(x1, ..., xk), n > 1, where the sets An ∈ Zk are such that µk(An) < ∞ and

An ↑ Zk, as n→ ∞.

Plainly, a U -statistic of order one is just a linear functional of η, with the form

∑

x∈η

f(x) =

∫

Z
f(x)η(dx),

for some f ∈ L1(µ). The following statement, based on the results proved by Reitzner and
Schulte in [26], collects two crucial properties of U -statistics.

Theorem 2.9 (See [26]) Let F ∈ L1(P ) be a U -statistic as in (2.8). Then, the following two
properties hold.

(a) The expectation of F is given by

E[F ] =

∫

Zk

f(z1, ..., zk)µ
k(dz1, ..., dzk). (2.9)
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(b) If F is also square-integrable, then necessarily f ∈ L2
s(µ

k), and the Wiener-Itô represen-
tation (2.4) of F is such that fi = 0, for i > k + 1, and

fi(x1, .., xi) =

(
k

i

)∫

Zk−i

f(x1, ..., xi, z1, ..., zk−i)µ
k−i(dz1, ..., dzk−i) (2.10)

for every i = 1, ..., k. In particular, fk = f . For each i = 1, . . . , k, one has that fi ∈
Ls(µ

i) ∩ L2
s(µ

i).

One should note that formula (2.10) follows from an application of the results proved by
Last and Penrose in [8].

2.5 U-statistics and random graphs

In this paper, we will be interested in characterizing the Gaussian fluctuations of U -statistics
having a specific support. In particular this allows one to deal with the set of ‘local U -statistics”
introduced by Reitzner and Schulte in [26, Section 6]. Recall that a set H ∈ Zk is called
symmetric if the following implication holds: if (x1, ..., xk) ∈ H, then (xσ(1), ..., xσ(k)) ∈ H for
every permutation σ of {1, ..., k}.

Definition 2.10 (Support of a U-statistic) Let k > 2, and let H ⊂ Zk be a measurable
symmetric set. A U -statistic F as in (2.8) is said to have support in H if the function f is such
that

f(x1, ..., xk) = 0, ∀(x1, ..., xk) /∈ H.

Example 2.11 (Local U-statistics) Let Z be a metric space. Then, the class of local U -
statistics, as defined in [26, Section 6], coincides with the family of U -statistics having support
in a set of the type H =

{
(x1, ..., xk) : diam({x1, ..., xk}) < δ

}
for some δ > 0. Here, the symbol

diam(B) is shorthand for the diameter of B.

We shall now point out a well-known connection between U -statistics and hypergraphs.
Recall that a hypergraph of order k > 2 is a pair (V, E), where V = (v1, ..., vm) is a set of vertices,
and E = (E1, ..., Es) is a collection of (possibly non-disjoint) subsets of V (called edges), such
that each Ei contains exactly k elements; in particular a hypergraph of order 2 is an undirected
graph.

Remark 2.12 (U-statistics as graph statistics) (i) Let k > 2, let F be a U -statistic as
in (2.8), and assume that f = 1W × 1H , where W ⊂ Zk is some set (usually called a
‘window’) such that µk(W ) < ∞. Then, the random variable 1

k!F counts the number of
edges in the random hypergraph (V, E), obtained as follows: V = η ∩W , and the class of
edges E is composed of all subsets {x1, ..., xk} ⊂ V such that (x1, ..., xk) ∈ H.

(ii) If k = 2, Z is some metric space (endowed with a distance d) and H =
{
(x1, x2) ∈ Z2 :

d(x1, x2) < δ
}

and f = 1W × 1H , then the random variable 1
2F counts the number of

edges in the undirected graph whose vertices V are given by the points of W charged by η
and such that two vertices v1, v2 are connected by an edge if and only if 0 < d(v1, v2) < δ.
These are the ‘Gilbert random graphs’ discussed in Example 1.5(i).

To conclude, we present the notion of a stationary U -statistic. It will play an important role
in Section 4.
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Definition 2.13 (Stationary U-statistics) Fix k > 2, assume that Z is a vector space, and
let F be a U -statistic of the type (2.8), having support in a symmetric set H). We shall say
that F is stationary if there exists H ⊂ Zk−1 such that

H = {(x1, ..., xk) : (x2 − x1, x3 − x1, ..., xk − x1) ∈ H}. (2.11)

Example 2.14 Consider the case k = 2, Z = Rd and H =
{
(x1, x2) ∈ Z2 : ‖x1 − x2‖Rd < δ

}
.

Then, the corresponding U -statistic F is stationary, with H = B(0, δ), where B(0, δ) ⊂ Z stands
for the open ball of radius δ centered at the origin. See Example 1.5(ii).

3 Normal approximations for finite chaotic expansions

3.1 Framework

We shall tackle Problem 1.2, by focussing on the normal approximation of random variables F
having the form

F = E[F ] +
k∑

i=1

Iqi(fi), (3.12)

where:

– k > 1 is an integer;

– the integers qi, i = 1, ..., k, are such that 1 6 q1 < q2 < · · · < qk;

– the symbol Iq indicates a multiple Wiener-Itô integral of order q, with respect to a centered
Poisson measure η̂ = η − µ, where η is a Poisson measure on the Borel measurable space
(Z,Z ), with deterministic and σ-finite control measure µ;

– each kernel fi is a nonzero element of L2
s(µ

qi), and the class {fi : i = 1, ..., k} verifies in
addition the forthcoming Assumption 3.1.

Assumption 3.1 (Technical assumptions on integrands) Let the notation of Section 2.2
prevail. Every random variable of the type (3.12) considered in the sequel of this paper is such
that the following properties (i)-(iii) are verified.

(i) For every i = 1, ..., d and every r = 1, ...qi, the kernel fi ⋆
qi−r
qi fi is an element of L2(µr).

(ii) For every i such that qi > 2, every contraction of the type (z1, ..., z2qi−r−l) 7→ |fi| ⋆lr
|fi|(z1, ..., z2qi−r−l) is well-defined and finite for every r = 1, ..., qi, every l = 1, ..., r and
every (z1, ..., z2qi−r−l) ∈ Z2qi−r−l.

(iii) For every i, j = 1, ..., d such that max(qi, qj) > 1, for every k = |qi − qj | ∨ 1, ..., qi + qj − 2
and every (r, l) verifying k = qi + qj − 2− r − l,

∫

Z

[√∫

Zk

(fi(z, ·) ⋆lr fj(z, ·))2 dµk
]
µ(dz) <∞,

where, for every fixed z ∈ Z, the symbol fi(z, ·) denotes the mapping (z1, ..., zq−1) 7→
fi(z, z1, ..., zq−1).
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Remark 3.2 According to [21, Lemma 2.9 and Remark 2.10], Point (i) in Assumption 3.1
implies that the following properties (a)-(c) are verified:

(a) for every 1 6 i < j 6 k, for every r = 1, ..., qi ∧ qj and every l = 1, ..., r, the contraction
fi ⋆

l
r fj is a well-defined element of L2(µqi+qj−r−l);

(b) for every 1 6 i 6 j 6 k and every r = 1, ..., qi, fi ⋆
0
r fj is an element of L2(µqi+qj−r);

(c) for every i = 1, ..., k, for every r = 1, ..., qi, and every l = 1, ..., r ∧ (qi − 1), the kernel
fi ⋆

l
r fi is a well-defined element of L2(µ2qi−r−l).

In particular, the multiplication formula (2.7) implies that every random variable F verifying
Assumption 3.1 is such that Iqi(fi)

2 ∈ L2(P ) for every i = 1, ..., k, yielding in turn that E[F 4] <
∞. Following a similar route, one can also show that, under Assumption 3.1, the random variable
〈DF,−DL−1F 〉L2(µ) is square-integrable (and not merely an element of L1(P )).

Remark 3.3 Assumption 3.1 imply that Assumptions A-B-C in [21] are verified, so that the
computations therein can be directly applied in our framework.

Remark 3.4 For instance, Assumption 3.1 is verified whenever each fi is a bounded function
with support in a rectangle of the type B × · · · ×B, where µ(B) <∞.

3.2 A general bound

Let F be a random variable as in (3.12) such that E[F 2] = σ2 > 0 (σ > 0) and E[F ] = m ∈ R,
and consider a Gaussian random variable N ∼ N (m,σ2) with the same mean and variance.
Then, a slight modification of [20, Theorem 3.1] (the modification resides in the fact that we
consider an arbitrary variance σ2) yields the following estimates:

dW (F,N) 6 B1(F ;σ) 6 B2(F ;σ), (3.13)

where

B1(F ;σ) =
1

σ
E
[
|σ2 − 〈DF,−DL−1F 〉L2(µ)|

]
(3.14)

+
1

σ2

∫

Z
E[(DzF )

2|DzL
−1F |]µ(dz),

B2(F ;σ) =
1

σ

√
E
[
(σ2 − 〈DF,−DL−1F 〉L2(µ))

2
]

(3.15)

+
1

σ2

∫

Z
E[(DzF )

2|DzL
−1F |]µ(dz).

The next statement shows that B2(F ;σ
2) can be further bounded in terms of the contractions

introduced in Section 2.2.

Theorem 3.5 Let F and N be the random variables appearing in (3.13)-(3.15). Then, there
exists a universal constant C0 = C0(q1, ..., qk) ∈ (0,∞), depending uniquely on q1, ..., qk, such
that

B2(F ;σ) 6 C0 ×B3(F ;σ), (3.16)
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where

B3(F ;σ) (3.17)

=
1

σ

{
max

1
‖fi ⋆lr fi‖L2(µ2qi−r−l) +max

2
‖fi ⋆lr fj‖L2(µqi+qj−r−l)

+ max
i=1,...,k

‖fi‖2L4(µqi )

}
.

In the previous expression, max
1

ranges over all 1 6 i 6 k such that qi > 1, and all pairs (r, l)

such that r ∈ {1, ..., qi} and 1 6 l 6 r ∧ (qi − 1), whereas max
2

ranges over all 1 6 i < j 6 d and

all pairs (r, l) such that r ∈ {1, ..., qi} and l ∈ {1, ..., r}. When q1 = 1, one can replace ‖f1‖2L4(µ)
in the previous bound by the smaller quantity

‖f1‖3L3(µ)

‖f1‖L2(µ)
. (3.18)

Proof of Theorem 3.5. Without loss of generality, we can assume that m = 0. Also, throughout
this proof, we write Fi = Iqi(fi) and σ2i = E[Iqi(fi)

2] = qi!‖fi‖2L2(µqi ), i = 1, ..., k, in such a way

that σ2 = E[F 2] =
∑k

i=1E[F 2
i ] =

∑k
i=1 σ

2
i . Now write

√
E
[
(σ2 − 〈DF,−DL−1F 〉L2(µ))

2
]

6

k∑

i=1

1qi>1

√
E
[
(σ2i − 〈DFi,−DL−1Fi〉L2(µ))

2
]

+
∑

16i 6=j6k

√
E
[
(〈DFi,−DL−1Fj〉L2(µ))

2
]
,

so that one can directly apply [21, Proposition 5.5] and deduce that there exists a constant
a = a(q1, ..., qk) such that

√
E
[
(σ2 − 〈DF,−DL−1F 〉L2(µ))

2
]

6 a
{
max

1
‖fi ⋆lr fi‖L2(µ2qi−r−l) +max

2
‖fi ⋆lr fj‖L2(µqi+qj−r−l)

}
.

To conclude, observe that

∫

Z
E[(DzF )

2|DzL
−1F |]µ(dz) 6

∫

Z
E



(

k∑

i=1

|DzFi|
)2( k∑

i=1

|DzL
−1Fi|

)
µ(dz),

so that [21, Proposition 5.6] implies that there exists a constant b = b(q1, ..., qk) such that
∫

Z
E[(DzF )

2|DzL
−1F |]µ(dz) 6 bσ

{
max

1
‖fi ⋆lr fi‖L2(µ2qi−r−l) + max

i=1,...,k
‖fi‖2L4(µqi )

}
.

Taking C0 = a+ b yields the desired conclusion. The last assertion in the statement comes from
the fact that, when q1 = 1,

∫
Z E[(DzF )

2|DzL
−1F |]µ(dz) = ‖f1‖3L3(µ).

Remark 3.6 According to [21, Lemma 2.9], for every quadruple (i, j, r, l) entering the expres-
sion of max

2
in (3.17), the following estimate holds:

‖fi ⋆lr fj‖2L2(µqi+qj−r−l)
6 ‖fi ⋆lr fi‖L2(µ2qi−r−l) × ‖fj ⋆lr fj‖L2(µ2qj−r−l)

. (3.19)

As already discussed in the Introduction, random variables of the form (3.12) such that
fi > 0 play a crucial role in the context of U -statistics based on Poisson measures. In particular,
we shall unveil some useful connections between the quantity B3(F ;σ) and the fourth cumulant
of F .
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3.3 Estimates for positive kernels

The following statement concerns random variables of the form (3.12), in the special case where
E[F ] = 0, k = 1 and the multiple stochastic integral has a nonnegative kernel.

Proposition 3.7 (Fourth moment bound, I) Consider a random variable F as in (3.12),
with the special form F = Iq(f), q > 1, where f > 0 and E[F 2] = q!‖f‖2L2(µq) = σ2 > 0. Then,

B3(F ;σ) =
1

σ

{
max

1
‖f ⋆lr f‖L2(µ2q−r−l) + ‖f‖2L4(µq)

}
,

and there exist universal constants c1 = c1(q) < C1 = C1(q), depending uniquely on q, such that

c1 ×B3(F ;σ) 6
√
E[F 4]− 3σ4 6 C1 ×B3(F ;σ). (3.20)

Proof. Using the multiplication formula (2.7), together with (2.6) and the positivity assumptions
on f , one sees that F 2 can be written in the following form

F 2 = σ2 + I2q(f ⋆
0
0 f) +R,

where R is a random variable orthogonal to the constants and to I2q(f ⋆
0
0 f) and such that

J
{
max

1
‖f ⋆lr f‖2L2(µ2q−r−l) + ‖f‖4L4(µq)

}
6 E[R2]6K

{
max

1
‖f ⋆lr f‖2L2(µ2q−r−l) + ‖f‖4L4(µq)

}
,

for some universal positive constants J,K depending uniquely on q. The conclusion is obtained
by using the relation

E[I2q(f ⋆
0
0 f)

2] = (2q)!‖f̃ ⋆00 f‖2L2(µ2q) = 2σ4 +

q−1∑

p=1

q!4

p!2(q − p)!2
!‖f̃ ⋆pp f‖2L2(µ2q−2p),

where we have used [19, formula (11.6.30)].

The following general bound deals with random variables of the form (3.12) and with positive
kernels.

Proposition 3.8 (Fourth moment bound, II) Let F be as in (3.12), with k > 1, and as-
sume moreover that E[F ] = 0, and E[F 2] = σ2 > 0, and fi > 0 for every i. Then, there exists
a universal constant C2 = C2(q1, ..., qk), depending uniquely on q1, ..., qk, such that

{
max

1
‖fi ⋆lr fi‖L2(µ2qi−r−l) + max

i=1,...,k
‖fi‖2L4(µqi )

}
6 C2

√
E[F 4]− 3σ4. (3.21)

Proof. Write as before Fi = Iqi(fi), and σ2i = E[F 2
i ], i = 1, ..., k. We can now write

E[F 4]− 3σ4 =
k∑

i=1

{E[F 4
i ]− 3σ4i }

+ 6
∑

16i<j6k

{E[F 2
i F

2
j ]− σ2i σ

2
j }+

∑

(i1,i2,i3,i4)∈Vd

E[Fi1Fi2Fi3Fi4 ]

:= W + Y + Z,

where Vd stands for the collection of those (i1, i2, i3, i4) ∈ {1, ..., k}4, such that one of the
following conditions is satisfied: (a) i1 6= i2 = i3 = i4, (b) i1 6= i2 = i3 6= i4 and i4 6= i1,
(c) the elements of (i1, i2, i3, i4) are all distinct. Applying the multiplication formula (2.7) and
exploiting the fact that each fi is nonnegative, we immediately deduce that Y > 0 and Z > 0,
so that the desired conclusion follows from Proposition 3.7.
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3.4 Conditions for asymptotic Gaussianity

The first part of the following statement provides sufficient conditions for Central Limit The-
orems, that are directly based on Theorem 3.5. As indicated in the subsequent parts, these
conditions become necessary whenever the involved kernels are nonnegative.

More precisely, in what follows we shall fix integers k > 1 and 1 6 q1 < q2 < ... < qk (not
depending on n), and consider a sequence {F (n) : n > 1} of random variables with the form

F (n) =

k∑

i=1

Iqi(f
(n)
i ), n > 1 (3.22)

each verifying the same assumptions as the random variable F appearing in (3.12) (in particular,
Assumption 3.1 is satisfied for each n). We also use the following additional notation: (i)

σ2(n) = E[(F (n))2], (ii) F
(n)
i = Iqi(f

(n)
i ), i = 1, ..., d, and (iii) σ2i (n) = E[(F

(n)
i )2].

Remark 3.9 In the statement of Theorem 3.10, we implicitly allow that the underlying Poisson
measure η also changes with n. In particular, one can assume that the associated control measure
µ = µn explicitly depends on n. This general framework is needed for the geometric applications
developed in Section 4.

Theorem 3.10 Let {F (n)} be a sequence of random variables as in (3.22), and assume that
there exists σ2 > 0 such that limn→∞ σ2(n) = σ2. Let N ∼ N (0, σ2).

1. For every n, one has the estimate

dW (F (n), N) 6 C0 ×B3(F
(n);σ(n)) +

√
2/π

σ(n) ∨ σ |σ
2(n)− σ2|. (3.23)

In particular, if B3(F
(n);σ(n)) → 0, as n → ∞, then dW (F (n), N) → 0 and therefore

F (n) Law→ N .

2. Assume that f
(n)
i > 0 for every i, n. Then, a sufficient condition in order to have that

B3(F
(n);σ(n)) → 0 is that E[(F (n))4]− 3σ4(n) → 0.

3. Assume that f
(n)
i > 0 for every i, n, and also that the sequence (F (n))4, n > 1, is uni-

formly integrable. Then, the following conditions (a)–(c) are equivalent, as n → ∞: (a)
dW (F (n), N) → 0, (b) B3(F

(n);σ(n)) → 0, and (c) E[(F (n))4]− 3σ4(n) → 0.

Proof. 1. Let Nn ∼ N (0, σ2(n)), n > 1. Then, one has that (see e.g. [14, Proposition 3.6.1])

dW (Nn, N) 6

√
2/π

σ(n) ∨ σ |σ
2(n)− σ2|,

so that the desired conclusion follows from Theorem 3.5 as well as the inequality

dW (F (n), N) 6 dW (F (n), Nn) + dW (Nn, N).

2. If E[(F (n))4]− 3σ4(n) → 0, then relation (3.21) implies that

{
max

1
‖f (n)i ⋆lr f

(n)
i ‖L2(µ2qi−r−l) + max

i=1,...,k
‖f (n)i ‖2L4(µqi )

}
→ 0.
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Using (3.19), we see that the last relation implies that B3(F
(n);σ(n)) → 0, so that the desired

conclusion follows from Point 1 in the statement.
3. In view of Point 1 and Point 2 in the statement, we shall only prove that (a) ⇒ (c). To

prove this implication, just observe that F (n) Law→ N and {(F (n))4} is uniformly integrable,
then necessarily E[(F (n))4] → E[N4] = 3σ4, so that the conclusion follows from the fact that
σ2(n) → σ2.

Remark 3.11 (i) A sufficient condition in order to have that the sequence {(F (n))4} is
uniformly integrable is the following: there exists some ǫ > 0 such that

sup
n>1

E|F (n)|4+ǫ <∞.

(ii) As proved in [16], a ‘fourth moment theorem’, such as the one appearing in the statement
of Theorem 3.10, holds for general sequences of multiple Wiener-Itô integrals with respect
to a Gaussian process. In particular, in the Gaussian framework one does not need to
assume that the integrands have a constant sign. Proving analogous statements in a
Poisson setting is quite a demanding task, one of main reasons being the rather intricate
multiplication formula (2.7). Some previous partial findings in the Poisson case can be
found in Peccati and Taqqu [18] (for sequences of double integrals) and in Peccati and
Zheng [22] (for sequences of multiple integrals having the form of homogeneous sums).

The following result shows that, under the assumptions of the previous statement, the con-
dition B3(F

(n);σ(n)) → 0 always implies that the components of F verify a multi-dimensional
CLT. To do this, we shall use some estimates taken from [21] (see, in particular, Table 2, p.
1505, therein). Given a thrice differentiable function ϕ : Rk → R, we set

‖ϕ′′‖∞ = max
16i16i26k

sup
x∈Rk

∣∣∣∣∣
∂2

∂xi1∂xi2
ϕ(x)

∣∣∣∣∣ .

‖ϕ′′′‖∞ = max
16i16i26i36k

sup
x∈Rk

∣∣∣∣∣
∂3

∂xi1∂xi2∂xi3
ϕ(x)

∣∣∣∣∣ .

Proposition 3.12 Let the assumptions and notation of Theorem 3.10 prevail, and suppose that
B3(F

(n);σ) → 0, as n → ∞. Let Nn,i ∼ N (0, σ2i (n)), i = 1, ..., k, Then, for every thrice
differentiable function ϕ : Rk → R, such that ‖ϕ′′‖∞, ‖ϕ′′′‖∞ <∞, one has that

E[ϕ(F
(n)
1 , ..., F

(n)
k )]− E[ϕ(Nn,1, ..., Nn,k)] −→ 0, n→ ∞.

Proof. According to [21], the following estimate takes place:

|E[ϕ(F
(n)
1 , ..., F

(n)
k )]− E[ϕ(Nn,1, ..., Nn,k)]|

6
k

2
‖ϕ′′‖∞

√√√√
k∑

i,j=1

E[(σ2i (n)1i=j − 〈DFi,−DL−1Fj〉L2(µ))
2]

+
1

4
‖ϕ′′′‖∞

∫

Z
E



(

k∑

i=1

|DzFi|
)2( k∑

i=1

|DzL
−1Fi|

)
µ(dz),

so that the conclusion follows from (3.16).
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4 Random geometric graphs: from Gaussian to Pois-

son fluctuations

4.1 Framework

Our aim is now to tackle Problem 1.6. Throughout this section we shall work under the following
slightly more restrictive setting (we use the notation of Problem 1.6).

– For every λ > 0, the control measure of ηλ is µλ(dx) = λ × θ(dx), where θ is a σ-finite
non-atomic measure on (Z,Z ).

– The symmetric function g : W ×W → R is bounded (this assumption can be relaxed –
see the discussion below).

In the forthcoming Section 4.2, we will show that the normal approximation of the ran-
dom variables F (g,W ; ηλ, Hλ) (as defined in (1.2)) can be completely characterized in terms of
some diagonal restrictions of Cartesian products of the sets Hλ. Among several consequences,
this remarkable phenomenon implicitly provides a new geometric interpretation of contraction
operators.

Definition 4.1 (Sets with diagonal restrictions) Given the sets Hλ, λ > 0, defining the
random variables F (g,W ; ηλ, Hλ) and F̃ (g,W ; ηλ, Hλ), respectively in (1.2) and (1.3), we define
the following four sets

– H
(1)
λ := {(x1, x2, x3) ∈ Z3 : (x1, x2) ∈ Hλ, (x1, x3) ∈ Hλ} ⊂ Z3;

– H
(2)
λ := {(x1, x2, x3, x4, x5) ∈ Z5 : (x1, xi) ∈ Hλ, ∀i = 2, ..., 5} ⊂ Z5;

– H
(3)
λ = {(x1, x2, x3, x4) ∈ Z4 : (x1, x2) ∈ Hλ, (x2, x3) ∈ Hλ, (x3, x4) ∈ Hλ, (x4, x1) ∈

Hλ} ⊂ Z4;

– H
(4)
λ := {(x1, x2, x3, x4, x5) ∈ Z5 : (x1, x2) ∈ Hλ, (x2, x3) ∈ Hλ, (x3, x4) ∈ Hλ, (x4, x5) ∈

Hλ} ⊂ Z5.

We shall also use the following quantities, defined for every λ > 0:

(i)

V 2
λ (g) = V 2

1,λ(g) + V 2
2,λ(g)

:= 4λ3
∫

W 3∩H
(1)
λ

g ⋆01 g(x1, x2, x3)θ
3(dx1, dx2, dx3) + 2λ2

∫

W 2∩Hλ

g2(x1, x2)θ
2(dx1, dx2);

(ii) Aλ(g) = λ5/2
√∫

W 5∩H
(2)
λ

∏5
i=2 g(x1, xi)θ

5(dx1, ..., dx5);

(iii) Bλ(g) = λ2
√∫

W 4∩H
(3)
λ

g(x1, x2)g(x3, x4)g(x1, x4)g(x2, x3)θ4(dx1, ..., dx4);

(iv) Cλ(g) = λ3/2
√∫

W 3∩H
(1)
λ

g2(x1, x2)g2(x1, x3)θ3(dx1, dx2, dx3);
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(v) Dλ(g) = λ
√∫

W 2∩Hλ
g4(x1, x2)θ2(dx1, dx2);

(vi) Eλ(g) = λ5/2
√∫

W 5∩H
(4)
λ

g(x1, x2)g(x1, x3)g(x2, x4)g(x3, x5)θ5(dx1, ..., dx5).

The following expressions are obtained by setting g = 1:

(i’) V 2
λ (1) = V 2

1,λ(1) + V 2
2,λ(1) = 4λ3θ(W 3 ∩H(1)

λ ) + 2λ2θ2(W 2 ∩Hλ);

(ii’) Aλ(1) = λ5/2
√
θ5(W 5 ∩H(2)

λ );

(iii’) Bλ(1) = λ2
√
θ4(W 4 ∩H(3)

λ );

(iv’) Cλ(1) = λ3/2
√
θ3(W 3 ∩H(1)

λ );

(v’) Dλ(1) = λ
√
θ2(W 2 ∩Hλ);

(vi’) Eλ(1) = λ5/2
√
θ5(W 5 ∩H(4)

λ ).

4.2 General conditions and bounds

We start with a general estimate.

Theorem 4.2 (General bound for geometric graphs) Let the previous assumptions and
notation prevail, and let N ∼ N (0, 1). Then, there exists a universal constant C, not depending
on λ, such that, for every λ > 0,

dW (F̃ (g,W ; ηλ, Hλ), N) 6
C0

V 2
λ (g)

×max{Aλ(g), Bλ(g), Cλ(g), Dλ(g), Eλ(g)}. (4.24)

If the class {F̃ (g,W ; ηλ, Hλ)
4 : λ > 0} is uniformly integrable, then the RHS of (4.24) converges

to zero, as λ→ ∞, if and only if the CLT (1.3) takes place.

Proof. In what follows, we write Fλ = F (g,W ; ηλ, Hλ) and F̃λ = F̃ (g,W ; ηλ, Hλ) to simplify
the notation. Last and Penrose’s formula (2.10) implies that the random variable Fλ admits the
following chaotic decomposition

Fλ = E[Fλ] + I1(f1,λ) + I2(f2,λ) := E[Fλ] + F1,λ + F2,λ, (4.25)

where f1,λ(x) = 2λ
∫
Z 1{Hλ∩W×W}(x, y)g(x, y)θ(dy) and f2,λ(x1, x2) = 1Hλ∩(W×W )(x1, x2)g(x1, x2).

Routine computations imply then that

V 2
i,λ(g) = Var(Fi,λ), i = 1, 2. (4.26)

It follows that

F̃λ = I1(f1/Vλ(g)) + I2(f2/Vλ(g)).
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The upper bound (4.24) is now obtained by using (3.17), as well as the following relations, that
can be proved by a standard use of the Fubini Theorem:

4Aλ(g) = ‖f1,λ‖2L4(µλ)
,

Bλ(g) = ‖f2,λ ⋆11 f2,λ‖L2(µ2
λ
),

Cλ(g) = ‖f2,λ ⋆12 f2,λ‖L2(µλ),

Dλ(g) = ‖f2,λ‖2L4(µ2
λ
),

2Eλ(g) = ‖f1,λ ⋆11 f2,λ‖L2(µλ).

The last assertion in the statement follows from a direct application of Theorem 3.10.
✷

The next two statements provide simplified bounds in case one of the two elements of the
chaotic decomposition of F̃ (g,W ; ηλ, Hλ) converges to zero, as λ → ∞. The proof (which is
standard and left to the reader) uses (4.26) as well as the following basic estimate: if Q,R, S
are three random variables in L1(P ), then

dW (Q+R,S) 6 dW (R,S) + E[|Q|].

Proposition 4.3 (Dominating first chaos) If

V2,λ(g)

V1,λ(g)
→ 0, as λ→ ∞, (4.27)

then there exists a constant C1, independent of λ, such that, for λ large enough,

dW (F̃ (g,W ; ηλ, Hλ), N) 6 C1

{
V2,λ(g)

V1,λ(g)
+

1

V 2
1,λ(g)

×max{Aλ(g)}
}
. (4.28)

If the class {F̃ (g,W ; ηλ, Hλ)
4 : λ > 0} is uniformly integrable, then the RHS of (4.28) converges

to zero, as λ→ ∞, if and only if the CLT (1.3) takes place.

Proposition 4.4 (Dominating second chaos) If

V1,λ(g)

V2,λ(g)
→ 0, as λ→ ∞, (4.29)

then there exists a constant C2, independent of λ, such that, for λ large enough,

dW (F̃ (g,W ; ηλ, Hλ), N) 6 C2

{
V1,λ(g)

V2,λ(g)
+

1

V 2
2,λ(g)

×max{Bλ(g), Cλ(g), Dλ(g))}
}
. (4.30)

If the class {F̃ (g,W ; ηλ, Hλ)
4 : λ > 0} is uniformly integrable, then the RHS of (4.30) converges

to zero, as λ→ ∞, if and only if the CLT (1.3) takes place.
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4.3 Edge counting in stationary graphs

For the rest of the section, we fix an integer d > 1. For every λ > 0, we define the set
Qλ = [−1

2λ
1/d, 12λ

1/d]d. We now specialize the framework of the previous two sections to the
following setting

Z = Rd, W = Q1, g = 1, µλ = λℓ, (4.31)

where ℓ is the Lebesgue measure on Rd. We shall assume that, for every λ > 0, the symmetric
non-diagonal set Hλ has the form

Hλ = {(x, y) : x− y ∈ Hλ},

for some set Hλ verifying

ℓ(Hλ ∩Q1) > 0 (4.32)

For every λ > 0, we shall write

Fλ = F (1, Q1; ηλ, Hλ) and F̃λ = F̃ (1, Q1; ηλ, Hλ), (4.33)

where we used the notation introduced in (1.2)–(1.3). With this notation, each 1
2Fλ is a sta-

tionary U -statistic (see Definition 2.13), counting the number of edges in the stationary random
graph based on Hλ (see Definition 1.4). The chaotic decomposition of Fλ is written

Fλ = E[Fλ] + F1,λ + F2,λ,

where we have adopted the same notation as in (4.25). Since g = 1, Problem 1.6 becomes the
following: characterize all collections of sets {Hλ} such that the CLT (1.3) takes place, and

assess the rate of convergence in the Wasserstein distance.

Remark 4.5 For every λ > 0, one has the equality in law

Fλ
Law
=

∑

x,y∈η∩Qλ,x 6=y

1x−y∈Gλ
, λ > 0, (4.34)

where η is a random Poisson measure with Lebesgue intensity, and Gλ is a measurable subset
of Rd defined by the relation

Hλ = λ−1/dGλ, (4.35)

so that

ℓ(Gλ ∩Qλ) > 0. (4.36)

Remark 4.6 (Asymptotic equivalence notation) Given two mappings λ 7→ γλ, λ 7→ δλ,
we write γλ ≍ δλ if there are two positive constants C,C ′ > 0 such that Cγλ 6 δλ 6 C ′γλ for λ
sufficiently large. We write γλ ∼ δλ if δλ > 0 for λ sufficiently large and αλ/δλ → 1.

One of the main points developed in the present section is that the asymptotic Gaussianity
of the class {F̃λ} results can be effectively studied by using the occupation coefficient of Hλ,
defined as

ψ(λ) := ℓ(Hλ ∩Q1) =
ℓ(Gλ ∩Qλ)

ℓ(Qλ)
, λ > 0. (4.37)
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We also write Ŵ =W−W = Q2d and W̌ = Q1/2d (this is the largest set such that W̌−W̌ ⊆W )
and define, for λ > 0,

ψ̌(λ) := ℓ(Hλ ∩ W̌ ) =
ℓ(Gλ ∩Qλ/2d)

ℓ(Qλ)
, λ > 0, (4.38)

ψ̂(λ) := ℓ(Hλ ∩ Ŵ ) =
ℓ(Gλ ∩Q2dλ)

ℓ(Qλ)
, λ > 0. (4.39)

In order to obtain necessary and sufficient conditions for asymptotic normality, we will often
work under the additional assumption that

ψ̌(λ) ≍ ψ̂(λ). (4.40)

In this case, one has trivially that ψ̌(λ) ≍ ψ̂(λ) ≍ ψ(λ), and the value of ψ is only relevant up
to a fixed multiplicative constant.

Remark 4.7 (O-regularity) Assume that the geometric rule defined by Gλ does not depend
on λ, i.e.: Gλ = G for some fixed measurable set G, in such a way that each set Hλ is obtained
by rescaling G by a factor λ−1/d. Then, condition (4.40) is implied by the following stronger
assumption: ψ(aλ) ≍ ψ(λ) for every a > 0. In the terminology of [25, Section 2.2], this is
equivalent to saying that ψ is O-regular.

In view of using the bounds appearing in Theorem 4.2, we have the following crucial esti-
mates:

Theorem 4.8 Let the previous notation and assumption prevail, set Vi,λ(1) = Vi,λ, i = 1, 2, as
well as Aλ = Aλ(1), Bλ = Bλ(1), . . . , Eλ = Eλ(1) – see Section 4.1. The following estimates are
in order for every fixed λ > 0:

2−dψ̌(λ) 6 λ−2V 2
2,λ = 2λ−2D2

λ 6 2dψ̂(λ),

2−dψ̌(λ)2 6 λ−3V 2
1,λ = λ−3C2

λ 6 2dψ̂(λ)2,

2−dψ̌(λ)4 6 λ−5A2
λ 6 2dψ̂(λ)4,

λ−4B2
λ 6 2dψ̂(λ)3,

2−dψ̌(λ)4 6 λ−5E2
λ 6 2dψ̂(λ)4.

Proof. We introduce the changes of variables denoted by ϕ(i), i = 0, 1, 2, 3, 4, where

ϕ(0)(x1, x2) = (x1, u = x1 − x2),

ϕ(1)(x1, x2, x3) = (x1, u = x1 − x2, v = x1 − x3),

ϕ(2)(x1, x2, x3, x4, x5) = (x1, u = x1 − x2, v = x1 − x3, w = x1 − x4, z = x1 − x5),

ϕ(3)(x1, x2, x3, x4) = (x1, u = x1 − x2, v = x2 − x3, w = x3 − x4),

ϕ(4)(x1, x2, x3, x4, x5) = (x1, u = x1 − x2, v = x2 − x3, w = x3 − x4, z = x4 − x5).
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Using the notation introduced in Definition 4.1 we have

ℓ(W 2 ∩Hλ) =

∫

W 2

1x1−x2∈Hλ
dx1dx2 =

∫

ϕ(0)(W 2)
1u∈Hλ

dx1du,

ℓ(W 3 ∩H(1)
λ ) =

∫

W 3

1x1−x2∈Hλ
1x1−x3∈Hλ

dx1dx2dx3 =

∫

ϕ(1)(W 3)
1u∈Hλ

1v∈Hλ
dx1dudv,

ℓ(W 5 ∩H(2)
λ ) =

∫

W 5

1x1−x2∈Hλ1
1x1−x3∈Hλ

1x1−x4∈Hλ
1x1−x5∈Hλ

dx1dx2dx3dx4dx5

=

∫

ϕ(2)(W 5)
1u∈Hλ

1v∈Hλ
1w∈Hλ

1z∈Hλ
dx1dudvdwdz,

ℓ(W 4 ∩H(3)
λ ) =

∫

W 4

1x1−x2∈Hλ
1x2−x3∈Hλ

1x3−x4∈Hλ
1x4−x1∈Hλ

dx1dx2dx3dx4

=

∫

ϕ(3)(W 4)
1u∈Hλ

1v∈Hλ
1w∈Hλ

1u+v+w∈Hλ
dx1dudvdw,

ℓ(W 5 ∩H(4)
λ ) =

∫

W 5

1x1−x2∈Hλ
1x2−x3∈Hλ

1x3−x4∈Hλ
1x4−x5∈Hλ

dx1dx2dx3dx4dx5

=

∫

ϕ(4)(W 5)
1u∈Hλ

1v∈Hλ
1w∈Hλ

1z∈Hλ
dx1dudv.

Using the inclusions

W̌ 2 ⊆ ϕ(0)(W 2) ⊆ Ŵ 2,

W̌ 3 ⊆ ϕ(1)(W 3) ⊆ Ŵ 3,

W̌ 5 ⊆ ϕ(2)(W 5) ⊆ Ŵ 5,

ϕ(3)(W 4) ⊆ Ŵ 4,

W̌ 5 ⊆ ϕ(4)(W 5) ⊆ Ŵ 5,

and

1u∈Hλ
1v∈Hλ

1w∈Hλ
1u+v+w∈Hλ

6 1u∈Hλ
1v∈Hλ

1w∈Hλ
, u, v, w ∈ Rd,

we have

ℓ2(W̌ × (Hλ ∩ W̌ )) = 2−dψ̌(λ) 6 λ−2V 2
2,λ 6 ℓ2(Ŵ × (Hλ ∩ Ŵ )) = 2dψ̂(λ)

ℓ3(W̌ × (Hλ ∩ W̌ )2) = 2−dψ̌(λ)2 6 λ−3C2
λ 6 ℓ3(Ŵ × (Hλ ∩ Ŵ )2) = 2dψ̂(λ)2

ℓ5(W̌ × (Hλ ∩ W̌ )4) = 2−dψ̌(λ)4 6 λ−5A2
λ 6 ℓ5(Ŵ × (Hλ ∩ Ŵ )4) = 2dψ̂(λ)4

λ−4B2
λ 6 ℓ4(Ŵ × (Hλ ∩ Ŵ )3) = 2dψ̂(λ)3

ℓ5(W̌ × (Hλ ∩ W̌ )4) = 2−dψ̌(λ)4 6 λ−5E2
λ 6 ℓ5(Ŵ × (Hλ ∩ Ŵ )4) = 2dψ̂(λ)4

and the result follows.

The next statement is one of the main findings of the paper: it gives an exhaustive charac-
terization of the asymptotic behavior of Fλ, whenever (4.40) is in order.
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Theorem 4.9 Let {Hλ : λ > 0} be a family of subsets of Rd satisfying (4.32) and let ψ̌, ψ̂ be
defined according to (4.38)–(4.39). Assume in addition that (4.40) is satisfied, and consider a
random variable N ∼ N (0, 1). The quantities introduced in Section 4.1 satisfy the following
relations: there exist constants0 < k < K <∞, independent of λ, such that

V 2
1,λ

V 2
2,λ

≍ λψ(λ),
1

V 2
1,λ

Aλ ≍ λ−1/2, and

kmax(λ−1/2, (λ2ψ(λ))−1/2, λ1/2ψ(λ)) 6
1

V 2
2,λ

max(Bλ, Cλ, Dλ, Eλ)

6 Kmax(
√
ψ(λ), λ−1/2, (λ2ψ(λ))−1/2, λ1/2ψ(λ))).

Furthermore, one can choose K in such a way that the following properties (i)–(iii) are verified.

(i) If λψ(λ) → ∞, the first chaos projection F1,λ dominates and

Var(F1,λ) ∼ Var(Fλ) ≍ λ3ψ(λ)2 → ∞,

and

dW (F̃λ, N) 6 K λ−1/2.

(ii) If λψ(λ) ≍ 1,

Var(Fλ) ≍ Var(F1,λ) ≍ Var(F2,λ) ≍ λ,

and

dW (F̃λ, N) 6 K λ−1/2.

In this case one has also that, as λ→ ∞, the pair

(
F1,λ

Var(F1,λ)1/2
,

F2,λ

Var(F2,λ)1/2

)
,

converges in distribution to a two-dimensional Gaussian vector (N1, N2), such that Ni ∼
N (0, 1) and N1, N2 are independent.

(iii) If λψ(λ) → 0, then the second chaos projection F2,λ dominates,

Var(Fλ) ∼ Var(F2,λ) ≍ λ2ψ(λ),

and

dW (F̃λ, N) 6
K

λ
√
ψ(λ)

.

Moreover, one has that F̃λ converges in distribution to N if and only if λ2ψ(λ) → ∞ (or,
equivalently, Var(Fλ) → ∞).
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Proof of Theorem 4.9. Theorem 4.2 and assumption (4.40) yield

V 2
2,λ = 2D2

λ ≍ λ2ψ(λ)

V 2
1,λ = C2

λ ≍ λ3ψ(λ)2

A2
λ ≍ λ5ψ(λ)4

B2
λ 6 2dλ4ψ(λ)3

E2
λ ≍ λ5ψ(λ)4.

(i) We assume λψ(λ) → ∞. Applying (4.24), one deduces that

dW (F̃ , N) 6
1

V 2
1,λ

max(Aλ, Bλ, Cλ, Dλ, Eλ)

6
K
√
λ

λ3ψ(λ)2
max(λ2ψ(λ)2, λ3/2ψ(λ)3/2, λψ(λ), λ1/2ψ(λ)1/2)

6
K√
λ

for λ large enough. Notice that (4.28) does not yield a better bound because ψ(λ) 6 1.
(ii) Applying again (4.24), the conclusion is deduced from Point (i), because λψ(λ) > c for
some constant c > 0 and for λ large enough. The last statement at Point (ii) follows from an
application of Proposition 3.12.
(iii) Using (4.24) again yields

dW (F̃ , N) 6
1

λ2ψ(λ)
max(λ5/2ψ(λ)2, λ2ψ(λ)3/2, λ3/2ψ, λψ(λ)1/2)

6
K

λ
√
ψ(λ)

for λ large enough, because λψ(λ) → 0. To conclude the proof, we have to show that, if λ2ψ(λ)
does not diverge to infinity, then F̃λ does not converge in distribution to N . To prove this
negative result, one could apply the product formula (2.7) to prove that, whenever λ2ψ(λ) is
not diverging to infinity and is bounded away from zero, there exists a sequence λn, n > 1, such
that λn → ∞ and supnE[F̃ 6

λn
] < ∞, so that the desired conclusion is deduced from the last

part of Theorem 4.2 (the case when λ2ψ(λ) is not bounded away from zero can be dealt with by
a direct argument). However, the statement of the forthcoming Theorem 4.11 is much stronger,
and it is therefore not necessary to spell out the details of these computations.

Corollary 4.10 Assume that the geometric rule defined by Gλ (see (4.35)) does not depend on
λ, in such a way that Gλ = G for some fixed measurable set G. Assuming (4.40) (see Remark
4.7), one has that F̃λ converges in distribution to N ∼ N (0, 1), with a rate at most of the order
λ−1/2 with respect to dW .

Proof. We are in one of the following situations:

1. If G has finite positive Lebesgue measure, ψ̌(λ) ≍ ψ̂(λ) ≍ ℓ(G)/ℓ(Qλ) ≍ λ−1. It corre-
sponds to the case (ii) in Theorem 4.9, meaning the two chaoses codominate. It follows
that F̃λ converges to the normal law with a rate at most of the order of λ−1/2 with respect
to dW .
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2. If G does not have finite measure, λψ(λ) ≍ ℓ(G ∩ Qλ) → ∞ and we are in the situation
of Point (i) of Theorem 4.9, that is: the first chaos dominates. We therefore deduce that

dW (F̃λ, N) 6 Kλ−1/2,

for some K > 0, and the conclusion follows.

As announced, we shall now deal more thoroughly with the case where λ2ψ(λ) does not
diverge to infinity. In the proof of the next statement we shall use the following notation: if X
is a random variable with finite moments of every order, then we write {χm(X) : m > 1} to
indicate the sequence of its cumulants (see [19, Chapter 3] for an introduction to this concept).
For instance, χ1(X) = E[X], χ2(X) = Var(X), and so on.

Theorem 4.11 (Poisson approximations) Let the assumptions and notation of Theorem 4.9
prevail, and assume in addition that λψ(λ) → 0 and the mapping λ 7→ λ2ψ(λ) does not diverge
to infinity, as λ→ ∞. Then, for every sequence {λn} such that limn→∞ λn = ∞, there exists a
subsequence {n(k) : k > 1} such that the following properties (i)-(iii) hold.

(i) limk→∞Var(Fλn(k)
) = limk→∞Var(F2,λn(k)

) = 2c, where c is a nonnegative constant pos-
sibly depending on the subsequence {n(k)}, and we have used the notation (4.25).

(ii) If c = 0, then E[|F̃λn(k)
|] → 0, as k → ∞.

(iii) If c > 0, then F2,λn(k)
, and therefore Fλn(k)

− E[Fλn(k)
], converges in distribution to X =

2P (c/2), as k → ∞, where P (c/2) indicates a centered Poisson random variable with
parameter c/2.

In particular, the family {F̃λ} does not verify a CLT as λ→ ∞.

Proof. Since Var(Fλ) ∼ Var(F2,λ) ≍ λ2ψ(λ), Point (i) is immediately deduced from the Bolzano-
Weierstrass theorem. Point (ii) follows from a direct application of Campbell’s Theorem (see
[27, Theorem 3.1.3]), yielding that, as λ→ ∞,

E[Fλn(k)
]

Var(Fλn(k)
)1/2

≍ λn(k)

√
ψ(λn(k)) → 0.

We shall prove Point (iii) by using the method of cumulants. First of all, we observe that since
λ2n(k)ψ(λn(k)) is bounded and bounded away from zero, one has that V 2

1,λn(k)
≍ λ3ψ(λ)2 → 0,

that is: as k → ∞, the limits of F2,λn(k)
and Fλn(k)

− E[Fλn(k)
] coincide. We recall that the

law of the random variable X = 2P (c/2) is determined by its moments or, equivalently, by its
cumulants (see e.g. [19, pp. 42-43]). Standard computations imply that χ1(X) = 0 and, for
every m > 2, χm(X) = 2m−1c. Writing n = n(k) to simplify the notation, we are therefore left
to show that, for every m > 3,

χm(I2(f2,λn
)) −→ 2m−1c, (4.41)

where f2,λ is the kernel appearing in formula (4.25). Our proof of (4.41) is based on the use of
the so-called ‘diagram formulae’ for multiple Poisson integrals as stated in [19, Corollary 7.4.1]
(observe that this statement only deals with simple kernels: however, one can immediately extend
this result to our framework by using e.g. Surgailis [30, Theorem 3.1]). Fix m > 3, and introduce
the following notation and definitions. We shall write [2m] = {1, 2, ..., 2m} and indicate by π0
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the partition of [2m] given by π0 = {{1, 2}, {3, 4}, ..., {2m− 3, 2m− 2}, {2m− 1, 2m}}. Given a
partition π of [2m], we write |π| to indicate the number of blocks of π. The function (f2,λ)π, in
|π| variables, is obtained as follows: (1) consider the function

Φ(x1, ...., x2m) = f2,λ(x1, x2)× f2,λ(x3, x4)× · · · × f2,λ(x2m−1, x2m),

given by the juxtaposition ofm copies of f2,λ, and (2) identify two variables xi, xj in the argument
of Φ if and only if i and j are in the same block of π. According to [19, Corollary 7.4.1], one has
therefore that

χm(I2(f2,λn
)) =

∑

π∈Mm

λ|π|n

∫

(Rd)|π|

(f2,λn
)π dℓ

|π|,

where the symbol Mm stands for the class of those partitions π of [2m] satisfying the following
properties: (a) every block of π contains at least two elements, (b) given any two blocks b0 ∈ π0
and b1 ∈ π, the intersection b0 ∩ b1 contains at most one element, and (c) the diagram Γ(π0, π),
as defined in [19, Section 4.1], is connected in the sense of [19, p. 47]. There are exactly 2m−1

partitions π ∈ Mm such that |π| = 2, and for any such partition one has that

λ|π|n

∫

(Rd)|π|

(f2,λn
)π dℓ

|π| = ‖f2,λn
‖2L2((λnℓ)2)

−→ c.

On the other hand, if π ∈ Mm and |π| > 3, a change of variables analogous to the ones defined
in the proof of Theorem 4.8 yields that, for some constant C independent of n,

0 6 λ|π|n

∫

(Rd)|π|

(f2,λn
)π dℓ

|π|
6 C λ|π|n ψ(λn)

|π|−1 = C λ2nψ(λn)× (λnψ(λn))
|π|−2 → 0,

thus concluding the proof.

Remark 4.12 To the knowledge of the authors, two types of general results already existed
for such stationary Poissonian graphs U -statistics. In [26], the authors introduced the concept
of a U -statistic in the Poisson chaos and derived general results for local U -statistics, dealing
with compact sets Hλ, λ > 0, but possibly growing unboundedly. In the case where the kernel is
an indicator function, condition (4.40) is more general and covers all the cases, see for instance
Example 4.13 for a comparison. The other relevant literature concerns stabilization functionals,
as emphasized in Remark 1.8, where CLTs are proved for instance in [1], retrieving the results
of Theorem 4.9 in the case Gλ ⊆ K for some random compact set K ⊆ Rd with assumptions on
the decay properties of K.

4.3.1 Examples

We now present some explicit examples. The notation of Section 4.3 will prevail throughout this
section.

Example 4.13 (Disk graph) Assume

Gλ = B(0, rλ)

for some rλ > 0, meaning two points of η in Qλ are connected whenever their distance is
smaller than rλ. It yields ψ(λ) ≍ rdλ/λ (It is easy to verify that (4.40) is satisfied). Then F̃λ is
asymptotically normal iff λrdλ → ∞, and

dW (F̃λ, N) 6 Cλ−1/2max(1, r
−d/2
λ ).
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Remark 4.14 The authors of [26] have found after Th. 6.3. a variance of the order

max(λ3δ2dλ , λ
2δd) = max(λ3ψ(λ)2, λ2ψ(λ))

that corresponds exactly to the results of Th. 4.9 (δλ = λ−1/drλ = ψ(λ)1/d in their notation).
They obtained convergence to the normal law if δλ → 0 and λ4/3δdλ → ∞, whereas Example
4.13 yields a CLT whenever λ2ψ(λ) → ∞, dealing with the case δλ >> 0 and with the case
λ−1/d << δλ << λ−4/(3d), and gives a negative answer if δλ 6 Cλ−1/d for some C > 0.

Example 4.15 We present here examples of geometric stationary graphs with arbitrarily long
connections and behaviors spanning the whole spectrum of possibilities indicated in Theorem
4.9. In all cases, condition (4.40) is easily checked. We define G ⊆ R2 as in Fig. 1, symmetric
with respect to all axes, and consider different choices for f , a monotone function R∗

+ 7→ R∗
+.

We set Gλ = αλG with different values for αλ > 0. We refer the reader to Fig. 2 for results of
simulations, where different values for λ have been used.

(a) If f(x) = 1/x, αλ = 1, then λψ(λ) ≍ log(λ), whence there is a CLT with an upper bound
of the order of λ−1/2 (Situation (i) of Theorem 4.9), see Fig. 2a.

(b) If f(x) = 1/x2, αλ = 1, then λψ(λ) ≍ 1, whence there is a CLT with an upper bound of
the order of λ−1/2 (Situation (ii) of Theorem 4.9), see Fig. 2b.

(c) If f(x) = 1/x2, αλ = λ−1/4, then λψ(λ) ≍ λ−1/2, whence there is a CLT with an upper
bound of the order of λ−1/4 (Situation (iii) of Theorem 4.9), see Fig. 2c.

(d) If f(x) = 1/x, αλ = λ−1/2, then λψ(λ) ≍ log(λ)λ−1, whence there is a CLT with an upper
bound of the order of log(λ)−1 (Situation (iii) of Theorem 4.9), see Fig. 2d.

(e) f(x) = 1/x2, αλ = λ−1/2. According to Theorem 4.11, F̃λ converges in distribution to a
multiple of a Poisson random variable, see Fig. 2e.

In all cases, the convergence to a normal law goes hand in hand with the almost sure
convergence of the number of connections to infinity, and with the convergence of the variance
to infinity. In the case (d), the convergence is very slow, the number of connections behaves
asymptotically like a Poisson law with parameter log(λ), due to the long-range connections
within the point process. In the case (e), the asymptotic properties of Gλ do not yield long
range connections and the number of connections converges towards a Poisson-type limit.
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Figure 1: General form of Gλ = {(x, y) : |y| < |f(x)| and |x| < |f(y)|}.
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Figure 2a: λ = 25, λ = 150

Figure 2b: λ = 25, λ = 150

Figure 2c: λ = 25, λ = 75
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Figure 2d: λ = 10, λ = 50

Figure 2e: λ = 10, λ = 50
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5 Appendix: Malliavin operators on the Poisson space

We now define some Malliavin-type operators associated with a Poisson measure η, on the Borel
space (Z,Z ), with non-atomic control measure µ. We follow the work by Nualart and Vives
[17].

The derivative operator D.

For every F ∈ L2(P ), the derivative of F , DF is defined as an element of L2(P ;L2(µ)),
that is, of the space of the jointly measurable random functions u : Ω × Z 7→ R such that
E
[∫

Z u
2
zµ(dz)

]
<∞.

Definition 5.1 1. The domain of the derivative operator D, written domD, is the set of all
random variables F ∈ L2(P ) admitting a chaotic decomposition (1) such that

∑

k>1

kk!‖fk‖2L2(µk) <∞,

2. For any F ∈ domD, the random function z 7→ DzF is defined by

DzF =

∞∑

k>1

kIk−1(fk(z, ·)).
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The divergence operator δ.

Thanks to the chaotic representation property of η, every random function u ∈ L2(P,L2(µ))
admits a unique representation of the type

uz =

∞∑

k>0

Ik(fk(z, ·)), z ∈ Z, (5.42)

where the kernel fk is a function of k + 1 variables, and fk(z, ·) is an element of L2
s(µ

k). The
divergence operator δ(u) maps a random function u in its domain to an element of L2(P ).

Definition 5.2 1. The domain of the divergence operator, denoted by domδ, is the collection
of all u ∈ L2(P,L2(µ)) having the above chaotic expansion (5.42) satisfied the condition:

∑

k>0

(k + 1)!‖fk‖2L2(µ(k+1))
<∞.

2. For u ∈ domδ, the random variable δ(u) is given by

δ(u) =
∑

k>0

Ik+1(f̃k),

where f̃k is the canonical symmetrization of the k + 1 variables function fk.

As made clear in the following statement, the operator δ is indeed the adjoint operator of D.

Lemma 5.3 (Integration by parts) For every G ∈ domD and u ∈ domδ, one has that

E[Gδ(u)] = E[〈DG, u〉L2(µ)].

The proof of Lemma 5.3 is detailed e.g. in [17].

The Ornstein-Uhlenbeck generator L.

Definition 5.4 1. The domain of the Ornstein-Uhlenbeck generator, denoted by domL, is
the collection of all F ∈ L2(P ) whose chaotic representation verifies the condition:

∑

k>1

k2k!‖fk‖2L2(µk) <∞

2. The Ornstein-Uhlenbeck generator L acts on random variable F ∈ domL as follows:

LF = −
∑

k>1

kIk(fk).

The pseudo-inverse of L.

Definition 5.5 1. The domain of the pseudo-inverse of the Ornstein-Uhlenbeck generator,
denoted by L−1, is the space L2

0(P ) of centered random variables in L2(P ).

2. For F =
∑
k>1

Ik(fk) ∈ L2
0(P ) , we set

L−1F = −
∑

k>1

1

k
Ik(fk).
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