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Abstract

One of the advantages of the Discrete Wavelet Toams(DWT)
compared to Fourier Transform (e.g. Discrete Co3irasform
DCT) is its ability to provide both spatial and dreency
localization of image energy. However, WT coeffitie like
DCT coefficients, are defined by magnitude as vesll sign.
While algorithms exist for the coding of waveletefficients
magnitude, there are no efficient for coding ttegn. In this
paper, we propose a new method based on separttpyen
coding of sign and magnitude of wavelet coefficient The
proposed method is applied to the standard colsrr itrages
Lena, Peppers, and Mandrill. We have shown than sig
information of wavelet coefficients as well for theminance as
for the chrominance, and the refinement informatwithe
quantized wavelet coefficients may not be encodegdah
estimated probability of 0.5. The proposed metisoelvaluated;
the results obtained are compared to JPEG2000 &HHTS

(VLC) is used to compress the quantized coeffisiefhe
main drawbacks of JPEG are the blocking artifattew
bit rate. However, in JPEG2000, the image is deaseg
in wavelet domain without block splitting; only the case
where image dimensions are large (for example #éise of
JPEG2000 test images), the standard allows splittirage
in tiles for the efficient management of the spammory
in DWT computation. A lot of progress has been miade
wavelet based image compression [4], [5-8], [9,, D2-
14], [16-28], resulting in the realization of thEEXG2000
standard. One of the advantages of the DWT s ithat
provides both spatial and frequency localizatiorinadige
energy. The WT coefficients are defined by both
magnitude (absolute values of coefficients) andh.sign
most current wavelet image coding systems, thdidamefit

codec. We have shown that the proposed method hascoding of the sign of coefficients is accepted asde-off

significantly outperformed the JPEG2000 and SPIld@er as
well in terms of PSNR as in subjective quality. Wave proved,
by an original mathematical analysis of the entrofhat the
proposed method uses a minimum bit allocation i@ $ign
information coding.

Keywords. Color Image Compression, Wavelet Transform,
Entropy Coding, Sign, Magnitude

1. Introduction

for gains obtained through energy compaction wtiah
not give any information about the sign of the wate
coefficients. Moreover, in [4], the author stathat a
quantized coefficient is as much likely to be pesitand
negative. Only recently have some authors begun to
investigate the sign of wavelet coefficients in gmaoding
[13-14]. In [13], the authors have combined sigrd an
coefficient extrapolation in their approach. Thegvé
proposed the estimation of wavelet coefficient wikie
robability of the sign being positive or negative.[14],

Image compression is necessary for storage andnhe authors have assumed that the sign informdtioof
transmission in  multimedia  applications. In image \yavelet coefficients may be encoded with an estihat
compression, JPEG (based on DCT) [1] and JPEGAI00 [ propability of 0.5 and the same assumption is donéhe
(based on DWT technology) are the standards fdir sti refinement information bit. In this paper, we prep@ new

image. In DCT, the image is split in blocks of 8 yixels

method based on separate entropy coding of sign and

and the transform is applied to each block as anmagnitude of wavelet coefficients. The proposedsehis

independent sub-image and  Variable Le@ygding
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described in section 2. The experimental resultd an
discussions are presented in section 3. A matheahati
analysis of the proposed method is presented itiosed.
Finally, the conclusion is presented in section 5.

2. Coding of sign and magnitude of wavelet
coefficients
2.1 Description of the proposed method

Once the color image is decomposed in wavelet domai
we consider the coefficient as the data which gitves
types of information: the sign and the magnitudeavélet
coefficients are organized as a list of differenb-fands
which are horizontal low and vertical low frequesxi
(LL), horizontal low and vertical high frequenci@sH;),
horizontal high and vertical low frequencies (HL
horizontal high and vertical high frequencies (HWherei

is the scale level number. The sign may be eitegative

or positive; the magnitude information is the ahtml
value of the wavelet coefficient. The magnitude is
considered significant if its absolute value isajee or
equal to a predefined threshold T, similar to EZddec.

In EZW, this coefficient is encoded respectivelyhaPOS

or NEG symbol if it is positive or negative. Inrauethod,

a single symbol which we call Significant (8) usedto
encode the magnitude. We use two other symbolardir
UZT to encode the Zero Tree root and the UnZer@Tre
root respectively. ZT and UZT symbols may be comsd

as ZTR and 1Z symbols in EZW codec. In the firea-
bands Hl, LH1, and HH where the coefficients have no
child, the symbol Zero Coefficient ZC is used ta@he
the coefficients which are inferior to the threghorhree
types of information are considered in our method:

1) The magnitude information: a magnitude map
containing the symbol S is generated. The presehtiee
symbol S is indicated by the symbol ‘1’ and itsexizse by
the symbol ‘0'.

2) The sign information of wavelet coefficients: dur
method, the probability of the quantized wavelet
coefficients to be positive or negative is calcethatit-
plane by bit-plane. We have generated a sign maphwh

bit-plane by bit-plane, depending on the currenéghold
T. The probability of the quantized coefficientitelong to
the low interval [T, @271 [ or to the high

interval [ @/2T, 2T [ in the refinement processing is also

calculated bit-plane by bit-plane. If a quantizeefticient
is set in the high interval, the symbol ‘1’ is geated; if it
is set in the low interval, the symbol ‘0’ is geatd.

It is important to note these considerations:

1) The magnitude information of a given wavelet
coefficient may be significant or insignificant depuling
on the current threshold;

2) The refinement information is not unique foe ttame
wavelet coefficient because it may change. Depegndim
the current threshold, a given quantized coeffic{enthe
past and in the current bit-planes) may be sehénhigh
interval or in the low interval;

3) The sign information is unique for a given wate
coefficient since a coefficient is either positmenegative.
Since we are in the case of color image compressien
above considerations are applied on the luminandgué
chrominance Cb and red chrominance Cr coefficients.

2.2 Technical description of the implementation

In each sub-band and depending on the currenthiblices
T, we have developed an algorithm that generdtes t
different symbols described in section 2.1 whemghesaub-
band is transformed from coefficient matrix to atee of
symbols. Among the symbols described in the seid,
only the significance symbol, the sign symbol ahé t
refinement symbol are necessary for the reconsbruct
the image. Precisely, the presence of the symidoloBms
the decoder to reconstruct the magnitude of a feignit
coefficient using the value of the current thredhats
absence informs the decoder to reconstruct a freero
(symbol ZT) except for few coefficients which are
significant in this tree (symbol UZT). In the finesub-
bands (HL, LH;, and HH), the absence of the symbol S
informs the decoder to reconstruct the zeros.

To illustrate the execution of the algorithm, weowh
below the binary data symbols automatically gemretdibr
the Lena luminance (component Y), 512 x 512 pixels,

indicates the presence of a negative or a positivedecomposed in 5 scales for the first bit plane:

coefficient in HL, LH;, and HH sub-bands at scale The
presence of a positive significant coefficientridicated by
the symbol ‘O’ and the presence of negative sigaift
coefficient is indicated by the symbol ‘1".

3) The third information is the refinement of tipgantized
coefficients (quantization index). Since we haveduthe
scalar quantizer, the quantized wavelet coefficraay be
set in the low or in the high interval in the urterty
interval [T,ZT] where T is the current threshold. An

uncertainty intervaI[T, 2T ] is generated progressively,

0100000111111100010001111101111001000011110111@001011
01010001001011111111010100101111111001010010000112000
10001110001101000001001001111110000111100111100000001
11111001001100111101100000010011110110000011101000000
111111100100000011110000
a) Significant binary symbols (symbol S) automatigall
generated for the ldsub-band
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00000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000

00000000000000

b) Significant binary symbols (symbol S) automaticagnerated for the
HLs sub-band

00000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000

00000000000000

¢) Significant binary symbols (symbol S) automdtjcgenerated for the
LHs sub-band

00000000000000000000000000000000000000000000000000000

00000000000000000000000000000000000000000000000000000

00000000000000

d) Significant binary symbols (symbol S) automdticgenerated for the
HHs sub-band

00000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000
00000000000000

e) Sign binary symbols automatically generatedterLLs sub-band

00000000000000000000000000000011000000011000000000000
00000000100000000000000000000000001000000000100000010
00000100000001
f) Refinement binary symbols (quantization indexjomatically
generated for the ld sub-band

3. Experimental results and discussions
To evaluate the proposed method, three standaod st
images: Lena, Peppers and Mandrill, all 512 x 512 x
pixels are decomposed in the wavelet domain udieg t
biorthogonal 9/7 filter bank of Daubechies [11].véi
decomposition scales are performed. Magnitude, aigh
refinement information as well for the luminancea¥ for
the blue chrominance Cb and the red chrominancar€r
together entropy encoded using the arithmetic gpf80].
Firstly, we present the results of the online obsdr
probabilities of:
- the magnitude information of Y, Cb and Cr
described by the symbol S (fig.1);
- the positive and negative sign informations (fg.
to 4);
- the refinement information (fig. 5 to 7).
Secondly, we present the results in terms of Pégkabto
Noise Ratio (PSNR) in dB versus bit rate in bits pixel
(bpp) (fig. 8 to 10).

Thirdly, we present the decoded Lena, Peppers an

Mandrill images at 0.08 bpp (fig. 11).

Finally, we present a mathematical analysis of the

proposed method (fig. 12 to 14).
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Cr image of PEPPERS may not be used to encode the sign informatiorafiobit
planes contrarily to the work presented in [14]csirthe
o positive sign information is also provided by the
' approximation sub-band. Fig. 5 to 7 present the
08 B e = e hio NTERVAL probabilities of the quantized wavelet coefficiettdhe set
N = LOW INTERVAL in the low interval or in the high interval in thefinement
o processing. It appears that the refinement infaomabit
01§ may not be encoded with an estimated probability).5f
ol . . ; s 1 1 such as used in [14]. In these figures, we set ttie
bit plane number probabilities of the quantized wavelet coefficienfsthe
luminance and the chrominance images to be sékitotv
(®) interval or in the high interval in the refinemegmbcessing
Crimage of MANDRILL present symmetry with the probability value of 0%,
encoding the refinement information with the praligb
estimated of 0.5 is not accurate.
Some relevant questions may arise: for exampleethes
><J*’ e observations are image dependant? In an attenguistoer
T * @ to this question, we have deal with the other cd&st
images such as Boat, Goldhill, Barbara and we have
observed the same behavior.
Fig. 8 to 10 present the PSNR in dB versus bit irateit
vt sbi‘PIaJe e per pixel of Y, Cb and Cr for the three standartbictest
images: Lena, Peppers and Mandrill. The JPEG2000
(c) (jpeg2000 J2K-Tool) [15] and the SPIHT codec [5][29
are run for the same test images and the resudis ar
compared with our results. The PSNR in dB for Y, &bl
Cr is calculated by equation (1) where MSE (Meandsg
Error) is defined by equation (2).
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Fig.7 Observed probabilities of red chrominanceesfient information
versus bit-plane number: (a) Lena, (b) Peppersvia)drill

Fig. 1 presents the probabilities of the S symhiothe
luminance Y, the chrominance Cb and Cr; we observe )
from this figure that the probability to find sigicant pSNR:lmoglO[ziJ )(1
coefficient is less than 0.5. This indicates tkass|than 50 MSE

percent of the wavelet coefficients contribute lte best H L

reconstruction quality. MSE:LZZO Q,i)-1, j))z (2)
The interesting behaviors observed are the signthed HL = =1

refinement information of the luminance and the whereH andL are respectively the height and width of the

chrominance components. Fig. 2 to 4 show that thejmage: | and are respectively the original and the decoded
positive and negative sign information of the luarine, images.

the blue chrominance and red chrominance have aal eq
probability after few bit-plane numbers. From thes
figures, we can notice that wavelet coefficierrs @ot all 23
equally distributed in the positive and negativamdms a1 =
(particularly for the first bit-plane numbers); ghis due to
the presence of the approximation sub-band whene tis
no negative coefficient. However, some coefficieats
equally distributed in positive and negative doraaafter
few bit planes and it is due to the contributiontted high
frequency sub-band coefficients. The fact that the 27
probabilities to find negative significant and v 0 02 04 06 08 1
significant coefficients are almost equal to 0.fkemlfew bit rate in bpp

bit-plane numbers may be explained by the geizedhl
Gaussian distribution of the detail sub-bands of @
photographic images. So, the estimated probalifit9.5

55 | ~+—JPEG2000
EE] ——-0ur method
i SPIHT

PSNRin dB
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©

Fig. 8 PSNR versus bit rate in bpp for Lena: (a) luminayice
(b) Blue chrominance Cb, ( c) red chrominance Gr:roethod
compared to JPEG2000 and SPIHT codec
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Fig.11 Comparative subjective qualities of decoded L&®ppers and Mandrillat 0.08 bpp
Top left: Lena for our method, Top middle: LenaJ®EG2000, Top right: Lerfar SPIHT
Center left: Pepperffsr our method, Center middle: PeppfmsJPEG2000, Center right: Peppéar SPIHT
Bottom left: Mandrill for our method, Bottom middlelandrill for JPEG2000, Bottom right: Mandrill f@PIHT

Fig.11 presents the subjective qualities of Lereppers method gives significant gains in dB compared tmeo
and Mandrill decoded at 0.08 bpp for our method, fo recent published works [23, 24, 27, 28] for Lenagiey
JPEG2000 and for SPIHT codec. scale.

These results show that our method is competitiie w
JPEG2000 Tool as well in objective quality as in
subjective quality, and significant gains are atdi in
terms of PSNR in dB, particularly for the chrominan
components. We have also shown that the proposed
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4. Mathematical analysis of the entropy sign
coding

4.1 Analysis of the variations of the sign entropy
coding

To explain the performance of the proposed methea,
present the analysis of separate coding of sigirnmdtion.
Let us considei, the probability to find the significant
positive coefficient which we call &0OS event. A
significant negative coefficient is the complemeytaf the
POS event and is called thHEG event.POS and NEG
form a set of two events. Let us consiggPOS) and
p(NEG) the probabilities of thdPOS and NEG events
respectively. The probability density law allowseth
equation (3).

p(POS)+ p(NEG)=1 (3)
Where
p(POY)=x
{p(NEG):1—x @
With 0<x<1

In equation (4)x = 1 concerns the absence of negative

lim H(x)=0 ang im H(x)=0
X -0 X -1
x |0 0.5 1
f(x) + D -
H(x) 1
O/ \0

Fig.12 Variations of the entropy(x)

Fig.12 shows the variations of the entropy of tigns
information. Fig.13 is the graphical representatidrthe
entropy H(x) versus the probabilityx of the sign
information forx 1[0.00001 0.99994.

Fig.12 shows that the maximum value of the entripy
equal to one bit and for= 0.5; this means that the coast of
the positive and negative sign information codisgat
most one bit. Therefore, fox < 0.5 andx > 0.5, the
entropyH(x) is less than 1 bit. For examplexif 0.99999,

coefficients andx = 0 concerns the absence of positive H(x) = 0.00018 bit and ik = 0.00001 therH(x) =

coefficients. Let us consider the entragyof the positive
or negative sign information:

H(x) = -xlog,(x) if NEGis absent

H (x) = —(1— x)IogZ(l— x) if POSis absent
In this caseX = 1 orx = 0), the entropy of sign information
is equal to zero bit; this case is not interesting

Let us consider the case where x is neither equakto
nor equal to one, precisely< x <1; in this case th®0S

®)

and NEG invents are both present: it is the case where

both the low frequency subbands coefficients amrdhiigh
frequency subbands coefficients are superior orletpu
the current threshold. The entropy of the signrimfation

is given by equation (6).

H = ~xlog, (x)~ (1~ x)log, (1~ x) (6)
The entropyH depends of the probabilitx, we will
representH(x) using the neperian logarithm function and
the equation (6) is replaced by equation (7).
H(x) = B(- xIn(x) + xIn(1- x) - In(L- X)),
Where 8 =1/In(2)

Let us considerf(x), the first derivative ofH(x). This
function is given by equation (8).

£(9= 20 < pfin(1-)-1n(0) @

In equation (8), the first derivative of the entyopf the
sign informatiorf(x) is such that:

>0if x<05
f(x4=0if x=05

<0if x>05

(7)

0.00018 bit (we may notice the symmetrical behawabr
the entropy’s curve for x = 0.5). We may also de&t t
Fig.12 and 13 are in accordance with the resultsguted
from fig. 2 to fig. 4.

entropy in bit

N

0.4
probability  x

0.5

Fig.13 Entropy of positive and negative sign infation

We can see that the entropy cub) is concave and has
a maximum atx = 0.5. Mathematically, a functiokl(x) is
concave and has a maximum af if and only if

OIg—(x):o at this point ane(%<o. To prove this
X X

observation, let us considgfx) the second derivative of
the entropyH(x); this function is given by equation (9):
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_d2H(x) _df(x)_ -p
ol)= de  dx  x(1-x ©)
Fig.12 shows thatdlg—)(:() =0for x, =05and dZLZ(X) is

strictly negative becaus@<x<1 and8=1/In(2)>0 .
Then, the entropy behavior curve in figure 13
mathematically proved.

Figure 13 shows that the entropy of the image vedvel
coefficients sign coding may be modeled by the Ipalia
approximation, precisely by the second order patyiab
function. Let us consideP(x) the polynomial function,
defined by equation (10) whereis the probability of the
sign information

P(x) =gy +aX+a,x? 10}
The polynomial approximation will consist to detémm
ay, a;,and a,.If we consider figure 12, we can establish

three equations necessary for
a;, &, and a,. Let us considerx, =0, x =05, and

is

X, =1
P(x)=H(x)=0
Pq)=H(x)=1 (11)
P(Xz) =H (Xz) =0
a,=0
Then {053, + 0253, =1 (12)
at+ta,=0
The resolution of equation (12) gives
a,=0, & =4, and a,=-4 ; hence the parabolic

approximation function is given by equation (13).
P(x):4x—4x2
Fig.14 a shows that:
- in red curve the experimental result obtained for
Lena image;
- in blue curve the theoretical result obtained by
equation (7);
- in green curve the model result obtained by
equation (13).
Fig.14 b shows:
- in red curve the experimental result obtained for
Boat image;
- in blue curve the theoretical result obtained togy t
equation (7);

(13)

- in green curve the model result obtained by the

equation (13).

the determination of

05

,,,,,,,,,,,,,,,

experimental result for Lena
result obtained by equation (7) |}

entropy in bit

04

_______________

03 f result obtained by equation (13) |}

0.1 i i i Z Z
ot H H I H H H H H
0 01 03 04 05 06 07 08 09 1
probability x
(@

entropy in bit

] experimental result for Boat h
L result obtained by equation (7) 7% ST
03t i result obtained by equation (13) [} R
(1] B O A N S A R Y\
0 i S N [ Lol
0 0.1 03 04 0.5 0.6 07 08 09 1
probability x
(b)

Fig.14 Entropy of positive and negative sign infation and its model:
(a) for Lena, (b) for Boat

This analysis proves that a separate sign infoomati
coding requires a minimum bit budget. Consequefilya
same reconstruction quality, the proposed methas as
minimum bit allocation and it explains the perforroa in
terms of PSNR of our method over the JPEG2000 atadnd
and SPIHT codec. Therefore, the observation ofréigl2
to 4 is confirmed by this mathematical analysis.

5. Conclusion
We have proposed a new method based on separate
entropy coding of sign and magnitude of wavelet
coefficients. An algorithm is developed and the
probabilities of magnitude, sign and refinement
information are calculated online, bit-plane byfiane for
the luminance, blue chrominance, red chrominana# an
these data are entropy encoded using arithmetilngod
We show that the sign information of wavelet cadints
as well for the luminance as for the chrominance
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components may not be encoded by an estimated

probability of 0.5; the encoding of the sign infation of
wavelet coefficients using estimated probabilitydodd may
be used only after a few bit planes.

We also show that the refinement information
coefficients for the

probability of 0.5. In fact, the probabilities ¢fet quantized
wavelet coefficients of the luminance and the chinamce
components to be set in the low interval or in kigh
interval in the refinement processing present syimme
with the probability value of 0.5.

All the informations (magnitude, sign and refineien
are encoded using arithmetic coding. Three stancalia
images are compressed using our method. The JPBG20
Tool (jpeg2000 J2K-Tool) [15] and the SPIHT codec
[5][29] are run for the same test images. The olthi

results are compared to JPEG2000 standard tool and

SPIHT codec in terms of objective quality (PSNR} fo
Lena, Peppers, and Mandrill color test images.

The comparison is also done in terms of subjective

quality (visual quality) with JPEG2000 standardltaad

SPIHT codec for the same standard color test images

decoded at 0.08 bpp. We show that the proposedoaheth
outperforms the JPEG2000 standard tool and sigmific
gains in terms of PSNR in dB are obtained on JPBG20
Our method outperforms the SPIHT codec exceptHer t
chrominance of Pepperat high bit rate; however in
average, significant gains are obtained by our atktbn
SPIHT codec. The proposed method gives also Sigmifi
gains in dB compared to some recent published w@s
24, 27, and 28] for Lena in grey scale (the lumagan
component).

Furthermore, we have proposed an original
mathematical analysis which proves that the cohshe
sign information requires a minimum bit budget edition
and consequently, explains the performance in tesfs
PSNR obtained by our method on JPEG2000 and SPIH
codec. Finally, we have shown that it is possibleperate
the modeling of the positive and negative signsogyt by
a parabolic approximation.
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