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ABSTRACT

We propose a filtering technique which takes advantage of the
possibility of using a very low number of samples for both the
signal and the filter transfer function thanks to non-uniform
sampling. Following some previous work where we sampled
non-uniformly already existing filter transfer functions, we pro-
pose now to design directly new filters in the frequency domain.
They will be linear with respect to the log-scale. This approach
also leads to a summation formula which plays the role of the
discrete convolution for classical FIR filters, but with a very re-
duced number of samples which yields a good efficiency.

Keywords— Non-uniform sampling, filtering, filter design.

1. INTRODUCTION

Reducing the power consumption of mobile systems – such as
cell phones, sensor networks and many other electronic devices
– by one to two orders of magnitude is extremely challenging
but will be very useful to increase the system autonomy and re-
duce the equipment size and weight. In order to reach this goal,
this paper proposes a solution applicable to filtering which com-
pletely rethinks the signal processing theory and the associated
system architectures.

Today the signal processing systems uniformly sample ana-
log signals (at Nyquist rate) without taking advantage of
their intrinsic properties. For instance, temperature, pressure,
electro-cardiograms, speech signals significantly vary only dur-
ing short moments. Thus the digitizing system part is highly
constrained due to the Shannon theory, which fixes the sampling
frequency at least twice the input signal frequency bandwidth. It
has been proved in [5] and [6] that Analog-to-digital Converters
(ADCs) using a non equi-repartition in time of samples leads
to interesting power savings compared to Nyquist ADCs. A
new class of ADCs called A-ADCs (for Asynchronous ADCs)
based on level-crossing sampling (which produces non-uniform
samples in time) [2, 3] and related signal processing techniques
[1, ?] have been developed.

This work has been supported by a MathSTIC Project of the Grenoble Uni-
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A previous work [4] suggested an important change in the fil-
ter design consisting in sampling analog signals and filter trans-
fer functions non-uniformly in time and frequency respectively.
Instead of using predefined filters (e.g. Butterworth, Cheby-
shev,. . . ) which are designed to be uniformly discretized in
time, we define here directly new filters which are designed in
the loglog scale and originally thought to be used in the fre-
quency domain.

As in [4], non-uniform sampling leads to an important reduc-
tion of the weight-function coefficients. We can describe very
steep filters with an extremely low number of samples. Com-
bined with a non-uniform level-crossing sampling technique
performed by an A-ADC, this approach drastically reduces the
computation load by minimizing the number of samples and op-
erations, even if they are more complex.

2. PRINCIPLE AND NOTATIONS

For a large class of signal, non-uniform sampling leads to a
reduced number of samples, compared to a Nyquist sampling.
This feature has already been used in [1] to design non-uniform
filtering techniques based on interpolation. In this work the au-
thors however used a classical (uniform) filter, that is a usual
discretization in time of the impulse response.

Then we took advantage of the fact that the filter transfer
function (the Fourier transform of the impulse response) is a
very smooth function with respect to frequency, and chose to
sample the transfer filter in the Fourier domain and approximate
it using linear interpolation [4].

Now we go one level up in the the design of filters which are
usually calibrated in the loglog scale. We directly define the
filter as a linear by part function in the loglog scale.

The initial signals are supposed to be analog ones. The sig-
nal which we want to filter is given in the time domain and
is denoted by s(t). The filter transfer function is given in the
frequency domain and is denoted by H(ω). The result of the
filtering process x(t) is then theoretically the convolution of
s(t) with the impulse response h(t) which is the inverse Fourier



transform of H(ω):

x(t) =
∫ +∞

−∞
h(t− τ)s(τ)dτ, (1)

h(t) =
1

2π

∫ +∞

−∞
H(ω)e−iωtdω.

2.1. Signal sampling and linear interpolation

The input signal is sampled using a level crossing scheme yield-
ing samples (sn, δtn) consisting of an amplitude of the signal
(sn) and the delay (δtn) since the previous sample. Only the
form of these samples are important for the algorithm and not
the technique (level crossing) used to obtained them. To give
results or describe algorithms we will use the sample times de-
fined as tn = t0 +

∑n
1 δtn′ but computations will be performed

using only the time intervals δtn. We denote by In = [tn−1, tn]
the time intervals.

To approximate the theoretical integral formula (1), we form
a new analog function from the samples using linear interpola-
tion, which yields

s̄(t) =
∑
n

[an + bnt]χIn ,

where χIn denotes the indicator function of the interval In. The
coefficients an and bn can be expressed in terms of sn, sn−1, tn
and δtn.

In fact these formulae cover the piecewise constant case
(only take bn = 0) in three possible forms: constant on inter-
vals In or nearest neighbor interpolation, with a possible need
to modify the definition of tn and δtn in the algorithms.

2.2. Filter description in the loglog scale

Very often filter transfer functions are represented in the loglog
scale and show almost linear features in some parts. Let us
define a filter which is piecewise linear in this scale. Given
some an increasing sequence of frequencies ωk, we define the
frequency intervals Jk = [ωk−1, ωk]. Defining the filter in
the loglog scale consists in defining L(ω) = ln(H(ω)) as
a piecewise linear function of the variable ln(ω). More pre-
cisely, on the interval ” ln(Jk)”, L(ω) can be approximated by
L(ω) = λ0

k +λ1
k ln(ω) where the coefficients λ0

k and λ1
k are de-

fined in function of the amplitudes Hk and the frequencies ωk
by

λ1
k =

ln(Hk)− ln(Hk−1)
ln(ωk)− ln(ωk−1)

and λ0
k = ln(Hk)− λ1

k ln(ωk).

Comming back to the initial frequency domain, on interval Jk
we have an approximation on H(ω) by

H(ω) = exp(L(ω)) = exp(λ0
k + λ1

k ln(ω)) = exp(λ0
k)ωλ

1
k

= Hkω
−λ1

k

k ωλ
1
k = Hk

(
ω

ωk

)λ1
k

.

On the first interval ]−∞, ln(ω1)] the slope is necessarily zero:
λ1

1 = 0.

2.3. Digital filter

The digital filter then consists in computing (possibly) for all
time

x(t) =
∫ +∞

−∞
h̄(t− τ)s̄(τ)dτ,

h(t) =
1

2π

∫ +∞

−∞
H̄(ω)e−iωtdω.

To be able to have explicit formulae for the integrals, as we did
in [4] we need to have λ1

k ∈ Z. In this paper, we will deal more
precisely with low-pass filters and therefore choose negative
slopes (−λ1

k ∈ N). This is not very restrictive, and we are able
to fulfill most templates.

Now h(t) can be split as a sum of elementary impulse re-
sponses

∑K
k=1 hk(t). A first step to describe the algorithm is

therefore first to compute the hk(t) integrating over frequency
intervals. Then the convolution equals

x(t) =
∫ ∞
−∞

h(t− τ)s(τ)dτ

=
N∑
n=1

K∑
k=1

∫ tn

tn−1

hk(t− τ)(an + bnτ)dτ

=
N∑
n=1

{
(an + bnt)

K∑
k=1

hnk(t)− bn
K∑
k=1

ĥnk(t)

}
,

where we have to compute the integrals over time

hnk(t) =
∫ t−tn−1

t−tn
hk(τ)dτ and ĥnk(t) =

∫ t−tn−1

t−tn
hk(τ)τdτ.

The next section is devoted to the construction of the elemen-
tary contributions hnk(t) and ĥnk(t).

3. ELEMENTARY CONTRIBUTIONS

3.1. Elementary impulse responses

We first compute the elementary impulse responses hk(t):

hk(t) =
1

2π

∫ ωk

ωk−1

(
ω

ωk

)λ1
k

(Hke
iωt +H∗ke

−iωt) dω,

which reads as hk(t) = αkh
α
k (t) + βkh

β
k(t) where

hαk (t) =
∫ ωk

ωk−1

ωλ
1
k cos(ωt)dω,

hβk(t) =
∫ ωk

ωk−1

ωλ
1
k sin(ωt)dω

and αk = <(Hk)/πωλ
1
k

k and βk = =(Hk)/πωλ
1
k

k .



3.1.1. Computation of the elementary contributions

The filtered signal is therefore

x(t) =
N∑
n=1

(an + bnt)
K∑
k=1

(αkhαnk,mk
(t) + βkh

β
nk,mk

(t))

−
N∑
n=1

bn

K∑
k=1

(αkĥαnk,mk
(t) + βkĥ

β
nk,mk

(t)),

where, denoting mk = λ1
k

hαnk,mk
(t) =

∫ t−tn−1

t−tn

∫ ωk

ωk−1

ωmk cos(ωτ)dωdτ,

hβnk,mk
(t) =

∫ t−tn−1

t−tn

∫ ωk

ωk−1

ωmk sin(ωτ)dωdτ,

ĥαnk,mk
(t) =

∫ t−tn−1

t−tn

∫ ωk

ωk−1

ωmk cos(ωτ)τdωdτ,

ĥβnk,mk
(t) =

∫ t−tn−1

t−tn

∫ ωk

ωk−1

ωmk sin(ωτ)τdωdτ.

We notice that it will be possible using the difference operator

∆n,k(t)(f(τ, ω)) = f(t− tn, ωk)− f(t− tn−1, ωk)
−f(t− tn, ωk−1) + f(t− tn−1, ωk−1).

With this notation

hαnk,mk
(t) = ∆n,k(t)(fαmk

(τ, ω)),

hβnk,mk
(t) = ∆n,k(t)(fβmk

(τ, ω)),

ĥαnk,mk
(t) = ∆n,k(t)(f̂αmk

(τ, ω)),

ĥβnk,mk
(t) = ∆n,k(t)(f̂βmk

(τ, ω)).

We easily compute the values for mk = 0

fα0 (τ, ω) = −Si(ωτ),

fβ0 (τ, ω) = −Cin(ωτ),

f̂α0 (τ, ω) = τ cosc(ωτ),

f̂β0 (τ, ω) = τ sinc(ωτ),

andmk = 1 (where ω cannot be zero since the first filter sample
corresponds to m1 = 0)

fα1 (τ, ω) =
1
ω

[sin(ωτ)− ωτ Ci(ωτ)],

fβ1 (τ, ω) =
1
ω

[− cos(ωτ)− ωτ Si(ωτ)],

f̂α1 (τ, ω) =
1

2ω2
[cos(ωτ) + ωτ sinc(ωτ ]− ω2τ2 Ci(ωτ)),

f̂β1 (τ, ω) =
1

2ω2
[−ωτ cos(ωτ) + sin(ωτ)− ω2τ2 Si(ωτ)].

The formulae uses special functions. Besides the well
known sine cardinal sinc(x) = sin(x)/x and cosine cardinal

cosc(x) = (cos(x)−1)/x function, there are also the less com-
mon sine integral function defined by

Si(x) =
∫ x

0

sin(y)
dy

y
,

and cosine integral functions

Ci(x) = −
∫ ∞
x

cos(y)
dy

y
,

Cin(x) =
∫ x

0

(1− cos(y))
dy

y
.

To attain larger m, we can (a) derive similar formulae for
all m ∈ N or (b) decompose every integer slope filter, in prod-
ucts of filters with slopes 0 or −1. Choice (b) is simpler to
implement since you only have to implement simple filters and
sequence them. Choice (a) is more computationally efficient.

A simple calculation shows that the elementary contributions
can be derived thanks to induction. This is given by formula
(2). In this formula F (x) = Si(x) and G(x) = Ci(x) if m is
even and F (x) = Ci(x) and G(x) = Si(x) is m is odd. The
coefficients Pm(x), Qm(x), P̂m(x), Q̂m(x) are polynomials,
and Cm = m! and Ĉm = (m − 1)!(m + 1) are integers. The
polynomials are computed via induction:

Pm(x) = xQm−1(x),
Qm(x) = (m− 1)!− xPm−1(x),
P̂m(x) = (m− 1)! + xPm(x),
Q̂m(x) = xQm(x).

4. EXAMPLE

To show the filtering results via this algorithm we use a
frequency-sweep input signal

s(t) = 0.9(cos(2πt2) + 1).

This signal is plotted with the solid line in Figure 1. The signal
has first been sampled using a 3-bit asynchronous analog to dig-
ital converter with [0, 1.8] range which performs level crossing
sampling, yielding the 88 samples plotted with stars in Figure 1.
Two different filters have been applied. The cut-off frequency is
ω1 = 4π, and we define a -5 slope for the first filter between ω1

and ω2 = 30π and -10 for the second filter. The result is plotted
on Figure 1. As awaited when the cut-off frequency is reached
the subsequent signal is more damped with the order 10 filter.

5. CONCLUSION

As in [4], we have defined a filtering technique for non-uniform
signals which involves a sampled filter in the frequency domain.
To sample the signal we needed about 10 samples to sample cor-
rectly a filter in [4], where the filter was supposed to be linear in
frequency. Here we suppose linearity but in the log scale both in
amplitude and frequency. This corresponds to usual definitions



fαm(τ, ω) =
1

Cmωm

(
Pm(ωτ) cos(ωτ) +Qm(ωτ) sin(ωτ)− (−1)[m/2]ωmτmF (ωτ)

)
,

fβm(τ, ω) =
1

Cmωm

(
−Qm(ωτ) cos(ωτ) + Pm(ωτ) sin(ωτ) + (−1)[(m+1)/2]ωmτmG(ωτ)

)
,

f̂αm(τ, ω) =
1

Ĉmωm+1

(
P̂m(ωτ) cos(ωτ) + Q̂m(ωτ) sin(ωτ)− (−1)[m/2]ωm+1τm+1F (ωτ)

)
,

f̂βm(τ, ω) =
1

Ĉmωm+1

(
−Q̂m(ωτ) cos(ωτ) + P̂m(ωτ) sin(ωτ) + (−1)[(m+1)/2]ωm+1τm+1G(ωτ)

)
.

(2)

Fig. 1. Filtering of a frequency-sweep signal. Initial continuous
signal: solid line; non-uniform samples: stars; filtered signal
with an order 5 filter: dashed line; filtered signal with an order
10 filter: dotted line.

of templates for filter design. Besides, this enables to correctly
represent a low pass filter with two frequency samples as in our
example. This induces a reduction of the complexity in the al-
gorithm and therefore a reduction of the activity and consump-
tion in future hardware implantations, making such an approach
suitable for mobile applications.

In the MATLAB implementation used to produce the exam-
ple, the order of the filter has a very low impact on the complex-
ity of the algorithm, since the evaluation of the sine integrals and
cosine integrals are very penalizing. Using a look-up table for
these evaluations should prove useful for this implementation
and absolutely necessary for an hardware implantation. Even
with this problem fixed, the extra-complexity of a high-order
filter compared to a low-order one lies only in the evaluation
of the polynomials in (2). Computing with high-order filters
is therefore affordable for practical applications, all the more
as we have a very low number of non-uniform time samples to
process.
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