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Abstract 
 

In this paper, we propose an innovative approach to robustly and accurately detect 
Alzheimer’s disease (AD) based on the distinction of specific atrophic patterns of anatomical 
structures such as hippocampus (HC) and entorhinal cortex (EC). The proposed method 
simultaneously performs segmentation and grading of structures to efficiently capture the 
anatomical alterations caused by AD. Known as SNIPE (Scoring by Non-local Image Patch 
Estimator), the novel proposed grading measure is based on a nonlocal patch-based frame-
work and estimates the similarity of the patch surrounding the voxel under study with all the 
patches present in different training populations. In this study, the training library was 
composed of two populations: 50 cognitively normal subjects (CN) and 50 patients with AD, 
randomly selected from the ADNI database. During our experiments, the classification 
accuracy of patients (CN versus AD) using several biomarkers was compared: HC and EC 
volumes, the grade of these structures and finally the combination of their volume and their 
grade. Tests were completed in a leave-one-out framework using discriminant analysis. First, 
we showed that biomarkers based on HC provide better classification accuracy than 
biomarkers based on EC. Second, we demonstrated that structure grading is a more powerful 
measure than structure volume to distinguish both populations with a classification accuracy 
of 90%. Finally, by adding the ages of subjects in order to better separate age-related 
structural changes from disease-related anatomical alterations, SNIPE obtained a 
classification accuracy of 93%.  
 
Keywords: hippocampus, hippocampus volume, hippocampus grading, patient’s 
classification, nonlocal means estimator, Alzheimer’s disease, entorhinal cortex. 

1. Introduction 
 

The atrophy of medial temporal lobe structures, such as the hippocampus (HC) and entorhinal 
cortex (EC), is potentially specific and may serve as an early biomarker of Alzheimer’s disease 

                                                
* Data used in the preparation of this article were obtained from the Alzheimer's Disease Neuroimaging Initiative 
(ADNI) database (www.loni.ucla.edu/ADNI). As such, the investigators within the ADNI contributed to the design and 
implementation of ADNI and/or provided data but did not participate in analysis or writing of this report. ADNI 
investigators include (complete listing available at www.loni.ucla.edu/ADNI/Collaboration/ADNI Author ship list.pdf). 
 



(AD) (Frisoni et al., 2010). In particular, atrophy of the HC and the EC can be used as a marker of 
AD progression since changes in these structures are closely related to changes in cognitive 
performance of the subject (Frisoni et al., 2010). The evaluation of structure atrophy is usually 
estimated by volumetric studies on anatomical MRI, requiring a segmentation step that can be very 
time consuming when done manually. This limitation can be overcome by using automatic 
segmentation methods. 

 
In recent years, numerous methods have been proposed to automatically segment the hippocampus 
(Barnes et al., 2008; Bishop et al., 2011; Chupin et al., 2009b; Collins and Pruessner, 2010; Coupe 
et al., 2011b; Gousias et al., 2008; Khan et al., 2011; Lotjonen et al., 2010; Morey et al., 2009; Pohl 
et al., 2007; van der Lijn et al., 2008; Wang et al., 2011). Among these methods, several have been 
used to classify AD patients using HC volume (Chupin et al., 2009a; Colliot et al., 2008; Morra et 
al., 2010; Mueller et al., 2010). Despite the high segmentation accuracy of the new HC segmentation 
approaches, using the HC volume enables a separation between AD and cognitively normal (CN) 
subjects with a success rate only around 72-74% over the entire Alzheimer's Disease Neuroimaging 
Initiative (ADNI) database (Cuingnet et al., 2010). This limited capability to classify AD patients 
using the HC volume only, may be due to a simplification of the complex atrophy patterns to a 
volume - a simple scalar. Recently, several shape analysis methods have been proposed (Csernansky 
et al., 2005; Gerardin et al., 2009; Gutman et al., 2009) to capture detailed HC structural 
modifications in order to obtain a more accurate classification. At 77% in the comparison proposed 
by Cuingnet et al. (2010), the approach proposed in Gerardin et al. (2009) yields slightly better 
classification than a volumetric approach. Therefore, development of new methods capable of 
estimating subtle anatomical modifications of HC appears to be a critical point to obtain better 
classification rate. Longitudinal approaches to the AD classification problem have also been 
investigated by estimating the HC atrophy rate over time (Henneman et al., 2009; Wolz et al., 2010). 
In Wolz et al. (2010), the authors reported a correct classification rate of 82% on 568 images of the 
ADNI dataset. However, this type of approach requires several time-points for a given patient. 
Finally, an emerging method is to segment subfields of the hippocampus (Van Leemput et al., 2009; 
Yushkevich et al., 2010). This approach seems promising since it is potentially able to detect more 
detailed atrophic patterns. However, ultra-high resolution MRI is required, which is not yet the 
standard in clinical practice and thus limits the practical applicability of this approach for the 
moment. 

 
The EC volume has also been investigated as a possible biomarker to detect AD (Devanand et al., 
2007; Du et al., 2001; Frisoni et al., 1999; Juottonen et al., 1999; Xu et al., 2000). EC atrophy seems 
to appear slightly earlier in AD progression than HC atrophy, and thus could be used as a more 
specific biomarker in the initial stages of the disease (Frisoni et al., 2010). However, the high inter-
subject variability of the EC and the difficulty to define EC boundary in anatomical MRI make 
volumetric studies on EC very challenging (Juottonen et al., 1999; Kenny et al., 2008; Xu et al., 
2000). Therefore, studies based on EC volume have been limited to comparison of manual 
segmentations. Patient classification accuracy using EC volume greatly varies according to the 
dataset, from 67% (Frisoni et al., 1999) up to 87% (Juottonen et al., 1999). Depending on the study, 
EC volume can be more sensitive than HC volume to separate CN versus AD (Juottonen et al., 
1999), less sensitive (Frisoni et al., 1999) or similarly sensitive (Devanand et al., 2007; Xu et al., 
2000). As noticed in Xu et al. (2000), it seems that the theoretical advantage of EC measurements 
over HC measurements is adversely impacted by the difficulty to segment EC due to the ambiguity 
in defining its boundary in MRI. The development of automatic methods to segment EC is 
challenging. However, an accurate and consistent EC segmentation method could have an important 



impact on the use of this structure on large datasets and in a more systematic manner within the 
study of AD. 
 

In this paper, we propose a new approach designed to address the two problems described 
earlier: i) to obtain a more detailed detection of structural changes caused by the disease and ii) to 
perform the automatic segmentation of complex structures such as EC. Inspired by work in image 
denoising (Buades et al., 2005; Coupe et al., 2008), we have recently proposed a new nonlocal 
patch-based label fusion method to segment anatomical structures (Coupe et al., 2011b). By taking 
advantage of pattern redundancy present within the subject’s image, as well as the redundancy 
across training subjects, the nonlocal means scheme enables robust use of a large number of samples 
during estimation. In Coupé et al. (2011b), we applied this approach to label fusion for the 
segmentation of anatomical structures such as HC of healthy subjects and lateral ventricles of 
patients with AD. In this paper, we propose an extension of this patch-based segmentation method in 
order to evaluate the similarity (in the nonlocal means sense) of the intensity content of one MRI 
compared to several training populations. By using training populations with different clinical status 
(e.g., healthy CN subjects and patients with AD), a nonlocal means estimator is used to evaluate the 
proximity (i.e., the grade of the disease or the degree of anatomical change consistent with disease in 
the case of AD) of each voxel of the MRI under study compared to the training populations (see Fig. 
1). Since the grade estimation and the label fusion steps require the same patch comparison step, 
simultaneous segmentation and grading of the studied structure can be achieved in one pass without 
extra computation. In SNIPE, the nonlocal patch-based comparison is used to i) efficiently fuse the 
labels of MRI in a training database in order to segment EC and HC, and simultaneously to ii) 
aggregate the clinical status of the populations constituting the training database in order to detect 
the presence (or not) of the disease. Finally, the average grading value obtained over the segmented 
structures is proposed as a new biomarker to estimate the clinical status of the subject under study as 
a potential computerized aid to diagnosis. The contributions of the paper are: i) the introduction of 
an innovative approach to better characterize the patterns of structural modification caused by the 
disease (e.g., anatomical changes such as atrophy in case of AD) through the new concept of 
grading, ii) the presentation of a method to automatically and simultaneously perform the 
segmentation and the grading of EC and HC, and iii) the demonstration that the proposed approach 
can be used as a novel biomarker to efficiently achieve patient classification in the context of AD. 

 

2. Materials and Methods 

2.1 Method overview 
 

• The nonlocal means estimator:  
 
The nonlocal means filter was first introduced by Buades et al. (2005) for the purpose of image 
denoising. In nonlocal means-based approaches (Buades et al., 2005; Coupe et al., 2008), the patch 
P(xi) surrounding the voxel xi under study is compared with all the patches P(xj) of the image Ω (or a 
subpart of the image) whatever their spatial distance to P(xi) (i.e., this is the meaning of the term 
“nonlocal”). According to the patch similarity between P(xi) and P(xj), estimated by the sum of 
squared differences (SSD) measure, each patch receives a weight w(xi, xj):  
 

 

 
(1) 



 
where ||.||2 is the L2-norm computed between each intensity of the elements of the patches P(xi) and 
P(xs,j), and h2 is the smoothing parameter of the weighting function. This weighting function is 
designed to give a weight close to 1 when the SSD is close to zero and a weight close to zero with 
the SSD is high. Finally, all the intensities u(xj) of the central voxels of the patches P(xj) are 
aggregated through a weighted average using the weights w(xi, xj). In this way, the denoised 
intensity û(xi) of the voxel xi can be efficiently estimated: 
 

 
 

(2) 

 
Despite its simplicity, the nonlocal means filter has been demonstrated to have excellent denoising 
performance. This filter is currently one of the most studied denoising filters and many 
improvements have been proposed since its introduction (see Buades et al. (2010) for a review of 
these improvements). The efficiency of the nonlocal means filter relies on two intuitive aspects: the 
pattern redundancy present in an image (i.e., its self-similarity) and the robust detection of samples 
derived from the same population by using local context (i.e., patch-based comparison):  
 

- First, to improve the accuracy of an estimator, it is possible to reduce the committed error 
by increasing the number of involved samples. By using an infinite number of samples 
derived from the same population, the error theoretically converges to zero. To drastically 
increase the number of samples used, the nonlocal means filter takes advantage of the 
redundancy of information by using all the similar voxels present over the entire image. 
 
- Second, to ensure that the used samples are derived from the same population, the 
surrounding neighbor of a voxel can be used to robustly detect similar realizations of the 
same process. In the nonlocal means approach, this task is achieved by patch-based 
comparison using SSD. Two voxels with similar surrounding patches are considered as 
similar and to belong to the same population. More precisely, the nonlocal means filter 
performs patch comparison to estimate the degree of the similarity between two voxels. This 
way, each involved sample has a weight (see Eq. 1) reflecting its relevance.    

 
Finally, a simple weighted average (see Eq. 2) is used to aggregate the samples according to their 
relevance. This way, the resulting estimator embodies the two interesting qualities described above: 
to build on a large number of samples and to ensure that the involved samples are derived from the 
same population.  
 

• From denoising to segmentation:  
  
In Coupé et al. (2010, 2011b), we were the first to introduce the nonlocal means estimator in the 
context of segmentation by averaging labels instead of intensities. By using a training library of N 
subjects, whose segmentations of structures are known, the weighted label fusion is estimated as 
follows:      
  

 
 

(3) 

 



where l(xs,j) is the label (i.e., 0 for background and 1 for structure) given by the expert to the voxel 
xs,j at location j in training subject s. It has been shown that the nonlocal means estimator v(xi) 
provides a robust estimation of the expected label at xi. With a label set of {0,1} voxels with value 
v(xi)≥0.5 are considered as belonging to the considered structure and the remaining voxels as 
background.  
 
In Coupé et al. (2010, 2011b), we showed that accurate segmentations of anatomical structures can 
be obtained using this simple patch-based label fusion framework. In addition, to take advantage of 
the self-similarity of the image as done for denoising, the nonlocal label fusion also relies on inter-
subject anatomical consistency. Therefore, many similar patches (self-similarity) can be found in 
every training subject (inter-subject consistency), thus improving the final estimation. Finally, 
compared to atlas-based methods using nonlinear registration, the nonlocal patch-based approach 
has the advantage of better handling the inter-subject variability problem. Contrary to the one-to-one 
correspondence assumed by nonlinear warping methods between the source and the target image, 
the nonlocal means estimator makes it possible to deal with one-to-many mappings, which better 
captures the link between subjects’ anatomies. This interesting aspect of the nonlocal means 
estimator has been used to improve video super-resolution without explicit estimation of inter-frame 
motion (Protter et al., 2009; Takeda et al., 2009). 
 

• From segmentation to grading: 
 
In this paper, we propose to extend this segmentation method to efficiently aggregate clinical status 
(CN or AD) in order to estimate the proximity (in the nonlocal means sense) of each voxel 
compared to both populations constituting the training library (see Fig. 1). To achieve this goal, we 
introduce the new concept of patch-based grading that reflects the similarity of the patch 
surrounding the voxel under study with all the patches present in the different training populations. 
In this way, the neighborhood information is used to robustly drive the search of anatomical patterns 
that are specific to a given subset of the training library. When the training populations include data 
from subsets of subjects in different clinical states, this approach provides an estimation of the grade 
(i.e., degree of closeness to one group or another) for each voxel: 
 

 
 

(4) 

 
where ps  is the clinical status of the training subject s. In our case, ps=-1 was used for AD status and 
ps=1 for CN status. A negative grading value (respectively, a positive grading value) g(xi) indicates 
that the neighborhood surrounding xi is more characteristic of AD than CN (respectively, of CN than 
AD) (see Fig. 2). The absolute value |g(xi)| provides the confidence given to the grade estimation. 
When |g(xi)| is close to zero, the method indicates that the patch under study is similarly present in 
both populations and thus is not specific to one of the compared populations and provides little 
discriminatory information. When |g(xi)| is close to 1, the method detects a high proximity of the 
patch under study with the patches present in one of the training populations and not in the other. 
Finally, for each subject, an average grading value is computed over all voxels in the estimated 
structure segmentation (i.e., for all xi with v(xi)≥0.5) for each side (e.g., 

! 

g HC " left
 or 

! 

g EC "right
). Since the 

grading and the segmentation involve the same patch comparison step, these structures are extracted 
at the same time that their grade is estimated (see Fig. 2).  
 



Several strategies can be used to fuse the average grading of the studied structures.  First, each side 
of the structure can be used separately. Second, it is possible to assign the same weight to the left 
and right HC and EC (e.g., 

! 

g HC = (g HC " left + g HC "right ) /2 ). This strategy of fusing both sides to be more 
robust to segmentation inaccuracy was used by Chupin et al. in a volumetric study (Chupin et al., 
2009a). During our experiments, we found that these two strategies provided similar results for HC 
and EC. However, for the HC-EC complex, the best strategy was to compute left and right average 
grading values over HC-EC segmentation (what gives more importance to HC) and then to use the 
mean of both sides (

! 

g HCEC = (g HCEC " left + g HCEC "right ) /2). Therefore, we decided to present all the results using 
the second strategy. 
 

2.2 Training library construction 
 
 

• Datasets 
 

In this study, the ADNI database (www.loni.ucla.edu/ADNI) was used to validate the proposed 
approach. This database contains both 1.5T and 3.0T T1-w MRI scans. For our experiments, we 
randomly selected 120 MRI scans, 60 1.5T MRI baseline scans of CN subjects and 60 1.5T MRI 
baseline scans of patients with AD.  
 

 
• Preprocessing 
  

All the selected images were preprocessed as follows: 1) correction of inhomogeneities using N3 
(Sled et al., 1998), 2) registration to the stereotaxic space using a linear transform to the ICBM152 
template (1x1x1 mm³ voxel size) (Collins et al., 1994) and 3) cross-normalization of the MRI 
intensity using the method proposed in Nyul and Udupa (2000). After preprocessing, all the MRIs 
are coarsely aligned (linear registration), tissue intensities are homogeneous within each MRI 
volume (inhomogeneity correction) and across the training database (intensity normalization) (see 
Fig. 1). 
 

 
• Label propagation 

 
From the 120 processed MRI scans, 20 scans (10 CN and 10 AD) were randomly selected to be used 
as seed dataset for segmentation. The HC and the EC of this seed dataset were manually 
segmented by following the protocol defined in (Pruessner et al., 2002). The manual segmentations 
of the seed dataset were then propagated to the 100 remaining scans constituting our test dataset 
using the method described in (Coupe et al., 2011b). After the segmentation propagation step, the 
test dataset was composed of 100 MRI (50 CN subjects and 50 patients with AD) with their 
corresponding automatic segmentations (see Fig. 1). In our test dataset, the average age of the 
populations is 74.8 (±4.8) for CN and 74.9 (±6.4) for AD. The age for the two populations is not 
significantly different (p=0.36, unpaired t-test). In addition, the Mini Mental State Evaluation 
(MMSE) is 29.1 (±1.2) for CN and 23.2 (±2.0) for AD. 
 



2.3 Implementation details 
 
In all experiments described here, the optimal parameters empirically found in Coupé et al. (2011b) 
for HC segmentation have been used and thus the patch size was fixed to 7x7x7 voxels and the pre-
selection threshold set to th=0.95.  
 
As done in Coupé et al. (2011b), Ω was replaced by a cubic volume Vi centered on xi . First, this 
strategy to use a semi-local paradigm instead of a fully nonlocal paradigm makes the processing 
computationally practical. In the denoising literature, this approach is used in the majority of the 
papers and has been shown to produce near-optimal or optimal results except for images with 
repetitive textures (Brox et al., 2008). Second, as shown in Coupé et al. (2011b), in the case of HC 
segmentation, limitation of the search window provides better results (see left of Fig. 8 in Coupé et 
al. (2011b)). Since all the images are linearly registered, the patches belonging to HC are located 
within a restricted area. By using a larger search window, outliers are added that marginally degrade 
the segmentation and uselessly increases the computational time. While in Coupé et al. (2011b) the 
search window size was fixed, we used a locally adaptive search window size. The initialization of 
the search window was set to 9x9x9 voxels as suggested in Coupé et al. (2011b). However, in the 
case when no similar patches can be found in this search window (i.e., none of the patches pass 
through the pre-selection), its radius is increased by one voxel until at least one similar patch in each 
population is found (i.e., at least one patch in each population pass through the pre-selection step). 
For all the studied subjects, the largest search window size found was 15x15x15 voxels. 
 
The automatic local adaptation of the smoothing parameter h2(xi) (see Eq. 1) proposed in Coupé et 
al. (2011b) has been slightly modified. During all the experiments, the squared smoothing parameter 
was set proportional (with λ=0.5) to the minimal SSD: 
 

 (5) 
 

 
The value of lambda slightly changes the segmentation results. When we validated our segmentation 
method on the ADNI dataset in Coupé et al. (2011a), using λ=0.5 instead of λ=1 changed the median 
Dice-Kappa values from 0.882 to 0.883 for CN and from 0.836 to 0.838 for AD. 
 
Finally, a subject selection was also applied to reduce the number of training MRI required as 
suggested in Aljabar et al. (2009). For each structure, the N closest subjects (in terms of SSD over 
the initialization mask as done in Coupé et al. (2011b)) are equally selected from both populations 
(N/2 from the CN population and N/2 from the AD population) (see Fig. 1). This is done to ensure 
that the size of the “patch pool” from the AD population is coarsely similar to the size of the “patch 
pool” from the CN population.  
 
For a given subject with N=20 (i.e., 10 AD training templates and 10 CN training templates), the 
segmentation and the grading maps were obtained in less than 4 minutes for left and right HC and 
less than 2 minutes for left and right EC using a single core of an Intel Core 2 Quad Q6700 
processor at 2.66 GHz. 
 
 
 



2.4 Validation framework 
 

Our validation framework was designed to compare the capability of different SNIPE-based 
biomarkers to discriminate between patients and controls. The biomarkers studied were: HC volume, 
HC grade, EC volume and EC grade as well as their combination.  
 
First, to obtain the segmentation and the grade of the subjects within the test dataset, a leave-one-
out procedure was performed over the 100 subjects using their corresponding automatic 
segmentations resulting from the label propagation step (see Fig. 1). For each subject, the N closest 
training subjects were selected from the 99 remaining subjects in the library The average grading 
value was then estimated over the EC and the HC segmentations (for both left and right sides) 
obtained at the same time (see an example in Fig. 2). These segmentations were also used to 
measure the HC and EC volumes in the stereotaxic space.  
 
Once all the subjects had a volume and a grade for each structure, a quadratic discriminant analysis 
(QDA) was performed. Each subject was classified by performing a QDA over the 99 remaining 
subjects. This approach was applied to volume-based classification, grade-based classification and 
the combination of both for HC, EC and HC + EC. We found that QDA slightly improved the 
results compared to linear discriminant analysis, especially when the subject’s age was used as an 
additional parameter. The success rate (SR), the specificity (SPE), the sensitivity (SEN), the positive 
predictive value (PPV) and negative predictive value (NPV) are presented for each of the tested 
biomarkers (see (Cuingnet et al., 2010) for details on these quality metrics). 

3. Results 
 
Figure 2 shows the grading maps obtained for 2 test subjects (1 CN and 1 AD). The corresponding 
average grading values and the estimated volumes are also provided for left and right HC and for 
left and right EC. Visually, the CN subject clearly appears closer to the CN population (mainly red 
color related to values close to 1) while the AD patient is visually closer to the AD population 
(mainly purple and black colors related to values close to -1). In addition, Fig. 2 also provides a 
visual assessment of the quality of the segmentation and grading.  
 

3.1 Volumetric study 
 
The left column of Fig. 3 shows the volumes for the 100 subjects of the test dataset for HC and EC 
for N=80 (i.e., 40 CN and 40 AD). The volumetric approach provided a classification success rate of 
80% for HC and 69% for EC. The use of both structures at the same time produced a success rate of 
78% through our QDA-based classification. This result indicates that the estimated HC volume is 
more powerful than the EC volume to identify patients with AD. This observation is in accordance 
with Frisoni et al. (1999). Our result using only HC volume is slightly superior to a recently 
published method comparison (Cuingnet et al., 2010). This might come from differences in the test 
dataset used here or due to a higher accuracy and consistency of the segmentation method used 
compared to Chupin et al. (2009b). The success rate obtained with EC volume is similar to the 
results reported in Frisoni et al. (1999) but lower than the values reported in other studies (Devanand 
et al., 2007; Xu et al., 2000), all using manual segmentations. Figure 3 shows the higher variability 
of EC volume compared to HC volume. As mentioned in the introduction, this range of volumes 
comes from the high inter-subject variability of EC, but may also be due to the difficulty to 



distinguish EC structure boundaries on anatomical MRI (e.g., identification of the collateral sulcus 
and the sulcus semiannularis). Due to this last point, less accurate segmentations may be obtained 
for this structure and thus the introduction of segmentation errors may negatively impact the 
patient’s classification. The use of both structures at the same time did not improve the result 
compared to the method based on HC only, while improvements have been observed in Devanand et 
al. (2007) doing similar experiments on manual segmentations.   
 

3.2 Grading study 
 
The right column of Fig. 3 shows the grading values for the 100 subjects of the test dataset for HC 
and EC for N=80. The success rate of the classification was 89% for HC, 78% for EC and 90% for 
the combination of both structures. For HC, the success rate obtained by using QDA is similar to 
thresholding the grading value at zero (4 false positives CN and 7 false negatives AD). In fact, in the 
perfect case, the 50 first subjects (CN) should have positive average grading values and the 50 last 
(AD) should have negative average grading values. This result indicates that the HC grade estimator 
is not biased and thus that the sign of the final grading value can be used directly to classify the 
patient. On the other hand, the EC grade estimator is biased in the sense that the optimal threshold 
obtained using QDA is superior to zero. As shown on Fig 3, the EC grades of AD are frequently 
superior to zero, thus indicating a higher similarity with the patches present in CN population. As 
we will show later, the normal age-related structural changes in the EC may disturb the detection of 
the disease-related anatomical changes. However, this bias, which depends on the training library 
used, can be partially compensated for by using QDA, yielding a success rate of 78%. Finally, by 
computing the average grade value over the HC and the EC improved the HC results and leads to a 
very high success rate of 90%.  
 

3.3 Comparison of SNIPE anatomical biomarkers  
 
In Tab. 1, the SEN, SPE, PPV and NPV obtained by the different SNIPE-based biomarkers 
considered are presented. These results show that for both structures studied, the classification based 
on grading provides significantly better results than the volumetric approach (89% vs. 80% for HC 
and 78% vs. 69% for EC). Moreover, while the combination of HC+EC tends to spoil the results of 
volumetric analysis, the combination of both slightly improves the results of the grading study. 
Three different combinations of biomarkers obtained a success rate of 90% during our experiments: 
HC volume and grade, HC + EC grade, HC + EC volume and grade. In the three cases, the HC 
grading was used, indicating a potential key role of this new imaging biomarker.  
 
 
 
 
 
 
 
 
 
 
 
 



Table 1: Results of the patient classification (AD vs CN) for the different SNIPE-based biomarkers 
under investigation. These results were obtained by using discriminant analysis through a leave-
one-out procedure on the test dataset with N = 80 (i.e., 40 CN and 40 AD). 
 

AD vs. CN SR SEN SPE PPV NPV 

HC volume 80% 78% 82% 81% 79% 
HC grading 89% 86% 92% 91% 87% 
HC volume and grading 90% 88% 92% 92% 88% 
EC volume 69% 66% 72% 70% 68% 
EC grading 78% 74% 82% 80% 76% 
EC volume and grading 78% 74% 82% 80% 76% 

HC + EC volume 78% 76% 80% 79% 77% 
HC + EC grading 90% 86% 94% 93% 87% 
HC + EC volume and grading 90% 88% 92% 92% 88% 

 

3.4 Impact of the number of selected best training subjects 
 
This experiment presents the impact of the number of selected best training subjects on the studied 
biomarkers. Figure 4 presents the success rate for all the biomarkers from N=20 (10 CN and 10 AD) 
to N=80 (40 CN and 40 AD). As some authors have noted that using the age of subjects could 
increase the classification accuracy (Chupin et al., 2009a; Devanand et al., 2007), we used the 
subject’s age as supplementary information during QDA.  
 
 
Volume (see top of Fig. 4): For HC, the classification accuracy was quite stable from N=40 to 
N=80. In (Coupé et al., 2011b), we showed that a plateau in terms of segmentation accuracy was 
reached around N = 30. For EC, the best results were obtained for N=80. This result seems to 
indicate that a large library is required to achieve consistent segmentation of EC. Indeed, increasing 
the size of the “patch pool” and better address issues related to inter-subject variability. The 
addition of the age as parameter in QDA improved the results of the classification, especially for EC 
and HC+EC biomarkers. By performing the QDA only with age provided a success rate of 48% in 
the classification. Finally, at N=60, the HC volume combined with the age provided a success rate 
of 82%.  
 
Grade (see middle of Fig. 4): For HC, the best classifications were obtained by using high N values 
(N=60 and N=80). For EC, the best classification rate was obtained for the smallest value of N=20, 
a result that was not expected. However, by also using age, the best results were obtained for N=80 
for EC. For HC and for HC+EC, using the age improved the results of the classification. In these 
cases, HC-based classification yielded a success rate of 92% and HC+EC a success rate of 93% at 
N=40 and N=60.  
 
 



Volume + Grade (see bottom of Fig. 4): By combining the volume and the grade of the SNIPE 
biomarkers, we obtained slightly better results than by using only the grade, except for EC. By using 
the age of the subjects, the volume and the grade over HC (with N=60) provided 92% classification 
accuracy. Combining all the parameters (i.e., volume, grade and age) slightly decreased the results 
for the biomarkers involving EC compared to use only grade and age.  
 

3.5 Relationship between SNIPE grade and age 
 
As shown in the previous experiment, using the subject's age improved the classification based on 
the grading measure, except for EC with N=20. This supplementary information seems to help 
distinguish age-related MRI changes from those related to AD pathology. Figure 5 shows the grade 
values as a function of age on HC + EC with N = 60 (the case with the highest classification 
accuracy: 93%). It appears that the grading values decrease with age in both populations. This 
variation indicates that the grading measure captures the age-related anatomical changes (possibly 
related to atrophy), and thus this observation may explain the better results obtained using age for all 
the biomarkers except for EC with N=20. As previously mentioned, QDA provides slightly better 
results than LDA during classification (between 0 to 2% depending on the biomarker studied). This 
slightly better fitting is assessed by Pearson’s coefficient and corresponding p-value of the linear 
and quadratic regressions presented in Fig. 5. While for CN, the traditional linear model and 
quadratic provided similar results, it seems that for AD a quadratic model fits better than a linear 
model. The nonlinear nature of the atrophy related to AD has recently been studied (Frisoni et al., 
2010; Frisoni et al., 2009; Jack et al., 2008). As noticed in (Frisoni et al., 2010), while the majority 
of studies are based on the linear assumption of the AD progression, brain atrophy during AD is not 
a linear process. In addition, the grade measure is correlated with age while the volume does not 
appear to be statistically correlated with age since similar regressions provided correlation of r = 
0.31 for CN and r = 0.34 for AD with respective p-values of 0.09 and 0.06. 
 
 

3.6 Relationship between SNIPE grade and MMSE score 
 

Finally, the link between the mini mental state examination (MMSE) score and the grade is studied. 
The MMSE is a test evaluating the cognitive function of the patient. As noticed in (Black, 1999), a 
useful imaging biomarker should have a link with the cognitive decline of the patient with AD 
usually estimated by using MMSE. Several studies have investigated the relationship between the 
MMSE score and the volume or the shape of key structures such as HC (Devanand et al., 2007; Du 
et al., 2001; Thompson et al., 2004) and EC (Devanand et al., 2007; Du et al., 2001; Kenny et al., 
2008). As done in (Du et al., 2001), we investigated the correlation between MMSE score and 
anatomical measurements (i.e., volume and grade) for HC and EC. Fig. 6 shows the plots of the 
grade and the volume as functions of the MMSE score. For both structures, the coefficient of 
correlation for grade was higher (r = 0.75 for HC and r = 0.58 for EC) than for the volume (r = 0.55 
for HC and r = 0.28 for EC). A statistically significant correlation has been found in all cases, 
consistent with previous literature (Du et al., 2001; Kenny et al., 2008; Thompson et al., 2004). 
Another trend was that the HC measurements were more consistent with MMSE scores than EC 
measurements (see Fig. 6). Finally, the HC grade was the biomarker most consistent with MMSE 
with a high coefficient of correlation (r = 0.75). 
 



In Du et al. (2001), the authors obtained a correlation coefficient of r = 0.48 for HC and r = 0.48 for 
EC volume based on manual segmentations with a p-value less than 0.001 in both cases. In our 
experiment, slightly higher correlation was obtained for HC, but a significantly lower value was 
obtained for EC as assessed by our higher p-value=0.005. However, our correlation coefficient 
between EC volume and MMSE score is similar to the correlation presented in Kenny et al. (2008) 
(r = 0.34). It should be noted that the estimation of correlation on discrete functions such as MMSE 
can bias the significance of correlation. However, we wanted to compare our results with previously 
published studies using this metric. 
 

4 Discussion 
 
 
During our experiments we showed that: i) HC-based measures were more discriminant than EC-
based measures, ii) the grading had a higher discriminatory capability than the volume, iii) by 
adding the age, the classification rate improved, especially when using the HC-grade-based metrics, 
iv) by computing the grade over a larger area (HC+EC) tended to slightly improve results, especially 
when the subjects’ ages were used within the classification model, and v) the optimal size of the 
number of selected training subjects were N=60 (60% of the full library) in the majority of the 
situations studied. A balance appears to be required between using a large enough training 
population and potentially introducing outlier subjects by using all the available subjects. According 
to the structure of interest, a different number of training subjects could be used. Moreover, by using 
a larger library, it could be possible to select a higher number of subjects without introduction of 
outliers. The difficult segmentation of EC due to inter-subject variability could be partially 
compensated by using non-linear registration of training subjects instead of linear registration. 
However, this type of approach is more computational intensive. The introduction of shape priors 
(Hu et al., 2011) could also be a possibility to deal with ambiguity of the EC boundaries.  
 
The SEN, SPE, PPV and NPV obtained by SNIPE are competitive compared to the ten methods 
compared in Cuingnet et al. (2010) involving voxel-based morphometry (VBM) (Ashburner and 
Friston, 2000), cortical thickness (Fischl et al., 1999), HC volume (Chupin et al., 2009b) and HC 
shape (Gerardin et al., 2009). In that comparison paper, the best VBM-based approach obtained 89% 
accuracy; the best method based on cortical thickness obtained 85% accuracy, the best approach 
using HC volume 74% accuracy and the method using HC shape 77% accuracy. However, during 
our experiment, only a subset of the entire ADNI database has been used, contrary to the 
experiments done in (Cuingnet et al., 2010). Moreover, the classification algorithm used in Cuingnet 
et al. (2010) was a support vector machine while we used a quadratic discriminant analysis 
approach. Despite these differences, the classification results obtained by using grade only are 
competitive to the best results reported in Cuingnet et al. (2010). Moreover, by adding the subjects’ 
age yielded an accuracy of 93%. This result is similar to the highest classification accuracy 93.3% 
reported on a similar sized subset of ADNI (51 AD and 52 CN) in Zhang et al. (2011). However, 
Zhang et al. (2011) used a multimodal approach involving positron emission tomography (PET) and 
cerebro-spinal fluid (CSF) markers to reach this degree of accuracy. By using only MRI, their 
method based on volumetric features provided an accuracy of 86.2%. 
 
 
 
 



It appears that using a larger area of analysis by grading several structures tended to improve the 
grading estimation. The extension of grading to other key structures impacted by AD seems to be an 
interesting path to follow for further research. Structures such as parahippocampal cortex and 
perihinal cortex (Dickerson et al., 2009) or fornix and mammillary body (Copenhaver et al., 2006) 
could be valuable anatomical structures to improve AD detection. Moreover, further work should 
investigate the spatial distribution of grade maps over the populations. This information could help 
to detect more discriminant areas for classification and might provide information on the AD 
progression. Finally, the application of the proposed grading measure to other diseases has a great 
potential. Moreover, the difficult problem of clinical differentiation (such as AD and frontal lobe 
dementia for instance) should also be investigated.   
 
Using SSD as similarity metric, our approach is sensitive to inaccuracy in inter-subject intensity 
normalization. In Coupé et al. (2011a; 2011b), we demonstrated that the proposed preprocessing 
pipeline involving (Nyul and Udupa, 2000) provides a sufficiently robust normalization to obtain 
accurate segmentations. In this paper, we also showed that the preprocessing pipeline used yields 
high classification accuracy. Nevertheless, any improvements on the inter-subject normalization 
should yield further improvements in grading estimation.  The use of other similarity metrics less 
sensitive to intensity normalization should be studied in future work. However, according to our 
experiments, there is no trivial solution since cross-correlation or correlation ratio cannot distinguish 
constant areas with different means (e.g, in CSF and white matter), mutual information requires a 
higher number of samples (bigger patch) and introduces the binning problem for histogram 
construction, and finally the SSIM index also requires matching of intensity. The use of hybrid 
metrics based on intensity and derivatives could be further investigated.   
 
As for VBM-based approaches, SNIPE requires several scans of each population to be usable. The 
construction of a large enough training library might be an issue for trials based on a small number 
of subjects. However, the number of training subjects required by SNIPE is similar to the number 
required by VBM studies. As noted by Pell et al. (2008), a group size of 30 to 50 subjects per 
population is typical in a VBM study while a group size of 70-90 subjects per population is optimal 
for detection of HC volume loss. In our experiment, we found that 30 subjects from each population 
is sufficient to provide very high classification rates. 
 
In this proof of concept study of our proposed grading technique, we focused on the problem of AD 
vs. CN classification. However, the prediction of conversion from prodromal AD (also known as 
mild cognitive impairment or MCI) to clinically definite AD is more useful from a clinical and 
diagnostic point of view. The prediction of patients with MCI who will convert to AD and those 
who will stay stable is an extremely complex task for which no method has yet provided satisfactory 
classification results (Cuingnet et al., 2010; Davatzikos et al., 2010). Proposed methods based on 
structural MRI have been focusing on gray matter loss as markers for prediction. Our proposed 
grading and segmentation method SNIPE may add valuable information for the problem of 
prediction. 
 



 

5 Conclusion 
 
In this paper, a new method is proposed to robustly detect the patterns of anatomical change in the 
hippocampus and entorhinal cortex caused by AD. Based on a nonlocal means estimation 
framework, the proposed novel grading measure (i.e., anatomical change possibly related to atrophy 
in the context of AD) enables an accurate distinction between CN subjects and patients with AD 
leading to a classification success rate of 90%. When the subject's age is combined with the grading 
measure, a success rate of 93% was obtained. These results are competitive compared to the AD 
detection performance of VBM, cortical thickness, HC volume and HC shape methods extensively 
compared in (Cuingnet et al., 2010). In contrast to these approaches, SNIPE has the advantage of: i) 
simplicity (it can be coded in few hundred lines of code), ii) low computational cost (as it does not 
require non-rigid registration), iii) robustness of the process (all the subjects get final grading maps) 
and iv) the possibility to achieve individual classifications based on a MRI data from a single time 
point (contrary to group classifications or longitudinal studies). These first results are promising and 
indicate that this new structure grading approach could be a useful biomarker to efficiently detect 
AD. Further work will investigate the possibility to discriminate populations of patients with MCI 
compared to AD or CN and furthermore, even the possibility of predicting AD. 
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Figure 1: Global overview of the proposed grading and segmentation method SNIPE. The N/2 
closest subjects in the training library are selected from both populations. All these subjects have 
automatic segmentations, resulting from the label propagation step, of the structures studied (the left 
HC segmentations are displayed in this example). For each patch of the subject under study (an AD 
patient in this example), a comparison is performed with all the patches constituting the selected 
training subjects (some examples of similar patches are displayed). In this way, the simultaneous 
segmentation and grading is obtained for the structure studied. The final grading value corresponds 
to the average value over the estimated segmentation. This procedure is carried out for each 
structure studied: left and right HC and left and right EC.      
 
 



 
 

  
 

CN subject (ID 34) 
 

Left HC:  / volume = 3.73 cm3 

Right HC:  / volume = 3.87 cm3 

 

Left EC:  / volume = 0.36 cm3 

Right EC:  / volume = 0.26 cm3 

 

 

  
 

AD patient (ID 73) 
 

Left HC:  / volume = 2.89 cm3 

Right HC:  / volume = 2.73 cm3 

 
Left EC:  / volume = 0.29 cm3 

Right EC:  / volume = 0.32 cm3 

 

 

Figure 2. The SNIPE grading maps obtained for (top) one CN subject (ID 34) and (bottom) one AD 
patient (ID 73), plotted with a color scale from -1 (AD) to +1 (CN). The subject IDs are the same as 
those used in Fig. 3.  The image slices of both subjects have the same position in stereotaxic space. 
The volumes in stereotaxic space and the average grade values for each structure are provided. For 
each subject, 3D renderings of the segmentations are presented.  
 



 

  

  

  
Figure 3: Volumes and grading values of the studied structures for all the subjects (with N = 80). 
The success rates are obtained using quadratic discriminant analysis between both populations in a 
leave-one-out fashion.  
 



 

 
 

 

 
 

 

  
Figure 4: Impact of N on the classification accuracy using volume, grade and age as well as their 
combination. The success rates are obtained using QDA between both populations in a leave-one-
out fashion. 
 



 

  
Figure 5: Analysis of the relation between age and grading values. The grading values were obtained 
on HC + EC with N = 60, the combination that provided the highest classification accuracy (93%). 
Linear and quadratic fitting were compared for both populations. The correlation coefficient r and 
the corresponding p-values are provided on the graphs. 
 



 

  

  
Figure 6: Analysis of the relation between the MMSE score and anatomical measurements (i.e., 
grade and volume) for HC and EC. The correlation coefficient r and the corresponding p-values are 
provided on the graphs. 
  
 

 

 

 


