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Chapter 6
Bridging Sensing and Decision Making in
Ambient Intelligence Environments

Elie Raad, Bechara Al Bouna and Richard Chbeir

Summary. Context-aware and Ambient Intelligence environments represent one of
the emerging issues in the last decade. In such intelligent environments, information
is gathered to provide, on one hand, autonomic and easy to manage applications,
and, on the other, secured access controlled environments. Several approaches have
been defined in the literature to describe context-aware application with techniques
to capture and represent information related to a specified domain. However and
to the best of our knowledge, none has questioned the reliability of the techniques
used to extract meaningful knowledge needed for decision making especially if the
information captured is of multimedia types (images, sound, videos, etc.). In this
chapter, we propose an approach to bridge the gap between sensing and decision
making and provide an uncertainty resolver to reduce faulty decisions based on
uncertain knowledge extracted from unreliable techniques. We describe also a set of
experiments elaborated to demonstrate the efficiency of our uncertainty resolver.
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6.1 Introduction

Nowadays, ambient intelligence is receiving lot of attention in several application
domains due to its faculty to provide controlled environments when equipped with
multimedia sensors such as cameras, microphones, and others. In fact, with the use
of smart devices and embedded sensors, systems are able to maintain relevant infor-
mation about users. Multimedia data describing users reveal interesting information
about their location and context (user surrounding, moves, gesture, etc.). The work
done by the research community has led to the definition of several context-aware or
pervasive approaches aiming at, on one hand, improving access control models [1]
[2] [3] [4] [5] [6] and, on the other, assisting the user in performing their daily tasks
[7] [8]. Context-aware approaches are designed with the purpose of defining ap-
plications capable of managing themselves without the direct intervention of users.
They are characterized by their ability to guide users to perform appropriate tasks
while providing reasoning and decisions about the actions to be triggered. Context
awareness in ambient intelligence environments is considered one of the key issues
of evolution toward a total and automatic computing paradigm. It allows a system
to integrate human’s ability in order to recognize and exploit implicit information
related to users’ surrounding. A context-aware system is viewed as a two layered
framework separating the decision making from the sensed multimedia informa-
tion. One of the challenging issues to handle in context-aware computing is how to
bridge the gap between sensing and decision making. Let us consider the following
motivating scenario of a company equipped with multimedia devices (surveillance
cams, microphones, sensors, etc.) in each room and hallway to provide interacted
environment for its employees. The company installed a central unit holding the
decision making tool using a set of explicit information managed by the administra-
tor. Each of the multimedia devices sends captured information to the central unit
which in turn analyzes it and invokes the appropriate tasks. In the central unit, a
set of multimedia functions is used to detect and recognize people and objects in a
certain context. Thus, integrating multimedia data and functions (face recognition,
image similarity, object recognition, etc.) in ambient intelligence environments may
lead to frustrating situations and thus uncertain decisions to take. This comes from
several assets (lightings, electrical noise, functions’ relevance, etc.) and affects the
related result. In order to validate a given fact, one should accept either a reasonable
error risk or consider relying on several sources (e.g. taking several snapshots of
an environment) using various multimedia functions enabling to retrieve the most
appropriate result for a given situation. Consequently, we can easily pin down from
this scenario two challenging issues:

1. How to allow an easy use of multimedia functions and the definition of new
semantic-based functions after deriving a set of existing ones? This is of great
importance to help the administrator to control his environment interaction and
to evolve it accordingly when the company needs change.
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2. How to allow reducing the risk of faulty decision according to a set of fuzzy
inputs? This is indispensable when involving multimedia functions that provide
fuzzy results when comparing objects or extracting features.

In this chapter, we address these two issues. We provide the concept of templates
to facilitate the use of multimedia functions and derive new ones on the basis of
combining existing ones. We also present here an uncertainty resolver model to
reduce the potential risk of using multimedia functions in ambient intelligence envi-
ronments. Our resolver is based on adaptations of known decision and probabilistic
analysis techniques such as decisions trees [9], Bayesian networks [10], Dempster-
Shafer theory [11], etc. to aggregate multimedia functions’ results into one relevant
computed result. Through a set of experimental tests, we show how our proposed
approach can be beneficial and be tuned.
The rest of the chapter is defined as follows. In Section 2, we provide a quick
overview on the context-aware models. In Section 3, we state the definitions needed
to fully understand the proposed approach. Section 4 is devoted to describe the con-
cept of template used in our approach to bridge the gap between the sensing and
the decision making. A detailed description of our uncertainty resolver is given in
Section 5 in which we provide a set of adapted aggregation functions used to reduce
the uncertainty raised when processing multimedia objects. In Section 6, we demon-
strate the efficiency related to integrating aggregation functions and their ability to
reduce uncertainty and faulty decisions. Finally, we conclude the chapter and draw
several perspectives.

6.2 Related Works

Context-aware systems have recently attracted a lot of attention and have been
widely explored in the literature. Many projects have elaborated the context aware-
ness as a key feature for pervasive computing. It has been mainly presented as an
important aspect to enforce access control models. In this section, we focus only
on presenting how current approaches (formally) describe the context information.
We also snapshot major approaches integrating the context as a key issue to enforce
related access control models. Context modeling and representation were initially
based on the context widgets [12] used to separate the high level context modeling
from the capturing level. This evolved later with the integration of ontologies as a
way to represent context information. Ontologies proved to be useful in represent-
ing the semantics behind a given domain in which context is modeled as concepts
and facts. It succeeded in a wide definition of high conceptualization layer and en-
forced this with automatic inferred and logic reasoning using explicit and implicit
rules. For instance, in [13] the authors define a hybrid conceptual model combining
relational modeling and ontology based modeling in order to represent contextual
information. Whereas in [14], the authors provide an interesting approach able to
treat high-level implicit contexts derived from low-level explicit context informa-
tion. The approach is based on a generic context which could be extended to target



138 Elie Raad, Bechara Al Bouna and Richard Chbeir

some domain specific concepts. In [15] and [16], both authors integrate contex-
tual information in provided access control model to enforce the access decision
and dynamically handle environmental changes in the user context. In [16], the au-
thors provide an interesting model in which they incorporate the notion of trust.
In this model, contextual information related to users’ environment can affect the
trust level assigned to the subject. Nevertheless, these models do not migrate well to
handle multimedia contextual information. They lack the ability to define complex
policies in which multimedia contextual information is evaluated. In [2] the authors
define a policy based on context aware service for network environments. The pol-
icy model is based on predicates such as time, location, activity, etc. Further, in [6],
a context-aware authorization model is defined to enhance security management for
Intranet protocols. Context rules are defined here as constraints and integrated in
a role based environment. In [4], context is semantically defined using ontologies
and integrated into an access control model for pervasive computing environments.
However, the previously described approaches are considered domain-oriented and
application-dependent. They lack the ability to define complex policies integrating
multimedia contextual conditions. In [17] and [18], the authors propose a Gener-
alized Role Based Access Control model which extends the know RBAC model
by incorporating the notion of environment roles, and object roles in addition to
the know subject roles. The model, motivated by the Aware Home1 security chal-
lenges, takes into consideration the information gathered from a variety of sensors
and defines roles accordingly. Despite the efficiency provided by this model, it is
commonly admitted that in large domains of application, the variety of roles is con-
sidered as a burden to handle by authorization managers. An interesting approach
detailed in [19] describes a location-based access control able to authorize users on
the basis of their location. Methods such as cell identification, angle of arrival, signal
levels, etc. are used here to calculate the location position using GSM/3G devices
and protocols. Nevertheless, such approach requires that each user (on which access
should be controlled) carries a GSM/3G device which is not always feasible (for
instance, in highly secured departments, users are forced to leave their devices at a
security checkpoint). Furthermore, information acquired from cells is typically lim-
ited and endangered to noise and interference due to the wide areas the cells might
cover. In [3], the authors enforce the role based access control model with context
filters targeting context information. The proposed approach enforces, on one hand,
the access to a subset of objects related to the user’s context and, on the other hand,
users’ membership to a given role (or roles). However, the context filters represented
in their approach are based on simple Boolean expression with logical and Boolean
operators, and therefore they cannot be extended to deal with multimedia objects
processing.

The approaches discussed here are based on context-aware applications where
information representing a given surrounding is gathered to make platforms more
autonomic, on one hand, and secure on the other. However, few have tackled the
problem of reliability behind multimedia objects processing and the decisions to

1 Aware Home is considered as a house with highly technical technology. It contains rich commu-
nication infrastructure in which sensors can capture and store a large size of information.
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make in order to execute a given operation. In fact, due to the complex structure of
multimedia data, extracting meaningful information from them is complex, fuzzy,
uncertain, and time-consuming. In the following, we describe our approach allowing
to bridge the gap between sensing and decision making and discuss our uncertainty
resolver proposed to reduce uncertainty and faulty decisions.

6.3 Preliminaries

In the following, we present some definitions needed to fully understand our pro-
posal.
Definition 1 - Multimedia Object (Mo): allows representing several types of multi-
media data such as text, image, video, etc. It is formally represented in our approach
as 4-Tuples of the following form:

Mo :< id,O,A,F > (6.1)

where:

• id: represents the identifier of the multimedia object.
• O: contains the raw data of the object stored as a BLOB file or URI.
• A: is the metadata describing the multimedia object. It describes multimedia ob-

ject related information and can be written as: (a1:v1, a2:v2) where ai and vi
represent an attribute and its corresponding value (ex. age: 18, profession: stu-
dent, etc.)

• ” F: describes the low-level features of a multimedia object (such as Color His-
togram, Color distribution, Texture Histogram, shapes, Duration, Audio freq.,
Amplitude, Band no., etc.)

For instance, the following multimedia object:

Mo1 : (id = 1,O =′ photo bob. jpg′,A =′ ob ject.name : Bob′,

F =′ DominantColor = (14,24,20)′) (6.2)

describes ”Bob” picture (the head of the research department in our motivating sce-
nario) with its dominant color (using the RGB color space).

Definition 2 - Multimedia Function (f): is used to handle the comparison2 and
feature extraction of multimedia objects. Numerous types of multimedia functions
are provided in several commercial tools and in the literature through various forms.
For instance, several are provided in DBMSs SQL-operators such as Oracle and
DB2 [20] [21] [22], while others are accessible via API functions [23] [24] and web

2 When handling rules whose conditions include multimedia objects, traditional logical operators
such as ’equality’, ’greater than’ or others are not applicable due to the complex structure of mul-
timedia objects and must be extended with similarity functions.
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service [25] for multimedia data processing. Details on such functions and their
applications are out of the scope of this chapter. In our approach, we formally write
a multimedia function f as:

f (Mo j,Moi)→ α
B f

where:

• Mo jrepresents a predefined Multimedia Object
• Moi represents a captured multimedia object. It can be provided by multime-

dia devices of different types such as surveillance cameras, webcams, sound
recorders, etc

• αB f is a returned threshold representing the confidence score of a Boolean value
B with respect to the multimedia function. It varies in [01]interval

For instance, consider the fact that we wish to detect the presence of Bob, head
of the research department, in a snapshot image. It is possible to use 2 different
multimedia functions f1 and f2 to analyze multimedia objects where:

• f1: is related to the InterMedia Oracle module [22] and is used for image simi-
larity,

• f2: is based on color object recognition and an SVM classifier. It computes deci-
sions based on a set of classes representing the trained images (See [26] for more
details)

Thus, we can define the function contents as:

f1(Mo1(. . .0 =′ predBob. jpg′ . . .),Mo10(. . . ,0 =′ snapshot1. jpg′, . . .))→ 0,5T

f1(Mo1(. . .0 =′ predBob. jpg′ . . .),Mo10(. . . ,0 =′ snapshot1. jpg′, . . .))→ 0,8T

(6.3)

where the predefined MO is a predBob. jpg image3 to be compared with an input
object called snapshot1. jpg using the two multimedia functions. The first function
detected the white suit with a 0.5 value whereas the second has 0.8 value.
Definition 3 - Multimedia Attribute Expression (MA): is a Boolean expression
holding two set of multimedia objects as input for processing. It is formally de-
scribed as:

MA(MOi,MO j) = µ({ f1(MOk,MOl), . . . , fn(MOk,MOl)} ,{ε1, . . . ,εn})θ → υ (6.4)

where:

• MOi = Mo1, . . . ,Moi and MO j = Mo1, . . . ,Mo j represent respectively the prede-
fined set of multimedia objects and the captured set of multimedia objects to be
compared with.

• µ is a aggregation function (to be detailed in Section 5) that holds a set of multi-
media functions and uncertainty thresholds ε1, . . . ,εn.

3 Several functions require the signature of an image (e.g. dat files) during comparison. Here, we
assume that signatures are generated on demand.
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• f represents a multimedia comparison function needed to compare MOk and
MOl(MOk ⊆MOiandMOl ⊆MO j.

• θ is a comparison operator containing traditional operators (e.g. =, 6=,<,>,≤
,≥, etc.).

• υ is the validation score.

MOA(MOi,MO j) is satisfied if the result returned from the aggregation function
compared to υ is valid. An example of using MA will be provided later on.

6.4 Templates

The concept of template is used in our approach to put together common features
needed to handle multimedia processing methods and functions. Templates provide,
on one hand, ease of administration when using predefined templates for special use
cases and, on the other hand, flexible manipulation of a set of multimedia functions
to offer precision, time saving, and minimum uncertainty risks. They allow handling
the analysis of a set of captured multimedia objects using multimedia functions and
aggregation functions (to be described later). A template is formally described in
our approach as follows:

T :< Id,Desc,MA(MOi,MO j) >

where:

• Id represents the identifier of the template
• Desc is the textual description of the template
• MA(MOi,MO j)is a Boolean expression holding the multimedia attributes needed

to process the set of multimedia objects MOi and MO j

For instance, consider the fact that we wish to detect (using the two different multi-
media functions f1 and f2 defined earlier) the presence of Bob, head of the research
department, in the conference room in order to alert all the employees in the office
and make the environment adequate for a conference.

In order to provide simple manipulation and reduce uncertain decisions, we de-
fine a ”Face Identification” template needed to combine both multimedia functions
and aggregate their results using, for instance, an Average aggregate function Avg
(detailed in the next section). Therefore, the template Face Identification can be
defined as follows:

T1 :< 001,”Faceidenti f ication”,MA(Mo1,Mo10,Mo20) >

where:

• MA(Mo1,Mo10,Mo20) = Avg( f1(Mo1,Mo10) f2(Mo1,Mo20),0.5,0.8) > 0.7.
• Mo1 = predBob. jpg.
• Mo10 and Mo20 represent the multimedia objects.
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The template T1 is satisfied only if its MA is satisfied (which means that the score
returned from the average aggregation function is greater than 0.7).

6.5 Uncertainty Resolver via Aggregation Functions

Integrating multimedia data and functions (face recognition, image similarity, ob-
ject recognition, etc.) in Ambient intelligence environments may lead to complex
situations and thus uncertain decisions to take. As mentioned before, this comes
from several assets (lightings, electrical noise, functions’ relevance, etc.) and af-
fects the related result. In order to validate a given fact and to avoid error risk, one
should consider relying on several sources (e.g. taking several snapshots of an envi-
ronment) using various multimedia functions to retrieve the most appropriate result
for a given situation. This is why, we introduce here the concept of aggregation
functions aiming to reduce uncertainty by filtering andor aggregating a set of values
in order to select or compute one relevant value for facilitating decision-making.
An aggregation function µ can be illustrated as in Figure 6.1 and defined by any
probabilistic function such as the combination rule of Dempster and Shafer theory
of evidence (DS) [27] [11] Bayesian Decision theory [10], Decision Trees [9], the
average, the minimum, the maximum, and so on. It is formally written as:

Fig. 6.1 An aggregation function representation.

µ({ f1(MOk,MOl), . . . , fn(MOk,MOl)} ,{ε1, . . . ,εn})→ α
B
µ (6.5)

where:

• f is a multimedia function,
• εan uncertainty threshold (∈ [0,1]) representing the percentage of noise that can

affect the result. In fact, ε can affect the overall thresholds returned by the mul-
timedia functions or it can be related to each of the thresholds. In that case, the
noise (ε) can be automatically calculated based on the difference between the
environment state of the predefined MO and the state when the instances are cap-
tured (i.e. lighting changes and background detection). If omitted, ε = 0 meaning
that no uncertainty detected.

• αB
µ is the filtered confidence score (∈ [0,1]) of a Boolean value B with respect to

the aggregation function.
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Aggregation process defined here handles multimedia functions with probabilistic
values that depend on the classification and relevance of the response they uncover.
However, functions with different treatment cannot be invoked in the aggregation
process or they should be normalized to suit the corresponding format. In the fol-
lowing, we present and detail how we adapted several existing aggregation functions
such as average-based, Bayesian Network-based, Dempster and Shafer-based, and
decision trees-based functions.

6.5.1 Average-based Function

One of the most used aggregation function is average function. However, it cannot
be used as it is in our approach as we need to integrate the uncertainty threshold
related to each multimedia function (or the overall uncertainty threshold). The pro-
posed adapted average function to filter out the set of results returned by the multi-
media functions including the uncertainty thresholds is defined as follows:

Avg({ f1(MOk,MOl), . . . , fn(MOkMOl)} ,{ε1, . . . ,εn}) = ∑
n
i=1 αB

i
n+∑

n
i=1 εi

→ α
B
Avg

where:

• αB
i represents the thresholds returned by the multimedia functions

• εi is the uncertainty threshold for a given multimedia function result. It is impor-
tant to note that ∑

n
i=1 εi can be replaced by ε if an overall uncertainty threshold

is defined in the aggregation function.

Let us take the multimedia functions defined earlier f1 and f2 which return for
each instance image seized a related result (e.g. f1 → 0.5T and f2 → 0.8T ). These
thresholds are considered as 2 different results for the same fact (detecting the pres-
ence of Bob). Let ε = 0.2 be the predefined overall uncertainty threshold. After
applying the Avg function, the computed result becomes:

Avg
(
(0.5T ,0.8T ),0.2

)
→ 0.5T +0.8T

2+0.2
= 0.59T

The decision is then made by comparing the predefined threshold with the calculated
one.

6.5.2 Bayesian Network-Based Function

Bayesian network (BN) is a probabilistic graphical model used to represent a set of
variables and their probabilistic independencies. The graph G is defined as G= (V, E)
where V is a set of vertices representing the variable of interest and E the dependen-
cies relationship between these variables. Each random variable Vi can hold a finite
set of mutually exclusive states and has a conditional probability table p(Vi|π(Vi))
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where π(Vi) represents the parent set of Vi. The Bayesian Network encodes a joint
probability over the set of variables defined by the following chain of rule:

P(V ) = Π
n
i=1P(Vi|π(Vi))

Hence, the BN is defined by the structure of the graph and by the conditional
probability table of each variable. BNs have been applied to different domains in-
cluding several intrusion detection techniques [28] [29] and Knowledge based au-
thentication [30]. Due to its reliability, we chose to adapt in our approach a naive
BN in order to aggregate multimedia functions returned results. The idea is based
on the assumption that the validation of a given concept (such as detecting the pres-
ence of Bob in a given input image) takes place when several multimedia functions
(or several input snapshots) returning a set of thresholds are filtered and their re-
turned threshold is computed against a predefined threshold. Formally, we define
the following notations and terms:

• C denotes a class variable related to the concept claimed to be valid or not. The
possible outcomes of C are defined as True or False depending on its state.

• We define f = f1, , fi representing the selected subset of variables related to the
concept C. Each of the variables has the parent C and represents a factoid with a
possible binary outcome {True, False} indicating whether the concept C is valid
or not. The set of multimedia functions f (or one function with several input
images to process) are considered variables related to C where the similarity
values they compute affect the result of C.

Given the joint distribution, the probability of the class C for a True Threshold value
can be calculated using the Bayes’ rule:

P(C = T |e) =
P(e|C = T )P(C = T )

P(e)
=

Πe⊆ f P(e|C = T )P(C = T )

∑
F
b=T Πe⊆ f P(e|C = b)P(C = b)

e ∈ f and denotes the set of variable of interests representing different multimedia
functions. The returned filtered result is equal to the value of P(C = T |e). As a
result, the BN is described as follows:

BN ({ f1(MOk,MOl), . . . , fn(MOk,MOl)} ,{ε1, . . . ,εn})→ P(C = T |e)

To estimate the values of the conditional probability distributions for each node
of the graph, we refer to the results returned by each of the multimedia functions
designating the variables of interests. To preserve accuracy, we consider the proba-
bility of the parent Class C for a given value (true or false) equal to 0.5 which means
that there exists 50% that the concept represented by the class C is valid and 50%
otherwise. Referring to our motivating scenario, the template Face Identification
contains the MA Boolean expression with two multimedia functions f1 and f2. The
parent class C represents the concept of detecting the presence of Bob in the cap-
tured images. Let us assume now that f1 returns a confidence score of 80% and f2 a
confidence score of 60%. As mentioned before, the probability of the given concept
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is equal to 0.5 for both binary values. However, the conditional probability distri-
bution P( f1|C) provided in Figure 6.2 is described as follows. When the concept is
valid, then P( f1 = T ) = 0.8 which is the returned multimedia function’s result, and
P( f1 = T ) = 0.2 otherwise. The same computation is applied on P( f2|C).

Fig. 6.2 A BN applied example.

Finally the computed result is given by:

BN ({ f1(Mo1,Mol0), . . . , fn(Mo2,Mo20)} ,{0,0})

=
P( f1 = T, f2 = T |C = T )P(C = T )

P(e)

=
ΠP( f1 = T, f2 = T |C = T )P(C = T )

∑
F
b=T ΠP( f1 = T, f2 = T |C = b)P(C = b)

= 0.85 (6.6)

However, the BN function described above calculates a resulting value without
taking into consideration the uncertainty threshold specified for each multimedia
function. Thus, integrating uncertainty threshold decreases the possibility of unau-
thorized access. In the BN function, is deduced from the observed nodes and target
their observed values (see Figure 6.3).

Now, let us consider the same motivating example with an uncertainty threshold
equal to 0.1. After applying Bayes’ rule, the BN function computes the following
value:

BN ({ f1(Mo1,Mol0), . . . , fn(Mo2,Mo20)} ,{0.1,0.1})

=
ΠP( f1 = T, f2 = T |C = T )P(C = T )

∑
F
b=T ΠP( f1 = T, f2 = T |C = b)P(C = b)

= 0.75 (6.7)
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Fig. 6.3 A BN with deduced uncertainty threshold.

6.5.3 ”Dempster and Shafer”-Based Function

Dempster and Shafer function is based on the mathematical theory of Dempster and
Shafer which is used to calculate the probability of an event given a set of evidences.
In this section, we provide an overview of the function with its possible adaptation
to fit our objectives.

1. Frame of discernment (τ): represents the set of elements in which we are in-
terested. In our approach, τ = True,False where the values true or false rep-
resents a result for a given fact (e.g. Bob is detected). Given the elements in
τ , 2τ denotes all possible propositions that could describe τ represented as:
P(τ) = φ ,True,False,True,False.

2. Mass function (m): can be compared with a degree of confidence of an element.
It is a basic probability assignment belonging to [0,1] which defines a mapping
of the power set where 1 stands for a total confidence and 0 for no confidence at
all.

3. Dempster’s rule combination: is used for gathering information to meaningfully
summarize and simplify a corpus of data whether the data is coming from a single
source or multiple sources. In our case, input multimedia objects can be acquired
from one source or several sources. For this reason, each result returned from a
multimedia function and related to an input multimedia object is considered as
evidence with a calculated confidence. For instance, consider that the multimedia
functions f1 and f2 would return for each instance image seized a related result
(e.g. f1 → 0.5T and f 2→ 0.8T ) which are considered two different results for
the same fact (detecting the presence of Bob). Given the two different evidences
(representing the different thresholds calculated for the same fact) to support a
certain proposition A, the rule combines them into one body of evidence. Thus,
the rule determines a measure of agreement between the 2 evidences using:

m12(A) = m1⊗m2(A) = ∑B∩C=A m1(B)m2(C)
1−∑B∩C=φ m1(B)m2(C) when A 6= φ (6.8)
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In our approach, we use the combination rule specified above to aggregate the re-
turned result of a multimedia functions in order to get one representing threshold.
In conjunction with the returned threshold, the multimedia predicate is evaluated.

Let us go back again to our motivating scenario in which we wish to detect the
presence Bob. For this reason, the system uses a face identification template with a
MA holding

• The combination rule of Dempsfer and Shafer’s theory of evidence (DS) as ag-
gregation function with an uncertainty threshold equal to 0.1

• The two multimedia functions f1 and f2 described above are used to analyze
multimedia objects.

• The predefined Multimedia objects Mo1,Mo2 representing Bob.
Let us assume now that f1 returns a confidence score of 80% according to the cap-
tured snapshot Mo10 and f2 a confidence score of 60% according to the captured
snapshot Mo20. These scores represent the probability of validating the concept of
detecting the Bob in the snapshot images. They are related to the mass functions
(mi) defined in the DS theory of evidence. For instance, in our case m1(true) holds
the probability of detecting the Bob which is determined using the first function
whereas m2(true) holds the same concept thus determined with the second func-
tion. According to the DS theory combination rule, we can compute the aggregated
confidence score as follows:

m12(true) =

m1(true)×m2(true)+m1(true)×m2(true, f alse)+m1(true, f alse)×m2(true)
1−K

(6.9)

where K = m1(true)×m2( f alse)+m1( f alse)×m2(true) represents the conflict
in the combination rule

In order to reflect the uncertainty when dealing with multimedia objects, the
uncertainty threshold predefined for the combination of the multimedia functions f1
and f2 in the aggregation function is deduced from the probabilities of the concept
to be determined:

• m1(true) = m1(true)−m1(true)× ε = 0.8−0.8×0.1 = 0.72
• m2(true) = m2(true)−m2(true)× ε = 0.6−0.6×0.1 = 0.54

However, if m12(false) is being calculated, (the fact that the Bob is not detected in
the captured image), the threshold would be deduced from m1(false) and m2(false)

• m1(true, f alse) = 1− (m1(true)+m1( f alse)) = 0.08
• m2(true, f alse) = 1− (m2(true)+m2( f alse)) = 0.06

After applying the combination rule, we obtain the following aggregated confi-
dence value:

m12(true) = 0.786

which, with respect to the previous parameters and assumptions, conducts the
application to consider that Bob is not identified within the provided snapshot as it
is below the acceptance threshold defined in the predicate.
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6.5.4 Decision Tree-Based Function

Decision Trees (DT) are one of the supervised machine learning techniques based
on logic methods of inferring classification rules. The most well-known decision
tree induction algorithms for statistical uncertainty are ID3 [9] and its successor
C4.5 [25]. Decision trees provide a solution applicable on situations that cover cog-
nitive uncertainty, in particular vagueness and ambiguity. In the following, we show
how we adapted the approach proposed by Y. Yuan and M. Shaw in [31] considered
as predecessor of many other works related to decision trees with fuzzy concept.
To help explaining this adaptation, we will illustrate each definition with the use of
our motivating example. The input of the DT function is a case u belonging to a
universe U (where U = u). In our example, we have two cases: u1 is the first input
where (True = 0.8, False = 0.2) and u2 is the second input where (True=0.6 and
False=0.4). Each ui is described by a set of attributes A = A1, . . . ,Ak In our exam-
ple, we have only one attribute which is the Source of providing values (let’s say
that a source can be simply a multimedia function). Ai has various linguistic terms
T = T1, . . . ,Tk where T (A j) is a possible value for the attribute A j. Here, the T has
two values True and False, with a certain percentage for each one. Finally, each case
will be classified in a class C = C1, . . . ,Cj which is the final result of the DT func-
tion, also called decision attribute. So:

A = Source1 (6.10)
T Source1 = True,False

C = True,False

We will also use the function ρ to represent the membership degree of an object
to an attribute. It returns any value in the interval [0,1]. In our example, ρ will be
the values associated to terms (true, false) by the source (e.g. true=0.6, false=0.4).

Source C
U\T True False True False
u1 0.8 0.2 0.8 0.2
u2 0.6 0.4 0.6 0.4

Table 6.1 Sample Data Set.

Considering the sample data set provided in Table 6.1 where n input values from
a source are provided to represent how much Bob (the person to be authenticated)
has been detected in the captured images using a multimedia function. With the
first input, Bob has been 80% detected, and with the second one he has been 60%
detected. The values of the column C are the average of all the T terms of all the
attributes A. In this scenario, we have only one attribute ”Source”, this is why the
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True value of the decision attribute C is the same as the true value of the attribute
Source. If we had two sources, Source1 and Source2 for example, with a value
of 80% for True in Source1 and 60% for True in Source2, the True value of the
decision attribute would be the average of the both sources which is 70%. Drawing
the DT is not important in our adaptation. We only need to compute the ambiguity
after each input. For the lowest ambiguity reached, we retrieve its values for the
true and false attribute and use them for the final decision. To do so, we need to
define the classification ambiguity G(P), with fuzzy portioning P. It measures the
classification and is computed as the weighted average of classification ambiguity
with each subset of the partition as follows:

G(P) =
k

∑
i=1

w(Ei)×G(Ei)

where:

• G(Ei) is the classification ambiguity with fuzzy Evidence Ei,
• w(Ei) is the weight that represents the relative size of subset Ei as:

w(Ei) =
M(Ei)

∑
k
j=1 M(E j)

where M is the cardinality measure (or sigma count) of a fuzzy set A, defined by
M(A) = ∑u∈U µA(u) which is the measure of the size of A.

For instance, G(Source) of our sample data set provided in Table 1 will be computed
as follows:

• After the first input:

G(source) = w(True)×G(True)+w(False)×G(False)
= 0.8×0.17+0.2×0.69 = 0.27

• After the second input:

G(source) = w(True)×G(True)+w(False)×G(False)
= 0.7×0.29+0.3×0.69 = 0.41

As we can see, after the second input, the ambiguity value is higher than the am-
biguity value after the first input, thus we select the values of the lowest ambiguity
and consider as a final result a detection confidence score of 80%. The adaptation
of fuzzy decision tree to our approach allows us to select the input that engenders
the least ambiguity. This can be extended to deal with many inputs coming from
many sources; the most trusted source with the best engendered input is selected by
retrieving the least ambiguous source and the least ambiguous input value as well.



150 Elie Raad, Bechara Al Bouna and Richard Chbeir

6.6 Experimentation

In this section, we present a set of experiments elaborated to study the impact of
using different aggregation functions and show how uncertainty can be reduced.
The experiments were conducted using one PC Intel Pentium M having 1.73 GHz
processor speed and 1GB RAM. We plugged a WebCam with 1.3 Megapixel resolu-
tion in video mode and 5 Megapixels in image mode to capture real time snapshots.
The experiments were made in one of our laboratory rooms with various lighting
conditions. Thus, we defined three profile environments:

• P1: representing a maximum lighted environment,
• P2: representing normal lighted environment
• P3: representing minimum lighted environment.

The objects used to conduct the set of experiments are human faces, random objects
and laboratory rooms to represent locations. We used the same multimedia functions
described in our motivating scenario in Section 6.1:

• f1: is related to the InterMedia Oracle module, used for location and object iden-
tification. Predefined images needed for f1 are stored in an Oracle 10g database.

• f2: is an SVM classifier based on color object recognition and used for face
identification and object identification.

Whereas, the set of aggregation functions we used are:

• DS: representing the Dempster and Shafer - based function
• BN: representing the Bayesian Network - based function
• DT: representing the Decision Tree- based function
• Avg: representing the Average-based function
• Min and Max functions referring to the minimum or maximum value returned

from the set of results of the multimedia functions.

The conducted experiments are divided into 3 different steps described as follows:

1. Aggregation Function Accuracy: to calculate the accuracy and time processing
of each of the aggregation functions used

2. Value Distribution: to show the evolution of the aggregation functions results
according to a set of manually generated values with different distributions

3. Template Tuning: refers to finding the appropriate template according to vari-
able environmental conditions. In this test, we process the captured images un-
der different profiles (P1, P2, P3) using several templates in order to determine the
appropriate one in each profile.

In the following, the results returned from the templates refer to the results of the
multimedia attribute expression defined before its comparison with the predefined
threshold. In other terms, they represent the results returned from the aggregation
function µ( f1(MOk,MOl), . . . , fn(MOk,MOl),ε1, . . . ,εn)→ αB

µ
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6.6.1 Aggregation Function Accuracy and Time Processing

When processing multimedia objects in Ambient Intelligence environments, unpre-
dictable factors related to the context and the human behavior could affect the pro-
cessing result and lead to positive or negative decisions considered frustrating in
both cases. With the use of the uncertainty resolver and some aggregation func-
tion(s), we intent to minimize the probability of making faulty decisions by relying
on several sources or captured snapshots w.r.t.4 to the processing time. Now, once
we get the set of scores returned from the multimedia functions, the system should
interpret and aggregate adequately these sets of scores into one and unique relevant
score. The aim of this test is to study the effect of integrating aggregation functions
to reduce faulty decisions. We used the multimedia function f1 and a set of learned
images representing different objects which one of these objects is the face of Bob
(the person to detect). In the first part of the test, we repeated 10 times the fact of
capturing one snapshot of Bob (without invoking the aggregation function) whereas
in the second part of the test, we repeated 10 times the fact of capturing 5 snapshots
of Bob with different behaviors, and filtered them using the different aggregation
functions. The accuracy of the aggregation functions is determined by comparing
the aggregated results returned after 5 snapshots of Bob and the results of one snap-
shot of Bob without invoking the aggregation functions. The obtained results are
shown in Table 6.2 and Table 6.3.

Test1 Test2 Test3 Test4 Test5 Test6 Test7 Test8 Test9 Test10
0.702 0.364 0.609 0.514 0.609 0.562 0.603 0.512 0.484 0.517

Table 6.2 Values returned by multimedia functions without aggregation.

Test1 Test2 Test3 Test4 Test5 Test6 Test7 Test8 Test9 Test10 Accuracy
Min 0.601 0.649 0.596 0.599 0.618 0.566 0.496 0.554 0.994 0.663 70%
Max 0.748 0.957 0.876 0.882 0.918 0.680 0.575 0.686 0.64 0.704 90%
Avg 0.676 0.974 0.923 0.927 0.950 0.648 0.541 0.615 0.731 0.692 80%
DS 0.986 0.704 0.607 0.620 0.629 0.665 0.575 0.686 0.795 0.744 80%
BN 0.976 0.704 0.633 0.637 0.635 0.956 0.698 0.915 0.996 0.693 100%
DT 0.748 0.602 0.553 0.556 0.585 0.665 0.575 0.686 0.795 0.744 70%

Table 6.3 Values filtered after 5 captured snapshots for each test.

According to the tables above and considering the fact that Bob appeared in
several captured snapshots, we calculate the accuracy for each aggregation function
i as follows:

4 With respect to.
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Accuracy(i) =
∑

n
j=1 Pj(Table2( j) < Table3(i, j))

n
(6.11)

where

• Table2( j) is the content of the jth column, and Table3(i, j) is the content of the
ith line and jth column

•
Pi(Table2( j) < Table3(i, j)) =

{
1 i f Table2( j) < Table3(i, j)
0 i f Table2( j) > Table3(i, j) (6.12)

• n is the number of tests elaborated.

All of the aggregation functions returned an accuracy score relatively high which
obviously prove their ability to minimize the risks of having false decisions when
being integrated in a decision making system. In addition, Table 6.3 shows that the
BN provides a maximum accuracy value. This means that according to the set of
tests elaborated here, it is the most accurate aggregation function. Of course, this
can change in other contexts.

In addition to the accuracy tests, we studied the time processing of each aggre-
gation function when integrated in a decision making system. The objective of this
test is to show the influence of aggregation functions on the overall system per-
formance. The set of input images were processed using multimedia function f2.
Figure 6.4 shows the results (in ms) of an incremented set of images starting from 2
inputs to 11 inputs tested on each aggregation function.

Fig. 6.4 Processing Time Results.

As we can see in here, the overall results are linear reflecting the fact that time
increments with the number of inputs. The Min and Max functions need the min-
imum time to perform its aggregation while DT aggregation function requires the
maximum time (we think that it is related to an implementation/optimization issue
that we will solve soon). To conclude the first step of our tests, we can say that the
accuracy and time processing of aggregation functions of our proposed approach
sound obviously practical.
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6.6.2 Value Distribution

In this experimental step, we elaborated a set of tests to observe aggregation func-
tions attitude according to randomly generated values between 0 and 1. These set of
values represent the degree of certainty in percentage regarding the recognition and
identification of an object, person or location. We detail each set below.

6.6.2.1 Test 1: Values higher than 0.5

In this test, a set of 200 random values of a range between 0.5 and 1.00 was gener-
ated. As we will see, two different investigations of the 200 generated values were
carried out each time with a different average value in order to evaluate aggregation
functions while varying the Uncertainty Threshold (UT).

In the first investigation, the average of the values was fixed to 0.95 (Figure 6.5).
Here, we notice that the Min function is decreasing linearly as the UT is increasing.
The highest value for this function is reached at UT = 0 and around 0.5 less than all
the values of the other functions. The Max and the Avg functions decrease moder-
ately while having close values. The DS and the BN functions remain constant until
the BN reaches UT = 0.4 and DS reaches UT = 0.9 when they collapse dramatically
to 0. The same result (=1) is for all UT, meanwhile all the others show a linear de-
crease. The DT function starts with values close to the Max function and goes down
moderately until reaching UT = 0.5 where a quick drop of its values makes them
move toward the value of the Min function.

Fig. 6.5 Evaluating aggregation functions with an average value = 0.95.

In the second investigation, the average of the values was decreased to 0.75 (Fig-
ure 6.6). The Min as well as the Max functions keep the same decline as in the first
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investigation, meanwhile the Avg shows the same decline as UT increases. How-
ever, we notice here that the overall average of the values is less than the ones in
previous investigation. The BN converges to 0 at 0.4 (while it converged to 0 in the
previous one at UT = 0.5). The same observation for the DS function that converges
on UT = 0.7 in this investigation (and on UT = 0.9 in the previous one). Also, the
DT function starts with values close to the Max function and it quickly drops down
at UT = 0.3 and its values become closer to the Min function after UT = 0.4.

Fig. 6.6 Evaluating aggregation functions with an average value = 0.75.

6.6.2.2 Test 2: Values less than 0.5

In this test, a set of 200 random values of a range between 0 and 0.5 was generated.
As we can see in Figure 6.7, we can observe that the Min, DS and BN functions are
just a bit over 0. For the three other functions, the values regularly plunge to reach
the lowest level 0 at UT = 1. Concerning the DT function, its values are close to the
Avg function values. Max function has the highest values here.

6.6.2.3 Test 3: Random Values

In this test, random values with no restrictions were generated and used as inputs
of the aggregation functions. Two generated sets were used (Figure 6.8 and Figure
6.9). In the first set (Figure 6.8), the most obvious observation is that the DT function
started with a value that increases starting from UT = 0 to reach its maximum of UT
= 0.2 and then it decreases regularly.
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Fig. 6.7 Evaluating aggregation functions with an average value = 0.25.

Fig. 6.8 Evaluating aggregation functions using low average random values set.

In the second set having higher average random values (Figure 6.9), except the
BN function, all the others were not affected by this change.

The result of this test is shown in Figure 6.10. Here, the BN function remains
constant with a value of 1 for the entire test. The Min function returns, as always,
the lowest values. The DS function converges to 0 with a sudden change from 1 to
0 on UT = 0.3.
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Fig. 6.9 Evaluating aggregation functions using higher average random values set.

Fig. 6.10 Evaluating aggregation functions where 75% of the values are higher than 0.5 with an
average of 0.62.

6.6.2.4 Test 5: 75% of the values are less than 0.5

In this test (Figure 6.11), once the majority of the values becomes closer to 0, the
DS, BN, and Min functions return 0. The DT shows here an important decline when
uncertainty threshold is located between 0.1 and 0.2.
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Fig. 6.11 Evaluating aggregation functions where 75% of the values are lower than 0.5 with an
average of 0.35.

6.6.2.5 Test 6: Equally distributed values

Here again in this test, the Min, DS, and BN functions have 0 for the entire test,
meanwhile the DT shows for the second time a small raise followed by a slow
decline.

Fig. 6.12 Evaluating aggregation functions with equally distributed values (50% lower and 50%
higher than 0.5).
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6.6.2.6 Test 7: Distribution change

In this test, a set of 200 values were generated. Initially, 0% of the values were
less than 0.1. After, with each iteration, we increased the percentage continuously
to study the behavior of the functions on each percentage (Figure 6.13). Since the
maximum values were not a variable key in this test, the Max function is constant.
The Min function has the following behavior: it has initially 0% of the values less
than 0.1% before it promptly drops down when 10% of the values become less than
0.1. The Avg function is decreasing slowly with each distribution. The DT behaves
similarly than the Min function when dropping down but it conserves slightly higher
values along the entire test. The DS function provides a sudden change when 25%
(precisely between 25% and 26%) of the values become less than 0.1; the same
also happens with the BN after 25% of the distribution become less than 0.1 before
reaching 0 when 30% of the distribution values are less than 0.1.

Fig. 6.13 Aggregation function behavior when distribution values change.

6.6.2.7 Test 8: Influence of the number of returned values 0 and 1 on the
aggregated result

The aim of this test is to study the impact of the number of returned values 0 and/or 1
on the decision. Figure 6.14 shows the computation results and aggregation function
behavior that we try to explain here:

• Min and Max functions: the Min function returns 0 when at least only one ”0”
exists in the distribution. Similarly, the Max function returns 1 when at least only
one ”1” value appears in the distribution.
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• Avg function: the presence of 0 and 1 in the value distribution has not much
influence on the avg function.

• DS, BN, and DT functions: here, several cases can be identified:

– ” if 99% of the values in the distribution are 1 and 1% contains 0 values, then
DS, BN and DT functions output 0 as a result. If this 1% contains any number
( 6= 0), the output is always 1.

– ” if 99% of the values are higher than 0.5 and only one value is 0 then:
· DS and BN functions return 0.
· DT function returns 0 when the ambiguity of a successive set of values gets

lower than the current lowest ambiguity.
– if 99% of the values are less than 0.5:
· when 33% of the values are 1, DS function starts returning results higher

than 0 and then it starts returning values close to 1 at 36%,
· when 36% of the values are 1, BN function returns positive results and

quickly after returns values that are equal 1 starting a percentage of 39%
· DT function returns 1 when the ambiguity of a successive set of values gets

lower than the current lowest ambiguity

Fig. 6.14 Influence of the percentage of the 1 value in a distribution.

6.6.2.8 Discussion

Through this step of our experimentations, we aimed at studying the evolution and
the behavior of the aggregation functions in response to different value distributions
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and threshold variations. Based on the computed results, we are able to pin down
several observations.

The Min function returns the minimum values among all the experiments. This
means that it ignores the sensitivity of the variations of values (we say it is varia-
tion insensitive) and can be very useful when maximum security is required in an
application.

Similarly, the Max function returns the highest value in the distribution which
can be used in several applications to alert and/or prevent users.

The DT function has a similar behavior with the Min function when uncertainty
threshold starts to increase (UT >= 0.5) and particularly when values are less than
0.5. However, in the distributions where the values are neither too high nor too low,
the DT function returns nearby average values. This makes the DT function more
practical to be used in applications where security is moderated. In addition, an
important observation has been seen in Test 3 about the DT function where it starts
with a value that increases starting from UT = 0 to reach its maximum with UT =
0.2, and then decreases continuously. This shows that when the uncertainty level
increases, the returned results cannot decrease but increase as well. This is the law
of uncertainty.

We also concluded that the BN function is the most sensitive to variations. The
DS function is similar but less sensitive. This has been observed with tests having
small value changes where the DS and BN had a sudden change. When we pro-
ceeded with test 7, we had initially 0% of the value less than 0.1 and 100% of the
values higher than 0.6. Then, we started exchanging the high values with values
less than 0.1. When the percentage of the values less than 0.1 becomes 25%, the
DS function converges to 0, meanwhile the BN needs 30% to converges to 0. This
means that these two functions can be used in high secured applications having very
sensitive cameras with powerful hardware.

In test 8, as mentioned earlier, we can mainly observe that for the DS and the
BN, a single 0 value in the distribution makes the output result 0 even if all the other
values are 1. On the other hand, if all the values are 0 and we replace each 0 with a
value of 1, the DS needs 38% of the values to become 1 so that the result increases
towards 1, meanwhile the BN needs 40% to start increasing.

6.6.3 Template Tuning

The objective of this step consists of determining the appropriate template for each
profile representing a given environment. This would help the system administrator
to tune his platform regarding the different environments that could affect the re-
sults of multimedia objects processing in an Ambient Intelligence environment. We
proceed with the pre-analysis phases needed to start the experiments: the learning
and template generation phases that we describe below:

1. Learning phase: the system learns to identify a concept which represents a hu-
man face, an object or a location. It refers to determining the set of predefined



6 Bridging Sensing and Decision Making in Ambient Intelligence Environments 161

multimedia objects in the different profiles. We specify 3 different set of prede-
fined images taken in the 3 given profiles: B1, B2, and B3 representing a set of
predefined images of a given object captured in P1, P2, and P3 respectively.

2. Template generation: here, we defined 6 different templates (T1, T2, T3, T4, T5,
T6) associated to the aggregation functions Min, Max, Avg, DS, BN and DT
respectively.

Thus, multimedia functions are used alternatively depending on the object to be
detected. In case of a location or object identification, we used the f2 multime-
dia function, whereas for face identification, we used the f1 multimedia function.
We proceeded as follows: a number of images are captured using our webcam and
processed according to the defined templates holding multimedia and aggregation
functions. The multimedia functions compare the captured images with the set of
predefined images stored for each object, and return a set of similarity scores which
are aggregated later on according to the aggregation function associated to the re-
lated template. And so, the appropriate template is determined based on the highest
returned value in each profile (assuming that the captured images of the object are
predefined for the multimedia function used).

6.6.3.1 Case 1: using the multimedia function f1

The predefined multimedia objects represent a collection of a person’s photos
learned and assigned to the multimedia function f1. We conducted a series of tests
using, at each time, one of the three predefined multimedia objects (B1, B2 and B3)
under the 3 different profiles P1, P2 and P3 respectively. The system captures 5 snap-
shots of the person and processes them using the multimedia function f1 and an
uncertainty threshold = 0.1 in P1, P2 and P3. After, f1 returns 5 scores representing
the degree of similarity of the captured image with the predefined one. For each
profile, we retrieve the highest result after applying the corresponding aggregation
function to the 5 scores returned by the multimedia function f1. The Table 6.4 shows
the results in each profile with different predefined set of multimedia objects (B1,
B2 and B3). Using B1 and P1, the template T4 based on the DS function returned
the highest result in the 3 different profiles, whereas T5 corresponding to the BN
function returned almost the same values as the DS with a slight difference.

B1 P1 P2 P3 B2 P1 P2 P3 B3 P1 P2 P3
T1 0.6 0.06 0.06 T1 0.06 0.6 0.06 T1 0.06 0.06 0.6
T2 0.6 0.6 0.06 T2 0.6 0.6 0.06 T2 0.06 0.06 0.6
T3 0.6 0.49 0.06 T3 0.38 0.6 0.06 T3 0.06 0.06 0.6
T4 0.98 0.80 0 T4 0.14 0.98 0 T4 0 0 0.98
T5 0.88 0.24 0 T5 0.013 0.88 0 T5 0 0 0.88
T6 0.6 0.06 0.06 T6 0.06 0.6 0.06 T6 0.06 0.06 0.6

Table 6.4 Template tuning according to P1, P2 and P3 using f1



162 Elie Raad, Bechara Al Bouna and Richard Chbeir

6.6.3.2 Case 2: using the multimedia function f2

The predefined object here represents a location associated to the multimedia func-
tion f2. As in case 1, we elaborate a series of tests using at each time one of the
three predefined multimedia objects (B1, B2 and B3) under the 3 different profiles
P1, P2 and P3 respectively. The system captures 5 snapshots of the location and pro-
cesses them using the multimedia function f2 and an uncertainty threshold = 0.1 in
P1, P2 and P3. The results are shown in Table 6.5. The template T4 and T5 returned
the highest values in the 3 different profiles P1, P2 and P3, whereas, T1, T2, T3 and T6
returned the same values approximately.

B1 P1 P2 P3 B2 P1 P2 P3 B3 P1 P2 P3
T1 0.82 0.66 0.04 T1 0.60 0.67 0.8 T1 0.07 0.05 0.68
T2 0.84 0.71 0.72 T2 0.63 0.8 0.59 T2 0.12 0.05 0.69
T3 0.83 0.69 0.18 T3 0.62 0.75 0.58 T3 0.08 0.05 0.68
T4 0.99 0.99 0 T4 0.95 0.99 0.91 T4 0 0 0.98
T5 0.99 0.98 0 T5 0.92 0.99 0.85 T5 0 0 0.98
T6 0.84 0.71 0.04 T6 0.62 0.8 0.59 T6 0.07 0.05 0.69

Table 6.5 Template tuning according to P1, P2 and P3 using f2

6.6.3.3 Uncertainty threshold tuning

We will calculate in the following the uncertainty threshold representing the dif-
ference between the returned results in each profile P1, P2 and P3. For instance, the
ε = P1−P2 describes the value that could affect the aggregated result if captured im-
ages are taken in 2 different profiles P1 and P2. The Table 6.6 shows the calculated
uncertainty thresholds between each profile for the specified predefined objects (B1,
B2 and B3). Using this uncertainty threshold calculation, one can adapt template
usage based on the environments in which multimedia objects processing is taking
place.

B1 ε1 = P1−P2 ε2 = P1−P3 B2 ε1 = P2−P1 ε2 = P2−P3 B3 ε1 = P3−P1 ε1 = P3−P1
T1 0.16 0.78 T1 0.07 0.09 T1 0.63 0.61
T2 0.13 0.12 T2 0.17 0.21 T2 0.64 0.57
T3 0.14 0.65 T3 0.13 0.17 T3 0.63 0.6
T4 0 0.99 T4 0.04 0.08 T4 0.98 0.98
T5 0.01 0.99 T5 0.07 0.14 T5 0.98 0.98
T6 0.13 0.8 T6 0.18 0.21 T6 0.64 0.62

Table 6.6 Uncertainty Threshold calculation
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6.7 Conclusion

Through this chapter, we showed how it is possible to bridge sensing and decision
making using predefined templates in ambient intelligence environments. Templates
grouping multimedia processing tools facilitate the manipulation of complex mul-
timedia techniques which makes the process of retrieving knowledge from contex-
tual information an easy task. In addition, we presented our uncertainty resolver in
which we defined a set of adapted aggregation functions based on several proba-
bilistic theories used in the literature, in order to reduce the uncertainty raised due
to multimedia objects processing. The aim was to aggregate the set of values re-
turned from several multimedia functions or sources into one relevant score which
reduces the probability of faulty decisions. We elaborated also a set of experiments
to demonstrate the efficiency of our aggregation functions when integrated in real-
time processing and image capturing scenario. Several observations have been dis-
cussed through the results obtained.
In the near future, we intent to extend our approach to integrate several new ag-
gregation functions (e.g. Artificial Neural Networks) in order to provide more effi-
ciency in bridging the gap between sensing and decision making. Furthermore, we
are currently implementing a prototype involving all the concepts provided here and
willing to use it in real distributed application scenario(s).
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