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Abstract—In this paper we introduce an integration framework for Control/Communication/Computation (3C) co-design based on the motivating example of fleet control of Autonomous Underwater Vehicles (AUVs). Specifically, we address the problem of almost sure stability of an unstable system with multiple observations over packet erasure channel with emphasize on coding computational complexity. We look at the tradeoff between duty cycle for feedback channel use, coding computational complexity, and performance. We compare coding computational complexity and performance for two cases: a) No feedback channel at all, and b) Feedback channel all the time. It is shown that the strategy of using feedback channel results in a better performance.

I. INTRODUCTION

Recently, there has been a significant progress in control/communication co-design (some references are [1] - [8]) and control/computation co-design (e.g., [9]). But, despite of few available results in Control/Communication/Computation (3C) co-design (e.g., [10], [11]), this research area is almost untouched and open.

One potential application of 3C co-design is in fleet control of AUVs. One objective of the fleet of AUVs, which is supervised by an Autonomous Surface Vehicle (ASV) [12], as shown in Fig. 1, is to locate the source of a concentration flow (e.g., fresh water, chemical pollution, etc) with unknown location. This goal is achieved by sampling concentration flow locally by each AUV and using this information to move the fleet towards the source. In this application, to compensate the effects of random packet dropout, a coding strategy must be used for real-time reliable communication from each AUV to ASV. In developing this coding strategy, feedback acknowledgments from the receiver of ASV to the transmitter of AUVs (i.e., feedback channel) can be used. Absence of feedback channel results in a coding strategy with high computational complexity and slow decoding error decay rate. On the other hand, presence of feedback channel all the time results in a coding strategy with low computational complexity; but the control command, \( u \), is updated with a longer time period. Therefore, for this fleet, it is important to develop a 3C co-design framework, which does not necessarily use feedback channel all the time.
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Fig. 1. Two - loop control strategy for a fleet of AUVs. Each AUV sends its sampled data, \( y_i \), via a wireless link subject to random packet dropout to a remote ASV, which updates the control command, \( u \), for AUVs local controllers. During each time period that the control command is updated, the high level controller can choose to send or not to send acknowledgment bits to transmitters (AUVs) to indicate whether the transmitted packets were received or erased. This is modeled by a switch with a known switching policy, in which the duty cycle for turning on this switch (using feedback channel) is denoted by \( \beta \).

Based on the motivating example of the fleet control of AUVs, we introduce an integration 3C co-design framework, which does not necessarily use feedback channel all the time. Subsequently, we address the problem of almost sure stability of an unstable system with multiple observations over packet erasure channel with emphasize on coding computational complexity. We look at the tradeoff between duty cycle for feedback channel use, coding computational complexity and performance. We compare coding computational complexity and performance for two cases: a) No feedback channel at all, and b) Feedback channel all the time. It is shown that the strategy of using feedback channel all the time results in a better performance. The paper is organized as follows: In Section II, the 3C co-design framework is described. In Section III, a stabilizing controller, which stabilizes the system in the absence of communication imperfections and computation limitations, is presented. The performance of this controller in the presence of data dropout is also analyzed. In Section IV, we propose a coding strategy to compensate the effects of data dropout. In Section V, we look at the tradeoff between duty cycle for feedback channel use, coding computational complexity and performance. In Section VI, we conclude the paper.
II. 3C CO-DESIGN FRAMEWORK - PROBLEM FORMULATION

In this paper the following conventions are used: \( z(t) \) denotes the value of the signal \( z \) at time \( t \geq 0 \), \( z[k] \), where \( k \) is a non-negative integer, denotes the value of the signal \( z \) at the sampling instant \( k \). \( z[k + \sigma] \), where \( \sigma \) is a non-negative scalar, denotes the value of the signal \( z \) at the time corresponding to the sampling instant \( k + \sigma \). \( N_+ = \{0, 1, 2, \ldots\} \). \( V_i \) is the \( i \)th component of the vector \( V \), and \( A' \) denotes the transpose of the matrix/vector \( A \). The Euclidean norm is denoted by \( \| \cdot \| \), \( U(x, y) \) is the uniform distribution with parameters \( x \) and \( y \), and \( E[\cdot] \) denotes the expected value. \( \text{diag}(\cdot) \) denotes the diagonal matrix, \( I \) is the identity matrix, and \( \otimes \) denotes the Kronecker product. The eigenvalues of the square matrix \( A \) are denoted by \( \lambda_i(A) \). \( \sigma_{\max}(A) \) denotes the biggest singular value of the matrix \( A \) and \( \log(\cdot) \) is the logarithm of base 2.

A. Definition and Model

In this paper, we are concerned with the stability of an unstable Linear Time Invariant (LTI) system with multiple observations over packet erasure channel with emphasis on coding computational complexity (see Fig. 2). The building blocks of Fig. 2 are described, as follows:

**Plant:** Plant is the following LTI switching system:

\[
\begin{align*}
  x[k + 1] &= A_d^{(r)} x[k] + B_d^{(r)} u[k], \quad r \in \{1, 2\} \\
y_i[k + (i - 1)T_m] &= [C x[k]]_i, \quad i = 1, 2, \ldots, n
\end{align*}
\]

where \( A_d^{(r)} \in \mathbb{R}^{n \times n} \) is an unstable matrix, \( B_d^{(r)} \in \mathbb{R}^{n \times m} \), \( C \in \mathbb{R}^{n \times n} \), \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), \( y_i \in \mathbb{R} \), and \( k \in \mathbb{N}_+ \). The initial state, \( x[0] \), is a Random Variable (R.V.) with bounded support; and \( y_i[k + (i - 1)T_m] \) denotes the value of the \( i \)th sampled data at the time instant \( k \), when the control action is updated. To avoid collision of transmitted sampled data at the controller, sampled data: \( y_1, y_2, \ldots, y_n \), which are all sampled at the time instant \( k \), are transmitted sequentially, like a Time Division Multiple Access (TDMA) scheme, in which, the time period between transmission of two successive samples is \( T_m \). The time period \( T_m \) is referred as sequential transmission period; and the control action as well as the state dynamic of the system (1) are updated with the time period \( T_u \geq 2T_m \). During each time period that the control action is updated, we can choose to send or not to send acknowledgment bits to transmitters to indicate whether the transmitted data were received or erased. If we send back acknowledgment bits, we say that feedback channel is used. If feedback channel is not used, we will choose \( T_u = nT_m \). But, if feedback channel is used, we will choose \( T_u = T_2 \), which is bounded below by \( nT_m \). Throughout, the case \( r = 1 \) corresponds to a system without feedback channel; and the case \( r = 2 \) corresponds to a system with feedback channel.

It is assumed that for each \( r \in \{1, 2\} \), there exists a matrix \( K \) such that the matrix \( A_d^{(r)} + B_d^{(r)} K \) is stable. Similarly, there exists a matrix \( L \) such that the matrix \( A_d^{(r)} + LC \) is stable. It is also assumed that by observing \( y_i \) within a finite time interval, we can determine \( x_i[0] \), which is the \( i \)th component of the unknown initial state \( x[0] \). Also, it

\[ ^1 \text{In the fleet control of AUVs, in the presence of feedback channel, the time period for updating the control command, } u[k], \text{ is at least equal to the round trip travel time in exchanging information between each AUV and ASV. This time period is long due to long transmission delay in exchanging data between underwater vehicles, which is caused by slow propagation of underwater sound waves.} \]
is assumed that the system (1) is the discrete time equivalent of the following continuous time system:
\[ \dot{x}(t) = Ax(t) + Bu(t), \]
(2)
which represents the actual dynamic of the plant. Therefore, 
\[ A_d^{(1)} = e^{AT_m}, \quad B_d^{(1)} = \left( \int_0^{T_m} e^{A\tau}d\tau \right)B, \quad A_d^{(2)} = e^{AT_2}, \]
and 
\[ B_d^{(2)} = \left( \int_0^{T_2} e^{A\tau}d\tau \right)B. \]

**Channel:** The communication channel is a packet erasure channel. Let \( \delta[k] \) denote the channel input (a packet of binary data), \( \bar{\delta}[k] \) the channel output, and \( e \) the erasure symbol. Then,
\[ \bar{\delta}[k] = \mathcal{C}(\delta[k]) = \begin{cases} \delta[k] & \text{with probability } 1 - \alpha \\ e & \text{with probability } \alpha \end{cases} \]

That is, the channel erases the transmitted packet with probability \( \alpha \). Throughout, it is assumed that the erasure probability \( \alpha \) is known a priori.

**Deterministic Switch:** As mentioned above, during each time period that the control action is updated, we can choose to use or not to use feedback channel. This is modeled by a switch with a known switching policy, in which the duty cycle for turning on this switch (using feedback channel) is \( \beta \in [0, 1] \).

In the closed loop feedback system of Fig. 2, we can use encoders and decoders to compensate the effects of random packet dropout. Encoders and decoders are described as follows:

**Encoders:** Encoders are causal operators, which are denoted by \( \mathcal{E}_i(\cdot), i = 1, 2, \ldots, n \). They map the system outputs: \( y_i[k+(i-1)T_m] \) to channel inputs: \( \delta_i[k+(i-1)T_m+\sigma_{ik}] \), which are strings of binaries with length \( R_{ik} \). Here, for a given \( i \), the random variable \( \sigma_{ik} \) denotes the computational latency due to the \( i \)th encoding operation at the time instant \( k \).

**Decoders:** Decoders are also causal operators, which are denoted by \( \mathcal{D}_i(\cdot), i = 1, 2, \ldots, n \). They map the channel outputs to state estimates, i.e., \( \hat{x}_i[k+(i-1)T_m+\gamma_{ik}] \in \mathbb{R} \), for a given \( i \), the random variable \( \gamma_{ik} \) is the computational latency due to the \( i \)th decoding operation and \( \hat{x}_i[k+(i-1)T_m+\sigma_{ik}+\gamma_{ik}] \) is the estimation of \( x_i[k] \) (which is the \( i \)th component of the state variable \( x[k] \)).

**Assumption:** To avoid coding computational overflow, it is assumed that \( T_m \geq \sup_{i \in \{1, 2, \ldots, n\}, k \in \mathbb{N}_+} N_{ik}(\beta) \), where \( N_{ik}(\beta) = \sigma_{ik} + \gamma_{ik} \), is the coding computational time associated with the \( i \)th coding strategy at the time instant \( k \). Note that for a given coding strategy, \( \sup_{i \in \{1, 2, \ldots, n\}, k \in \mathbb{N}_+} N_{ik}(\beta) \) is known a priori.

Controller: Control update action is of the hold type. That is, whenever the control action is updated, the control value is applied on the plant and held until the next control value is updated. Controller is modeled as follows:
\[ u[k+1] = K\hat{x}[k+1], \quad u[0] = 0, \]
(3)
where
\[ \begin{pmatrix} \hat{x}_1[k+1] \\ \vdots \\ \hat{x}_n[k+1] \end{pmatrix} = A_d^{(r)} \begin{pmatrix} \hat{x}_1[k+(\sigma_{1k}+\gamma_{1k})] \\ \vdots \\ \hat{x}_n[k+(n-1)T_m+\sigma_{nk}+\gamma_{nk}] \end{pmatrix} \\ + B_d^{(r)}u[k]. \]

In (3), the matrix \( K \in \mathbb{R}^{m \times n} \) is defined such that we have almost sure stability, as will be defined next.

**B. Multi - Cost Functional and Problem Formulation**

**Definition 2.1:** (Almost Sure Stability [8]): The closed loop system is almost sure stable if there exist a \( \beta \in [0, 1] \), encoding policies \( \mathcal{E}_\beta(\cdot) \), decoding policies \( \mathcal{D}_\beta(\cdot) \), and a control policy, i.e., \( K \), such that for a given \( 0 \leq \epsilon < 1 \) there exists a time instant \( T^{\epsilon, \alpha}(\beta) \), in which the following inequality holds for all choices of the initial state
\[ \Pr(||x[k]|| > \epsilon, \forall k \geq T^{\epsilon, \alpha}(\beta)) \]
Next, we define settling time, which represents the performance of the system.

**Definition 2.2:** (Settling Time - System Performance): Throughout, the smallest time \( T^{\epsilon, \alpha}(\beta) \), under which the following inequality holds:
\[ \Pr(||x(t)|| > \epsilon) \leq \epsilon, \quad t \geq T^{\epsilon, \alpha}(\beta) \]
for all choices of the initial state, is referred as the settling time.

In this paper, the computational complexity of the coding strategy is in the center of attention. Coding computational complexity, \( N^{\epsilon, \alpha}(\beta) \), is defined as follows:
\[ N^{\epsilon, \alpha}(\beta) = \sup_{i \in \{1, 2, \ldots, n\}, k \in \mathbb{N}_+} \{ N_{ik}(\beta) \}, \quad N_{ik}(\beta) = \sigma_{ik} + \gamma_{ik}. \]

The settling time, \( T^{\epsilon, \alpha}(\beta) \), is a function of quality of control, which is represented in terms of \( T^{\epsilon, \alpha}(\beta) \), and quality of reliable communication associated with the pairs \( (\mathcal{E}_\beta(\cdot), \mathcal{D}_\beta(\cdot)) \), which is a function of the coding computational complexity \( N^{\epsilon, \alpha}(\beta) \). For a given \( \epsilon \) and \( \alpha \), quality of control and quality of reliable communication are all functions of duty cycle for feedback channel use, i.e., \( \beta \).

2In the fleet control of AUVs, dynamics of AUVs are described by a kinematic unicycle model, which represents nonlinear dynamics [13], [14]. One objective of this paper is to study fundamental tradeoffs between duty cycle for feedback channel use and performance in fleets of AUVs. Therefore, for simplicity, without loss of generality, we consider the LTI system (2) for all duty cycles; because for the unicycle vehicle model, we expect to get a similar tradeoff.

3Using available channel error detection/correction techniques, our industrial partner developed a transmission method for exchanging information between underwater vehicles, which is modeled by a packet erasure channel.
Therefore, the objective of this paper is to minimize $T^\alpha_s(\beta)$ over $\beta$, i.e., $T^\alpha_s(\beta^*) = \min\beta T^\alpha_s(\beta)$ to balance the interactions between control, communication, and computation in such a way that the best performance (the smallest settling time) is achieved. In this paper, we perform this optimization for two cases: a) $\beta = 0$ and b) $\beta = 1$.

III. CONTROLLER

Every closed loop feedback system provides some robustness against imperfections. Therefore, as a first step to address above problem, we consider the closed loop system of Fig. 2 in the absence of encoders, decoders, and feedback channel, i.e., $\beta = \sigma_{ik} = \gamma_{ik} = 0$, $\alpha \neq 0$, $E_{ik}(y_i[k + (i - 1)T_m]) = y_i[k + (i - 1)T_m]$, $D_{ik}(\tilde{y}_i[k + (i - 1)T_m]) = \tilde{y}_i[k + (i - 1)T_m]$, $T_n = nT_m$. That is, in general, for a large $\alpha$ (e.g., $\alpha > 0.02$), we may not be able to stabilize the system without compensating the effects of data dropout using a proper coding strategy.

IV. CODING DESIGN

As mentioned above, for a large erasure probability $\alpha$, we may not be able to stabilize the system without compensating the effects of data dropout. Therefore for this case, we need to implement a control/communication co-design framework. This co-design framework is obtained by including a coding strategy in the closed loop feedback system, which compensates the effects of communication imperfections and provides real-time reliable communication (see Fig. 2). In this section, we present such a coding strategy for two cases: a) $\beta = 0$ (no feedback channel), b) $\beta = 1$ (with feedback channel). Note that as the control actions are updated based on one step ahead estimation (see Fig. 2), the design of coding policy can be done independent of computational latencies. That is, without loss of generality, we can assume that $\sigma_{ik} = \gamma_{ik} = 0$.

Theorem 3.1: Consider the closed loop system of Fig. 2, as described above. Suppose that the matrix

$$A = E[A_A[k] \otimes A_A[k]]$$

is stable, where

$$A_A[k] = \begin{pmatrix}
A_d^{(1)} + B_d^{(1)} K & -B_d^{(1)} K \\
-L(I - A[k])C & A_d^{(1)} + LC
\end{pmatrix}$$

with $A[k] = \text{diag}(\xi_{ik1}, \ldots, \xi_{ink})$, where

$$\xi_{ik} = \begin{cases}
1 & \text{Pr}(\xi_{ik} = 1) = 1 - \alpha \\
0 & \text{Pr}(\xi_{ik} = 0) = \alpha
\end{cases}$$

Then, the system is stable, almost surely.

Proof: Let $e[k] = x[k] - \hat{x}[k]$ denote the estimation error, and $z[k] = \begin{pmatrix} x[k] \\ e[k] \end{pmatrix}$ be the augmented state variable. Then, it can be easily verified that

$$e[k + 1] = (A_d^{(1)} + LC)e[k] - L(I - A[k])Cx[k],$$

and hence, we have:

$$z[k + 1] = \hat{A}[k]z[k].$$

Now, from [15] it follows that a necessary and sufficient condition for almost sure stability of augmented system (4) is that the eigenvalues of the matrix $\hat{A}$ are all inside the unit circle.

Remark 3.2: i) For the case of $\alpha = 0$, the matrices $K$ and $L$ are chosen such that the matrices $A_d^{(1)} + B_d^{(1)} K$ and $A_d^{(1)} + LC$ are stable. For this case to have the smallest settling time, we choose a matrix $K$, which results in a stable matrix $A_d^{(1)} + B_d^{(1)} K$ with the smallest (in magnitude) eigenvalues. Similarly, the matrix $L$ is chosen such that it results in a stable matrix $A_d^{(1)} + LC$ with the smallest (in magnitude) eigenvalues.

ii) For a large $\alpha$, $|\lambda_{\max}(\hat{A})| = \max_{i \in \{1, \ldots, 2n\}} |\lambda_i(\hat{A})|$ is large. That is, in general, for a large $\alpha$ (e.g., $\alpha > 0.02$), we may not be able to stabilize the system without compensating the effects of data dropout using a proper coding strategy.
0, as $k \to \infty$, almost surely, where

$$\dot{x}[k|k] = \begin{pmatrix} \dot{x}_1[k|k] \\ \vdots \\ \dot{x}_n[k|k] \end{pmatrix} = (A_d^{(1)})^k \dot{x}[0|k] + \sum_{j=0}^{k-1} (A_d^{(1)})^{k-1-j} B_d u[j]$$  \hspace{1cm} (5)

is the output of decoders. Note that from Chebishev inequality [16], it follows that mean square reliable communication implies almost sure reliable communication.

**Proposition 4.1:** Let us use the coding strategy of [10] to estimate the initial state at the end of communication link and suppose that the decoders outputs are described by (5). Then, under the assumption of $\Delta(R,n,\alpha) > 2 \log \sigma_{\text{max}}(A_d^{(1)})$, we have mean square reliable communication; and therefore, almost sure reliable communication.

**Proof:** We have the following inequality:

$$E[|x[k] - \hat{x}[k]|^2] \leq (\sigma_{\text{max}}(A_d^{(1)}))^2 e^2 2^{2\log \sigma_{\text{max}}(A_d^{(1)}))}$$

Now, by applying the rule of Hopital - Bernoulli for limits, we have

$$\lim_{k \to \infty} \frac{\ln 2}{\ln (\Delta(R,n,\alpha) - 2 \log \sigma_{\text{max}}(A_d^{(1)}))} = 0.$$

That is, under the assumption of $\Delta(R,n,\alpha) > 2 \log \sigma_{\text{max}}(A_d^{(1)})$, the right hand side of (6); and hence, $E[|x[k] - \hat{x}[k]|^2]$ converge to zero, as $k \to \infty$. This completes the proof.

As a direct consequence of Proposition 4.1, we have the following corollary, which shows that the Euclidean norm of estimation error, $||e[k]| = |x[k] - \hat{x}[k]|$, converges to zero, almost surely, where $\hat{x}[k+1] = A_d \hat{x}[k|k] + B_d u[k]$ is the output of the one step ahead estimator of Fig. 2.

**Corollary 4.2:** Using the coding strategy, as described above, the Euclidean norm of estimation error, $||e[k]| = |x[k] - \hat{x}[k]|$, converges to zero, almost surely.

**Proof:** We have the following equalities:

$$e[k+1] = x[k+1] - \hat{x}[k+1]$$

$$= A_d^{(1)} x[k] + B_d^{(1)} u[k] - A_d^{(1)} \hat{x}[k|k] - B_d^{(1)} u[k]$$

$$= A_d^{(1)} (x[k] - \hat{x}[k|k])$$  \hspace{1cm} (7)

Now, from Proposition 4.1 it follows that $||x[k] - \hat{x}[k]|$ converges to zero, almost surely; and therefore, $||e[k]| \to 0$, as $k \to \infty$, almost surely.

**Remark 4.3:** The coding strategy [10] has the following properties:

i) Among available coding strategies, which do not use feedback channel and provide real-time reliable communication for dynamical systems, it has the fastest decoding error decay rate. However, the decay rate of this strategy is not as fast as the strategies, which use feedback channel. Consequently, for unstable system matrix $A_d^{(1)}$ with large (in magnitude) unstable eigenvalues, this strategy may not guarantee reliable communication.

ii) From [10], it follows that the number of binary operations required to compute each channel input $\delta_i[k]$ follows from a binomial distribution with parameter $R_{ik}$ and $\frac{1}{2}$. On the other hand, to perform decoding operation for the time instant $k$, we need at most $O(k^3)$; and at least $O(k^2)$ binary operations. Therefore, this coding strategy is computationally expensive.

iii) Nowadays, processors use cash memory and energy management techniques. Hence, the number of binary operations does not represent the coding computational complexity, as defined in this paper. Therefore, the coding computational complexity is determined by running coding policies on the actual hardware (i.e., by simulations).

**B. Coding Scheme - $\beta = 1$**

For $\beta = 1$ (i.e., with feedback channel all the time) we use the coding strategy of [8]. This strategy uses feedback channel all the time and estimates the current state value in real-time. The estimation error converges to zero, almost surely, as time increases if the transmission rate is sufficiently large (the necessary and sufficient conditions for almost sure reliable communication of this strategy are given in [8], Propositions 3.2 and 4.2). This strategy has the following properties: i) It is optimal in the sense that reliable communication can be achieved by transmission with the minimum required bits. ii) It is recursive; and therefore, has low computational complexity. iii) The time period for updating the estimate of the current state value at the decoder may be long if the transmission of messages and sending back their feedback acknowledgments are subject to long transmission delays.

**V. TRADEOFF BETWEEN $\beta$, CODING COMPUTATIONAL COMPLEXITY, AND PERFORMANCE**

**A. Stability Result**

We start this section from the following theorem, which shows that almost sure stability is achieved when each of the coding strategy of Section IV is combined with the stabilizing controller.

**Theorem 5.1:** Consider the closed loop feedback system of Fig. 2, which is described by one of the coding strategy of Section IV and the stabilizing controller (i.e., $u[0] = 0, u[k+1] = K \hat{x}[k+1]$, where for each $r \in \{1,2\}$, $A_d^{(1)} + B_d^{(r)} K$ is a stable matrix). Suppose that the coding strategy guarantees almost sure reliable communication and computational overflow does not occur. Then, we have almost sure stability.

**Proof:** The proof is straightforward and it follows by expanding $x[k]$ in terms of $x[0]$ and estimation error $e[j]$ ($j \in [1, k-1]$) and from the fact that for each $r \in \{1,2\}$, $A_d^{(1)} + B_d^{(r)} K$ is stable and $||e[k]| \to 0$, as $k \to \infty$, almost surely.
In Table I, we summarized the tradeoff between coding computational complexity and settling time for $T_u = 0.04$ sec.

<table>
<thead>
<tr>
<th>$\beta$ = 0 (no feedback channel)</th>
<th>$\beta$ = 1 (with feedback channel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s^{*}(0) = 7.6$ sec.</td>
<td>$T_s^{*}(1) = 7.6$ sec.</td>
</tr>
<tr>
<td>$N^{s,\alpha}(0) = 0.017$ sec.</td>
<td>$N^{s,\alpha}(1) = 8 \times 10^{-3}$ sec.</td>
</tr>
</tbody>
</table>

**TABLE I**

TRADEOFF BETWEEN $\beta \in \{0, 1\}$, CODING COMPUTATIONAL COMPLEXITY AND SETTLING TIME FOR $T_u = 0.04$ SEC.

In this paper, we studied the tradeoff between duty cycle for feedback channel use, coding computational complexity and performance for two cases: $\beta = 0$ (no feedback channel) and $\beta = 1$ (with feedback channel). It was shown that even in the presence of high data dropout (e.g., $\alpha = 0.5$), we can stabilize the system by implementing an integration framework for 3C co-design. It was concluded that the strategy of using feedback channel results in a better performance. For future, we will intend to look at the tradeoff between $\beta \in \{0, 1\}$ (i.e., using feedback channel sometimes; but not all the time), coding computational complexity and performance.
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<table>
<thead>
<tr>
<th>$\beta$ = 0 (no feedback channel)</th>
<th>$\beta$ = 1 (with feedback channel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s^{*}(0) = \infty$</td>
<td>$T_s^{*}(1) = 0.4$ sec.</td>
</tr>
<tr>
<td>$N^{s,\alpha}(0)$ is not defined</td>
<td>$N^{s,\alpha}(1) = 4 \times 10^{-3}$ sec.</td>
</tr>
</tbody>
</table>

**TABLE II**

TRADEOFF BETWEEN $\beta \in \{0, 1\}$, CODING COMPUTATIONAL COMPLEXITY AND SETTLING TIME FOR $T_u = 0.2$ SEC.

**B. Simulation Results**

In this section, we are concerned with almost sure stability with $\epsilon = 0.02$ of the closed loop feedback system of Fig. 2, as described by one of the coding strategy of Section IV, with the following specifications:

$$\alpha = 0.5,$$

$$A = \begin{pmatrix} 3 & 0 \\ 0 & -3 \end{pmatrix}, \quad B = \begin{pmatrix} 3 \\ -1 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix},$$

$$x_1[0] \sim U(0, 1), \quad x_2[0] \sim U(0, 1),$$

$$n = 2, \quad K = [k_1 \ k_2] \text{with} \ -10 \leq k_1, k_2 \leq 10.$$