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Abstract—In this paper, we propose an autonomous radio resource allocation and optimization scheme that chooses the transmit power and precoding vector among codebooks for multiple antennas transmitters to improve spectral and power efficiency and provide user fairness. Network self-optimization is an essential feature for supporting the cell densification in future wireless cellular systems. The proposed self-optimization is inspired by Gibbs sampler. We show that it can be implemented in a distributed manner and nevertheless achieves system-wide optimization which improves network throughput, power utilization efficiency, and overall service fairness. In addition, we extend the work and include power pricing to parametrize and enhance energy efficiency further. Simulation results show that the proposed scheme can outperform today’s default modes of operation in network throughput, energy efficiency, and user fairness.

Index Terms—Mobile cellular networks, interference management, precoding, power control, Gibbs sampler, self-optimization.

I. INTRODUCTION

Today, it is commonly anticipated that cellular networks will further evolve to denser and smaller cells, with a strong spatial frequency reuse, possibly with the whole spectrum resource made available within each cell (reuse 1) [1]. Systems such as LTE and LTE-Advanced [2] intend to use small cells in urban environment to create local coverage to maximize spatial reuse and support rapidly increasing data traffic. However, a dense deployment of base stations (BS) with shorter coverage range will bring new challenges to inter-cell interference management (especially at the cell boundaries) and its complexity.

Such networks are characterized by an increasing number of distributed infrastructure elements and the unpredictability of the base station and user patterns. Self-organization and self-optimization networks (SON) becomes necessary in order to prevent a huge increase of planning and optimization tasks [3]. Autonomic management and configuration is highly desirable in practice to reduce the system’s capital and operational expenditure (CAPEX/OPEX) [4].

Radio resource management (RRM) has the fundamental role of sharing power and resource slots among users to satisfy their service requirements. Therefore, in this context, an efficient mechanism should allow a base station or the transmitter to decide and conduct operations in a distributed manner following the resource allocation policy, taking interference into account and automatically adapting to the interaction of neighbor cells.

It is well known that optimizing system throughput and fairness through parameters such as transmit power, precoding vector (when several transmit antennas are available) and channel allocation is very effective in many wireless systems including mobile cellular networks. However, the optimization of multi-cell system over interfering links often leads to non-convex optimization problems. The design of efficient algorithms operating in a distributed manner and ensuring global optimality in these networks is always very challenging [5, Chap. 7.5].

In this paper, we propose a distributed algorithm performing self-optimization for cellular networks (e.g., LTE and femtocell), focusing on multiple transmit antenna power control and precoding. The objectives are to improve spectral efficiency, user fairness, and also power utilization efficiency. The proposed solution is inspired by Gibbs sampler (see e.g., [6]). It is an extension of the work in [7] which only takes into account user association and power control, and is limited to single antenna systems. In this paper, we generalize the Gibbs sampler to include multiple transmit antennas and precoding. Furthermore, we present an extended cost function, considering power pricing, to parametrize the power efficiency of the system. Results show that the solution can be implemented in a distributed manner and nevertheless improves system-wide spectrum utilization efficiency. Finally, we investigate the power and spectrum efficiency trade-off which can be achieved for different purposes.

The rest of the paper is organized as follows. Section II presents the system model and problem formulation. Section III describes the proposed solution. Section IV compares this solution to other approaches with numerical studies. This work is concluded in section V.

II. SYSTEM MODEL

We here consider that downlink and uplink channels are orthogonal. This paper deals with the downlink resource sharing
problem. We consider a reuse-1 mobile cellular network with a set of base stations \( B \) serving a set of users \( U \).

We first assume each user \( u \) is associated to the base station \( b_u \in B \) that has the smallest pathloss, which can be determined from the pilots, for example. LTE and LTE-A systems divide the available bandwidth into multiple orthogonal resource blocks (RB). In each cell, a single user is allocated per RB, from a pure local decision. For the sake of simplicity, we focus in this paper on a given RB simultaneously used by all BS. Therefore, for this RB, this is equivalent to a single resource full-reuse system. Note that this approach is suboptimal and a more complete optimization could be achieved by a joint optimization of the RB selection, power control, and precoder. The more general case considering multiple-resource allocation is a subject of on-going work. In this paper, we will only focus on the power and precoder optimization.

\( N_t \) antennas are assumed at base stations and single antenna at users. At user \( u \), served by a BS \( b_u \), the received signal is given by:

\[
y_u = \sqrt{P_u b_{b_u,u} |h_{b_u,u}| w_u x_u + \sum_{v \in U, v \neq u} \sqrt{P_v b_{b_u,u} |h_{b_u,u}| w_v x_v} + z_u}
\]

where \( P_u \) denotes the transmission power used by \( b_u \) to \( u \), \( x_u \) is the transmitted symbol for user \( u \), \( z_u \) is the receiver noise at \( u \), considered white and Gaussian with variance \( N_0 \). \( b_{b_u,u} \) denotes the distance dependent path loss, including shadowing, to all antenna links, from \( b_u \) to \( u \). \( h_{b_u,u} \in \mathbb{C}^{1 \times N_t} \) denotes the specific channel state on the \( N_t \) links, and \( w_u \in \mathbb{C}^{N_t \times 1} \) denotes the unitary precoding vector used at the BS. Assuming coherent detection at receivers, the signal-to-interference-plus-noise ratio (SINR) can be expressed as:

\[
\text{SINR}_u \triangleq \frac{P_u b_{b_u,u} |h_{b_u,u}| w_u |x_u|^2}{N_u + \sum_{v \in U, v \neq u} P_v b_{b_u,u} |h_{b_u,u}| w_v |x_v|^2}.
\]

In (2), we consider that adjacent-channel interference is negligible compared to co-channel interference.

Considering that some Channel State Information (CSI) are known at transmitter side, base stations can use transmit precoding vectors, to improve user signal quality. The details of information required will be discussed in sub-section III-B.

Our work aims at achieving a global optimization of the network, in terms of user fairness, network throughput and power consumption, using appropriate precoding and power allocation to balance active signals and interference.

### A. Problem Formulation

To achieve this goal, we choose the harmonic-mean fairness, applied on user SINRs, for mathematical convenience (see below). Note that this fairness is an surrogate of the notion of minimal potential delay fairness proposed in [8]. We call \( \mathcal{E} \) the global energy, the cost function to be minimized, following the terminology of Gibbs sampler, which is given by:

\[
\mathcal{E} \triangleq \sum_{u \in U} \frac{1}{\text{SINR}_u}
\]

(3)

The optimization aims at finding a configuration, also referred to as a state, of precoding vectors \( w_u \) and power allocation \( P_u \) for all \( u \), which minimizes \( \mathcal{E} \).

This cost function provides by itself a fairness constraint since a user with a low SINR will lead to a high penalty (and vice versa). Meanwhile, it will balance the interference generated from a BS to other users, since for example increasing the power for a user will increase its SINR but decrease the SINRs of others.

Following (2), the global energy \( \mathcal{E} \) can be written as:

\[
\mathcal{E} = \sum_{u \in U} \frac{P_u b_{b_u,u} |h_{b_u,u}| w_u |x_u|^2}{N_u + \sum_{v \in U, v \neq u} P_v b_{b_u,u} |h_{b_u,u}| w_v |x_v|^2}
\]

\[
= \sum_{\{u,v\} \subseteq U} \left( \frac{P_u b_{b_u,u} |h_{b_u,u}| w_u |x_u|^2}{N_u + \sum_{v \in U, v \neq u} P_v b_{b_u,u} |h_{b_u,u}| w_v |x_v|^2} + \frac{P_v b_{b_u,u} |h_{b_u,u}| w_v |x_v|^2}{N_u + \sum_{v \in U, v \neq u} P_v b_{b_u,u} |h_{b_u,u}| w_v |x_v|^2} \right)
\]

\[
+ \sum_{u \in U} \frac{N_u}{P_u b_{b_u,u} |h_{b_u,u}| w_u |x_u|^2}.
\]

(4)

The above minimization problem is clearly non-convex, with a high combinatorial complexity and is in general not possible to solve analytically for large networks.

It is observed that \( \mathcal{E} \) derives from a potential function \( V(V) \) [6] as follows: for all subsets \( V \subseteq U \), (4) can be expressed as:

\[
\mathcal{E} = \sum_{V \subseteq U} V(V),
\]

(5)

where the potential function \( V(\cdot) \) has the following form:

\[
V(V) = \begin{cases} 
\frac{N_u}{P_u b_{b_u,u} |h_{b_u,u}| w_u |x_u|^2} & \text{if } V = \{u\}, \\
\frac{P_u b_{b_u,u} |h_{b_u,u}| w_u |x_u|^2}{N_u + \sum_{v \in U, v \neq u} P_v b_{b_u,u} |h_{b_u,u}| w_v |x_v|^2} & \text{if } V = \{u,v\}, \\
0 & \text{if } |V| \geq 3,
\end{cases}
\]

(6)

where \(|V|\) denotes the cardinality of \( V \).

A global energy which derives from the above potential function satisfying the condition that \( V(V) = 0 \) for \(|V| \geq 3\) is amenable to a distributed optimization by Gibbs sampler with the following local energy [7] at each \( u \):

\[
\mathcal{E}_u = \sum_{V \subseteq U} V(V).
\]

(7)

Following the above definition of \( V(\cdot) \) and (7), we have:

\[
\mathcal{E}_u = \frac{N_u + \sum_{v \neq u} P_v b_{b_u,v} |h_{b_u,v}| w_v |x_v|^2}{\sum_{v \neq u} P_v b_{b_u,v} |h_{b_u,v}| w_v |x_v|^2} = 1/\text{SINR}_u
\]

\[
+ \sum_{v \neq u} \frac{P_v b_{b_u,v} |h_{b_u,v}| w_v |x_v|^2}{P_v b_{b_u,v} |h_{b_u,v}| w_v |x_v|^2}.
\]

(8)
Eq. (8) can be decomposed in two parts, one favoring the user $u$ (“selfish”) and one evaluating the impact of $u$’s transmission on the rest of the network (“altruistic”). Note that the selfish term $1/\text{SINR}_u$ is directly linked to the performance of user $u$. On the other hand, the “altruistic” part of the local energy measures the interference generated on other users, i.e., $v \neq u$, compared to the power of signal received from their own base stations. The optimization then has a trade-off to perform among all the users.

**B. Extension to Power Price**

Intuitively, one can guess that this optimization will balance the transmit powers used at BS, and so an overall power reduction (compared to the maximum power) will be observed. This phenomenon is due to the fact of the selfish and altruistic parts in (8): a high transmit power level for a given user will interfere too much the neighbouring users while a too low power will not provide this user high enough SINR. Numerical studies in Section IV will illustrate the power consumption aspects.

Notice that the minimization of (3) does not offer a direct control and optimization of the power utilization efficiency of the system. We therefore generalize (3) so as to explicitly relate the transmission power consumption, by introducing the following power pricing setup:

$$E^p \triangleq \sum_{u \in \mathcal{U}} \frac{1}{\text{SINR}_u} + \sum_{u \in \mathcal{U}} \lambda_u P_u,$$

(9)

where $\lambda_u$ is the price parameter for each user.

Note that (9) is equivalent to (3) when $\lambda_u = 0, \forall u$. Without loss of generality, we consider in the following that all transmissions have an identical pricing, i.e., $\lambda_u = \lambda, \forall u$. A high value of $\lambda$ favors low power consumptions but will decrease the throughputs. Notice that one can see that cost functions which explicitly maximize power efficiency in a way such as $\min \sum_{u} \frac{P_u}{\text{SINR}_u}$ could tend to a zero capacity for all the users and so are not practical.

Following the same reasoning as in sub-section II-A, the local energy with power pricing is expressible as:

$$E^p_u = \frac{N_u + \sum_{v \neq u} P_v l_{b_v,u} |h_{b_v,u} w_v|^2}{P_u l_{b_u,u} |h_{b_u,u} w_u|^2} + \sum_{v \neq u} \frac{P_v l_{b_v,u} |h_{b_v,u} w_v|^2}{P_v l_{b_v,v} |h_{b_v,v} w_v|^2} + \lambda P_u.$$

(10)

**III. Self Optimization by Gibbs Sampler**

The following presents the system setup and optimization procedure. Note that this is a distributed algorithm that has to be performed for each mobile independently. The minimization of $E^c$ can be conducted by Gibbs sampler on a graph of the network defined below:

- The set of *nodes* of the graph is the set of users, denoted by $u \in \mathcal{U}$.
- Each node is given a *state* variable $s$ belonging to a finite set $\mathcal{S}$. Here, the state of a node is the transmit power allocated to it, $P_u$ and the precoding vector used, $w_u$.
- The set of *neighbors* of a node $u$ in the graph is the set of all users $v \neq u$ such that the power of the signal received at $u$ from a base station of $v$ is above a specific threshold, say $\theta$ (for practical consideration, we assume that it is the same for all).

Note that for practical reason, power level is discretized in such a way that $P_u \in \{ P_{\text{min}}, \ldots, P_{\text{max}} \}$. Preceding vectors are $N_t$-dimensional, complex unitary vectors. A sampling of this subspace has to be made in order to reduce the high number of potential vectors and so to create a codebook. Some codebooks already exist, such as the Grassmannian Subspace Packing [9] that is optimally sampled. Initial setup is a random precoding vector and maximum power.

**A. Gibbs Sampler**

In the following, we describe the distributed algorithm.

- Each coordinator BS separately triggers a state transition for its user $u$, using a local random timer. This transition is based on the local energy $\mathcal{E}_u$. It selects a state with a probability which is proportional to $\exp(-\mathcal{E}_u(s \in \mathcal{S})/T)$, where $T$ is a parameter called the temperature and $\mathcal{S}$ refers to the finite set of allowable choices. A transition occurs by which the state of this user is updated iteratively.
- The dynamics by the above state transitions will drive the network to a steady state which is the Gibbs distribution associated with the global energy $\mathcal{E}$ and temperature $T$, and has the following distribution:

$$\pi_T(s, u \in \mathcal{U}) = c \cdot e^{-\mathcal{E}(s)/T},$$

with $c$ a normalizing constant.
- This distribution will put more mass on low energy (i.e., low cost) configurations. When $T \to 0$ in a proper way (e.g., in logarithmic scale), the distribution $\pi_T(\cdot)$ will converge to a Dirac mass at the optimal state of minimal cost if it is unique.

**B. Information Exchange**

To compute the probability distribution $\exp(-\mathcal{E}_u(s)/T)$ for a Gibbs sampler, we need to evaluate $\mathcal{E}_u(s)$ for each $s \in \mathcal{S}$. Some measurements and information exchanges between neighboring base stations and users are required. Following the explicit definition in (8), we consider that for evaluating the first term, a user $u$ will estimate the following data and report to its coordinator BS:

- the receiver noise: $N_u$,
- the received interference: $\sum_{v \neq u} P_v l_{b_v,u} |h_{b_v,u} w_v|^2$, that can be measured directly at the mobile, and
- the pathloss $l_{b_u,u}$ and link gain $h_{b_u,u}$.

For evaluating the second term in (8), all users $v \neq u$ estimate the following information and report to their coordinator BS, which then shares the information to the coordinator BS of $u$ via the back-haul (usually wired) network:

- the received signal power from its serving BS $b_u$: $P_v l_{b_v,v} |h_{b_v,v} w_v|^2$, which is a scalar, and
• the pathloss $l_{b,u}$ and link gain $h_{b,u}$.

Note that the pathloss and link gains from a BS $b$ to a user $u$ can be obtained using pilots signals or by feeding back the received power to $b$: since $b$ knows the transmit power used, it can deduce the actual link gain and pathloss.

C. Convergence

It is worth noting that the setting of temperature $T$ in the algorithm will impact the limiting distribution of the system. There is a trade-off between the convergence time and strict optimality of the limiting distribution. For a fixed topology (i.e., base station, user population, signal attenuation), it is known [6, pp. 311-313] that if one decreases $T$ properly for example in a logarithmic scale, the network will be guided into a state of minimal energy, regardless of the initial configuration. In this paper, we set $T = T_0 / \ln(1 + t)$, where $t$ is time. Section IV will illustrate the convergence with numerical examples.

IV. Simulation and Numerical Results

A performance investigation of the proposed solution is conducted below. We simulated a cellular network, composed of 61 cells (5-tiers), on the classical hexagonal grid layout. To avoid border effects, we only take the 19 center (tier 1, 2 and 3) cells into account to compute the system performance metrics. We focus on a given downlink RB. On this resource, each cell is serving a mobile, randomly located inside the cell. $h_{b,u}$’s are complex circular Gaussian random variable vectors.

We consider that the channels are fixed during the simulation. This is not a strong assumption for pathloss and shadowing variation, since scheduling can be updated every 1 ms in LTE (if all required information have been exchanged); For the channel states $h$ however, a practical implementation would have to take the channel coherence [10] time into account to tune appropriately the optimization (i.e., cooling temperature, scheduling, feedback frequency, etc.) so that convergence and stability is ensured. This simplification is made to evaluate the approach at a first glance. Dynamic channel and algorithm adaptation will be a part of future work.

The system performance is evaluated in terms of:

• Spectral efficiency (bps/Hz) : $S = \sum_u \log_2(1 + \text{SINR}_u)$,
• Global power efficiency (bps/Hz/W) : $R = S / \sum_u P_u$,

Fig. 1, Fig. 2 and Fig. 3 show the simulation results obtained for these three metrics, respectively and using $\lambda = 0$. The simulation parameters are provided in Table I. The presented results are averaged over 500 runs of the simulations with 1000 iterations each.

We propose here the comparison between the following methods:

• Optimization by Gibbs sampling, as detailed previously,
• Deterministic optimization: each user chooses the state that minimizes its local energy iteratively,
• Selfish SINR maximization: $\forall u, w_{b,u} = h_{b,u}^H$ and $P_u = P_{\text{max}}$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of antennas $N_t$</td>
<td>4</td>
</tr>
<tr>
<td>Initial temperature $T_0$</td>
<td>0.01</td>
</tr>
<tr>
<td>Inter-site distance</td>
<td>1000 meters</td>
</tr>
<tr>
<td>Noise power (inc. noise figure) $N_0$</td>
<td>-95 dBm</td>
</tr>
<tr>
<td>Pathloss (dB) [12], $d$ in meter</td>
<td>$-15.3 - 37.6 \log_{10}(d)$</td>
</tr>
<tr>
<td>Shadowing standard dev.</td>
<td>8 dB</td>
</tr>
<tr>
<td>Neighbor threshold $\theta$</td>
<td>$N_u - 3$ dB</td>
</tr>
<tr>
<td>Precoding codebook</td>
<td>[9], 16 vectors</td>
</tr>
<tr>
<td>Power set ($P_{\text{min}}, P_{\text{max}}, \text{step}$)</td>
<td>(-19dBm, 43dBm, 2dB)</td>
</tr>
</tbody>
</table>

TABLE I SIMULATION PARAMETERS

• No precoding (i.e., $\forall u, w_{b,u} = [1 \ 1 \ 1]/2$), $P_u = P_{\text{max}}$, considered as a baseline, used when no CSI is known, to exploit transmit diversity.

The Deterministic optimization can be seen as a simplification of the Gibbs sampling, by only focusing the allocation choice on the instantaneous and best local solution. When $T \to 0$, a Gibbs sampler will act in a similar way. Note that for a large network with many minimum points, this greedy approach may only converge to a local minimum and consequently yields sub-optimal solution.

Simulation result shows that the system spectral efficiency (Fig. 1) and so the network throughput obtained performs in-between those of the selfish SINR maximization and the baseline. On the other hand, the difference between the Gibbs (original) optimization and the deterministic (greedy) one is not significant.

At the same time, the total power consumed has dropped from 379.1 Watts (for Selfish and base-line methods) to 52.4 Watts and 64.6 Watts by the Gibbs and the greedy one, respectively. This is reflected in Fig. 2 by a substantial increase in power efficiency. The Gibbs optimization (the original one) outperforms all the other methods presented here.

Minimizing (3), by definition, also improves the fairness among the users of the system (see Fig. 3). Recall that Jain’s index [11] is bounded by 0 and 1, where 1 means perfect equality. The result of Gibbs optimization shows that the cells manage to overcome high interference and do not allocate power in a selfish way. Fig. 3 shows that both the Gibbs and deterministic optimizations outperform the Selfish and baseline approaches.

It is observed that the convergence of the proposed algorithm, in the present network, appears in around one hundred iterations, starting from a random precoding vector and maximum power. Considering LTE scheduling update time, this convergence is fast enough to compensate shadowing variation.

In addition, we also show in Fig. 4 the impact of the power pricing $\lambda$ in terms of spectral efficiency and power efficiency. There is a clear trade-off between the power efficiency and spectral efficiency. It is observed that the capacity increase is logarithmic with respect to the power consumption; the less power consumed the higher power efficiency is achieved. For instance, comparing the results when $\lambda = 0$ and $\lambda = 10$, the
spectral efficiency drops by 48% while the power efficiency is increased by more than 10 times. (Note that the fairness index slightly decreases from 0.86 to 0.78 when \( \lambda \) increases from 0 to 10. Due to a lack of space, we do not include the figure here.) One can see that tuning \( \lambda \) is therefore a critical parameter that has to be chosen, in order to make power efficient cellular network deployments.

V. Conclusion

In this paper, we proposed a distributed algorithm that accomplishes the joint optimization of power allocation and transmit precoding vector, in order to improve the network spectral and power efficiency, as well as fairness among the users. Based on Gibbs sampler, the proposed solution is implementable in a distributed manner and nevertheless achieves global optimization of the proposed cost function. Its operation simplicity and automation is desirable for the objective of network self-optimization in LTE-like systems. Meanwhile, the power pricing allows to parametrize the system performance, balancing the spectrum and power efficiency, and so is the key to power efficient deployment.
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