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1 Introduction

1.1 On Two-Scale Convergence first statements

The concept of Two-Scale Convergence was introduced in two papers of Nguetseng [22] 23]
in 1989. Then in 1992, Allaire [3] produced a synthetic and very readable proof of the result.

1.2 How Homogenization brought the concept

The concept of Two-Scale Convergence emerged from questions of Periodic Homogenization.
Homogenization is a Mathematical Theory, or more precisely, an Asymptotic Analysis The-
ory that originates from Material Engineering, or more precisely, from understanding the
way Constitutive Equation of composite material can be gotten from Constitutive Equation
of each component of the concerned material and from their topological and geometrical
distributions.

~ Material shape

— Microstructure

Figure 1.1: Composite material has a macroscopic shape and a microstructure. The ratio
between the size of the microstructure and the size of the material is €.

In order to make the purpose clear, we first consider the simplest - but rich enough -
example I know. (The explanation that follows does not aim to be mathematically rigorous.
It clearly appeals to intuition and to non-rigorous vocabulary.)

Imagine that we want to get the temperature field within a composite material which is in
thermal equilibrium, knowing the temperature on its boundary. Symbolically, as represented
in Figure (in a bi-dimensional setting), the composite material has a macroscopic shape
at a macroscopic size. Within it, heterogeneities are more or less periodically distributed
with a periodicity - or a characteristic size - which is € times smaller than its macroscopic
size, where ¢ is a small parameter. This makes up what is usually called the microstructure
of the composite material. Now, to achieve our goal, we contemplate the following Heat



Equation

V- [aa(x, E)Vu8 =0 within the material,
€ (1.1)

u® given on the boundary of the material,

that is supposed to describe how the temperature u® is being splitted within the material
from its distribution on the boundary. In this equation, a® stands for the Thermal Diffu-
sion Coefficient (it is the ratio Thermal Conduction over Calorific Capacity times material
Density), V and V- stand for the gradient and divergence operators. (If a unidimensional
material is considered, x = z lives in R, if a bi-dimensional material is considered, x = (z,y)
lives in R? and if a tridimensional material is considered, x = (z,v, 2) lives in R3.)

The fact that a® depends on x and x/¢ needs to be understood in the following sense.
Variable x is the dimensionless position, meaning that when used to describe the material at
its macroscopic scale, the needed variations of variable x are of the order of 1. Beside this, the
dependance of a® in x/e models the variation of the Thermal Diffusion at the microstructure
scale. To illustrate this ability of x/c—dependance to describe variations at the microscopic
scale, I show the graph of some kinds of functions in one and two dimensions. In Figure
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Figure 1.2: Graph of Esin(x) +1+ 5cos(£) for e = 1/20 (left), 1/40 (center) and 1/80
£

(right) between —7 and 7.

is drawn the graph, between —7 and 7, of a®(x,z/c) = (1/2) sin(z) 4+ 1 + € cos(z/¢) for
e =1/20, 1/40 and 1/80. Those functions have a variation at the macroscopic scale, which
is described by the piece (1/2) sin(z)+1 and variations at much smaller scales, which are the
microscopic variations. In this example, the microscopic variations can be qualified of being
high frequency periodic oscillations with small amplitude. They are described by the term
cos(x/e) which needs to be multiplied by € (explaining the presence of superscript € in a®)
to insure amplitude of size € of those high frequency periodic oscillations. The next figure
(figure shows the graph of a°(x,z/e) = a(x,z/e) = (1/2)sin(z) + 1 + (1/2) cos(x/¢)
for the same values of ¢ as previously. Here, the macroscopic scale variation is always
given by the piece (1/2)sin(z) + 1 and the variations at a smaller scale, making up the
microscopic variations, are given by (1/2)cos(z/¢). (This term is not multiplied by e,
bringing the uselessness of superscript € in a®.) In this case the microscopic variations can
be qualified of high frequency periodic oscillations with large amplitude or periodic Strong
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Figure 1.3: Graph of §Si1’1(l‘) +1+ Ecos(f) for ¢ = 1/20 (left), 1/40 (center) and 1/80
€
(right) between —m and 7.
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Figure 1.4: Graph of §(Sin(l‘) +1) cos(g) for e = 1/20 (left), 1/40 (center) and 1/80 (right)
between —m and 7.



Oscillations. Figure shows the ability of a function depending on z and z/e to describe
situations with microscopic variations which are with modulated amplitude - with regions
where they are Strong Oscillations and regions where they are not Strong. The drawn
function is (1/2)(sin(x) + 1) cos(x/e). In this expression, the microscopic variations, which
are high frequency periodic oscillations, are described by factor cos(z/e) and the modulated
amplitude is (1/2)(sin(z) + 1). Figure [1.5[shows function (1/2) cos(x) + 1 + (1/2)(sin(x) +

1 1
Figure 1.5: Graph of 3 cos(z) + 1+ i(sin(x) +1) cos(g) for e = 1/20 (left), 1/40 (center)
and 1/80 (right) between —7 and 7.

1) cos(z/¢) for always the same values of €. Those functions possesses both macroscopic scale
variation and modulated amplitude high frequency oscillations as microscopic variations.

In every example above the microscopic scale variations are periodic. Yet, the x/¢—depen-
dancy may also describe microscopic scale variations that are not periodic. This is illustrated
in figure |1.6{ where function (1/10)sin(z/3) + 1 + (1/4) cos(x/e) sin((7/4)x/¢) is drawn.

Despite the fact that, for visibility reasons, the chosen value of ¢ is not very small (1,/20),
figures and show bi-dimensional functions with periodic Strong Oscillations (figure
and modulated amplitude in one direction (figure .

At the end of the day, functions writing a®(z, z/¢) have the ability to describe a variety
of coupling both macroscopic and microscopic variations which is wide enough.

It is practicable to introduce a variable (say &, which may be &, (£,v) or (&, v,(), de-
pending on the dimension number) which describes the variations at the microscopic scale.
This consists in considering that a® in fact depends on two variables: a®(x, &) and that the
coefficient in equation is

af(x, & = ). (1.2)

3

Applying this practicable trick to the examples involved in figures above, the following
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Figure 1.8: Graph of 2% + y* + Sm(2x)(sm( )+ 1)+
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(sm( )+ 1) for e = 1/20 on [0, 3]2.

formulas are gotten:
1
(z,€) = 3 sin(x) + 1 + ecos(§), in the case of figure
1 1
(x,€) = a(x,§) 3 sin(z) + 1+ 5 cos(§), in the case of figure [I.3]
1
(x,€) = a(x,§) i(sin(ac) + 1) cos(§), in the case of figure [I.4]
1 1
(z,8) = a(x,§) 3 cos(x) + 1+ i(sin(:n) + 1) cos(€), in the case of figure
(x,8) =a(x, &) = — sin(g) +1+ 1COS(E) sin(zg)
’ ’ 10 3 4 4>
1
(@9,60) = alz,y,§0) = 2% 4" + S(sin(v + 1) + (sin(€) + 1), and
1
(@,9,60) = a(@,y,6,0) = 2% +y” + S (sin(v) + 1)(sin(¢) + 1)
in the case of figure and,
1
(x,y, &, 0) = alz,y,E,v) = 2% + 9% + i(sin(v) + 1)(sin(§) + 1), in the case of figure [I.§]

(1.3)

If € — a®(x, &) is periodic, the microscopic scale variations are qualified of high frequency
periodic oscillations.

Remark 1.1 Two-Scale Convergence is essentially designed to be used in the context of high
frequency periodic oscillations.



Going back to the question we imagine we are interested in, we need to implement a
numerical method, for instance a Finite Difference Method or a Finite Element Method, in
order to compute an approximated solution of Partial Differential Equation . Since, x
is a dimensionless variable, the domain on which is set has a size which order of magni-
tude is 1. But, to get a reasonable result, we must choose a discretization step Az which is
such that Az << e. Otherwise, the effect of the microstruture is not taken into account, and
the resulting computation has nothing to do with reality. Hence, if € is very small, meaning
that the microstructure is much smaller than the macroscopic size, the computation can be
very expensive and even not feasible. For instance, if we consider a tridimensional material,
with € = 1073 then, with the constraint Az << e, that we consider to be achieved with
Az = 107 e, the order of magnitude of the number of degrees of freedom needed for the
computation is (10-103)3 = 10'2. This is quite expensive. Leading such a computation may
not be completely unreasonable if we are interested in knowing the intimate distribution of
the temperature at the microstructure scale, but in most of the situations the tiny variations
at this scale have no interest. In those cases, it is highly unreasonable to lead such a heavy
computation to get the result.

Hence, we would like to have on hand an equation, which does not explicitly involve
any microstructure, but which contains, or more precisely, which induces in its solution the
average effect of the microstructure (which is described by the x/e—dependance of a® in
1.1). Denoting symbolically this equation by

Hu =0, (1.4)

involving an operator H, with the constraint that u is close to u® in some senses, we can
expect to implement a numerical method to compute an approximated solution of -
which is also an approximation of u® - with a cost much smaller (because the constraint
Az << ¢ is useless) than the one needed for the direct approximation of equation ([1.1)).

Homogenization Theory gathers a collection of methods that allows us to build operators
‘H satisfying the required constraint.

The first Homogenization methods were set out by Engineers in the middle of the 1970s
and then formalize by Mechanical Scientists. They are based on Asymptotic Expansion.
Applying them in the case of equation ([1.1)) consists in writing

ut(x) = U(x,?) +EU1(X,§)+€2U2(X,§) +..., (1.5)

with functions U(x,&), Ui (x,§), Ua(x,€), ...periodic with respect to &, in injecting this

expansion in equation (1.1)), in identifying and gathering terms in factor of 72, 71, €0, ¢,

€2, ... and then in deducing a set of equations:
H_,U =0, (1.6)
H_ U, =Z(U), .
HoUy =T'(U, Uh), (1.8)



Extracting information from those equations, we get well-posed equations for U, Uy, Us,

For a full understanding of the methods based on Asymptotic Expansion, I refer to the
books by Sanchez-Palencia [27] and to the one by Bensoussan, Lions & Papanicolaou [5].

Then, if we want to get a rigorous mathematical justification of the process just described,
we need to prove results like

-0, (1.9)

for a norm || || to be determined, or in a weaker sense,
R X
<u (x) — U(x, g)) 0. (1.10)
If we want to get justification at higher orders, we need to prove convergence results like
X

us(x) — U(x,g)
~Ui(x,€) | =0, (1.11)

€
in some senses,

(1 (1 (us(x) U, ?) _ Ul(x,g)) _ U2(x,5)> 0, (1.12)

3

in some senses, and so on.

In the case of a Parabolic Partial Differential Equation like 7 with Dirichlet boundary
conditions, convergence results of the kind of can be brought out using the Maximum
Principle and boundary estimates (see Bensoussan, Lions & Papanicolaou [5]).
In other cases, the way is less straightforward, and appeals to Oscillating Test Functions
used within a Weak Formulation of the Partial Differential Equation. Passing to the limit
using Compensated Compactness like results (see Tartar [29]) may give convergence results
of the kind of or . This method is called "Energy Method" or "Oscillating Test
Function Method" and was designed by Tartar [28] in collaboration with Murat [21] (see
also [B]). For mathematical justification, works of Engquist have also to be consulted, in
particular [7].

The Weak Formulation with Oscillating Test Functions writes, in the case of equation

(D).

/ v [ae(x, f)vw(x)] o(x, XY dx = 0, (1.13)
Material € €
which yields, using the Stokes Formula,
/ a®(x, §)Vu‘f(x) -V [gp(x, E)} dx = / Something, (1.14)
Material 2 € Boundary



or

1
/ a®(x, E)VUE(X) | Vkp(x, E) + —Vep(x, X)] dx = / Something.  (1.15)
Material € € € B

£ oundary

In those integrals, Vu® converges generally in a weak sense only and this is the same for
the other involved functions: a®(x, %), Vkp(x,Z) and Vep(x, ). It is well known that
passing to the limit in a product of two weak converging sequences of functions is a non-
straightforward task. Hence, passing to the limit in (1.13]), (1.14) or (1.15) is not so easy
and consequently involves relatively sophisticated analytical methods (like Compensated
Compactness results).

The situation just described is typical of the mathematical justification of homogeniza-
tion results.

Two-Scale Convergence offers an efficient framework to pass to the limit in such terms,
in the case when oscillations are periodic. It is certainly possible to infer that Two-Scale
Convergence emerges from those kind of questioning. Yet, as it will be illustrated by the
example treated in section [3] Two-Scale Convergence is much more than a method to justify
Asymptotic Expansion: it is a constructive Homogenization Method very well adapted to
Singularly Perturbed Hyperbolic Equations.

Of course, we can try to provide an answer to question of the same type. For instance
we can be interested in the time varying version of (|L.1):

a e
61; -V |a®(x, E)Vu‘e} =0 within the material,
5
u®(t,.) given on the boundary of the material, (1.16)
u®(0,.) given at initial time within the material,

where t stands for a dimensionless time and where x has the same meaning as in equation

T1).

We can also consider the following equations :

0z¢ 1 [ t 1 t
_\. _ fl =2V . e 1.1
5 gv _a(t, 8,X)Vz | EV c(t, 6,x), (1.17)
and s . _ ; ; 1 ;
z €
o5 2V a(t, g,x)Vz = E—QV c(t, g,x), (1.18)

which are relevant models for the short-term and long-term dynamics of dunes on a seabed
of a coastal ocean where tide is strong. In equation and , 2 = 25(t,x), where t
stands is the dimensionless time and x is the bi-dimensional dimensionless position variable,
is the dimensionless seabed altitude at time ¢ and in position x. Those equations were widely
studied in Faye, Frénod & Seck [9], §].

10



We can also be interested in the following Vlasov equations :

88{5 —I—V-foa—l—(E(x,t)—i—évxB(x,t))-vaEZO, (1.19)
and
afa &€ 1 (3 1 €
5 TV Vi fS+ SVLe Vi f€ + (BE(x,t) + oV X B(x,t)) - Y% fc =0, (1.20)

which are models involved in Tokamak Plasma physic. In those equations x € R3 stands for
the dimensionless position, v € R3 for the dimensionless velocity and ¢ for the dimensionless
time. The solution f¢ = f¢(¢,x,v) which is also dimensionless is, at time ¢ the density of
ions in position x and with velocity v. Field E is the Electric field and field (1/¢)B(x,t) is
the Strong Magnetic field. We denote by || and L the directions parallel and perpendicular
to this magnetic field.

Those two last equations involve neither oscillating coefficients nor any microstructure.
Nevertheless, the strong magnetic field induces in the solution high frequency periodic oscil-
lations. Equations or can be cast into the following framework of a singularly
perturbed convection equation:

ouf
Ot

by setting, in the case of (|1.19)),

v 0
a(x,v,t) = (E(t,x)) and b(x,v) = <v y B(t,x)> , (1.22)
and, in the case of (1.20)),

a(x,v,t) = (E(;XQ and b(x,v) = <V y E(t,@) . (1.23)

Equation of this type are studied in Frénod & Sonnendriicker [16] [I7, 18], Frénod & Watbled
[19], Frénod, Raviart & Sonnendriicker [14], Frénod |10} 11], Frénod & Hamdache [12] Ailliot,
Frénod & Monbet [I, 2], Frénod, Mouton & Sonnendriicker [I3] and Frénod, Salvarani &
Sonnendriicker [15] .

1
+a.w€+gb-vu€=o, xeRY t>0, (1.21)

1.3 A remark concerning periodicity

Two-Scale Convergence is well-adapted to the framework of high frequency periodic oscilla-
tions (or to cases that can be brought to this framework by an adequate transformation).
But, it essentially does not work in non-periodic cases. Even in the case of oscillations with
a period depending on the variable describing the macroscopic variation, it does not work.
Many questions linked with non-periodic homogenization are essentially open.

11



1.4 A remark concerning weak-* convergence

Here, I give the proof of two important and representative results. They concern the char-
acterization of the weak limit of functions with high frequency periodic oscillations.

I will denote, forp = 1,..., 00, by LP(R) the space of functions defined almost everywhere
on R such that their p-th power is Lebesgue integrable, by LZE(R) the space of functions
being in LP(R) and periodic of period 1, by C%(R) the space of functions being continuous
over R and periodic of period 1, by C*°(R) the space of functions being infinitely derivable
over R, by D(R) the space of functions being in C*°(R) and compactly supported and by
LP(R; Cgé (R)) the space of functions mapping R to C;(R) such that the p-th power of their
norm is Lebesgue integrable.

The first result gives the asymptotic behavior, with respect to weak topology, of a peri-
odic function applied in § = z/e.

Lemma 1.1 Let ¢ € LS(R). Defining [¢]° by [¢]f (z) = ¢(§), then

1
[v]° 4/0 P(€)dé in L¥°(R) weak-*. (1.24)

Remark 1.2 Convergence means that for any function ¢ € L'(R),

1
/R [W]°(z) plz) dz — /0 (e de /[R é(z) d. (1.25)

Proof. The first step of the proof consists in noticing that, since the space D(R) is dense
in L!(R), it is enough to prove

/R W]°(2) p(z) dz — /0 B(E) de /R () de. (1.26)

for any fixed ¢ € D(R).

In a second step, fixing a D(R)-function ¢, a real M such that [—M, M| contains the sup-
port of ¢ is chosen. Then, the set of points {—M, —M+¢e,—M+2¢,..., M+E((2M/e)e, M+
(E(2M /e)+1)e}, where E stands for the integer part, is considered and the integral in (1.26])
is shared in the following way:

EQM/e)+1 . priie .
L1 @) ol do = > / o V) @)z (1.27)

In the third step, since @ is regular, it is possible to write that, forany i = 1,...,E(2M/e)+
1, for any © € [-M + (i — 1)e, — M + ie], there exists a ¢;(z) € [-M + (i — 1)e, x| such that
o) =9o(-M + (i —1)e) + (x+ M — (i — 1)e)¢'(¢;(z)). Clearly,

(@ + M — (i — 1)e)| < e and |¢(c(@))] < ¢[loo- (1.28)

12



Using this in the sum of ([1.27) yields

‘ dr = B e =)d MG -1
[lere ewar= 3 I ) p(~M G — 1))

M+(i—1)e
IE(QM/&)

M+ie T
S / $(5) (@ 4+ M = (i - Do) (e(w)) da. (1.29)

im1 —M+(i-1)e €
In the last step, using the periodicity of v, the first term of ((1.29)) becomes

2M/z—:)

/w ) de gp(—M(i—l)e), (1.30)

1= l

which, because of Riemann like definitions of an integral, converges towards

1
/0 (E) de /R o(z) d. (1.31)

as € goes to 0. Beside this using (|1.28)), the second term of ([1.29)) is bounded in the following
way:

E(2M/e)+ Mtie
Z / (x + M — (i —1)e)¢' (ci(z)) da

M+(i—1)e

oM +1 . ! )
<[ r¢<5>|eds< ) el < @M+ 1) [ el (132

and then converges to 0 as € goes to 0.

A careful watch to (1.27)), (1.31) and (|1.32]) gives convergence Since, this can be

done for any ¢ € D(R), the Lemma is proved. [ |

In view of Lemma and from the application point of view, it is cleaver to see the
L>(R) weak-* convergence as a way to generalize the concept of average value to functions
which have non-periodic oscillations.

Hence finding H involved in - or other similar question - may be translated into a
mathematical framework as: "Flnd an equation satisfied by the weak-* limit of u°®."

This explains why weak-* limit is a key-notion of Homogenization Theory

The second result characterizes the asymptotic behavior of a function depending on x
and &, with a periodic dependence in &, and applied in & = z/e. Notice that here more
regularity with respect to £ is needed than previously.

Lemma 1.2 Let ¢ = ¢(x,§) € LDO(R;C%(]R)) and define []° by setting [¢]°(z) = ¢(z,
Then

1
]‘24/ P(z, &) d¢ in L (R) weak-*. (1.33)
0

13



Remark 1.3 Convergence means that for any function ¢ € L*(R),

/R () () () dv — /R ( /0 0. d£> o(z) d. (1.34)

But, for the same reason as previously, if the following convergence

1
JE@ ewas s [ ([ o6 de) ot s (1.35)
R R \Jo
is proven for any ¢ € D(R), it gives the Lemma.

Proof. (I chose to restrict the proof to the case when ¢ € CO(R; Cg# (R)) to avoid technical
arguments linked with Integration Theory.) The first stage of this proof consists in parti-
tioning interval [0, 1] into m intervals of length 1/m, for any integer m. Then, fixing any
value of m, the characteristic functions y;, for ¢ = 1...,m, of all intervals are considered.
They are extended by periodicity over R. The center &; of each interval is also considered.
Using them, function U defined by

m

U (2,€) =Y (a, &) xi(6), (1.36)

i=1
is built. For every x, & — 1j~)m($, §) is constant by intervals and, as m tends to infinity,

Y (2, &) — 1p(x,€)  uniformly on every compact of R? . (1.37)

Since, applying Lemma [T.1]

! 1
alf /0 X(€)dE = in L¥(R) weak, (1.39)
it may be gotten:
ol = D060 o i L) weale. (1.39)

1
which is clearly / Um (2, &) d. Hence, as e goes to 0,
0

~ 1 ~
[Vm]" — /0 Ym(x,8)dE in L(R) weak-*. (1.40)

The second stage of the proof consists in fixing ¢ € D(R), and in showing that for any
d > 0, it is possible find an gg, such that for any € < ¢,

[ir@ e = [ ([ ote de) ot as

14

<4 (1.41)




The way to get this inequality consists in writing :

[wr@ee i [ ([ o) e a
[ (7@ - @) vt do+ [ (wm [t 1) )
+/ ([ dntwede— [ vir.01a¢) o) d] <

[0 @) o) o+ | [ (1nl20) ~ [t €16 o) a
+ /R (/0 ]«Lm(x,5>—w<x,£>(d§) (o) e (1.42)

Because of uniform convergence ([1.37)), it is possible to fix an m such that

[ |9 = Gt @) lo(@) do < § tor any e, (1.4

/R </01 W’m(fﬂ,f) - w<w,£>\ df) |p(z)] do < g, (1.44)

and once this m is fixed, because of ((1.40)), it is possible to fix an £y such that

/R <[7/~Jm]€($) - /01 Um (2, €) dg) o(x) dx

Using (1.43)), (1.43) and (1.45]) in (1.42) gives the sought formula ([1.41]).
Since, this can be done for any ¢ € D(R), the Lemma is proved. [

(5
§ for any € < gg. (1.45)

2 Two-Scale Convergence - Definition and Results

2.1 Definitions

There are several variants of the Two-Scale Convergence result, more or less well adapted to
targeted applications and involving various functional spaces (see Nguetseng [22] 23], Allaire
[3], Amar [4], Casado-Diaz & Gayte [6], Frénod, Raviart & Sonnendriicker [14], Nguetseng
& Woukeng [25] and Nguetseng & Svanstedt [24]). They are in fact very close to each other
in what concerns what they claim and their proofs all follow the same routine based on these
two phases :

e A continuous injection Lemma,

e A compactness Theorem,

Remark 2.1 In 2005, Pak [26] made a important improvement in the Two-Scale Conver-
gence Theory adapting it to manifolds and differential forms.
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I have chosen to present the Two-Scale Convergence in the framework set out in Frénod,
Raviart & Sonnendriicker [14] since this framework permits to select among the variables
the ones that carry oscillations and the others.

I begin by giving some notations.

Definition 2.1 Let Q be a regular domain in R™, L a separable Banach space and L' its
topological dual space. Let q € [1,400) and p € (1,+00] being such that 1/q+ 1/p = 1.
Let C%(]R”;E) be the space of continuous functions R™ — L and periodic of period 1 with
respect to every variable and LP(Q, L") be the space of (equivalence classes for the equivalence
relation "= a.e.” of measurable) functions f : Q — L' such that the p-th power of the norm
of f: |fI7 is Lebesgue integrable. Let L;;(R";L”) be the space of functions g : R" — L’
such that the p-th power of the norm of f: \f|12, 1s locally Lebesgue integrable and periodic
of period 1. (L, (R™ L") = (L4, (R™ L))".) Spaces LI(Q; LY (R™, £)), LI(Q; CY(R™; £)) and
LP(9; LZE(R", L") are also considered.

Now, I give the definition of Two-Scale Convergence.

Definition 2.2 A sequence (uf) = (u®(x)) C LP(Q; L) is said to Two-Scale converges to a
profileU = U(x,&) € LP(Q; LQ(R",E’)) if, for any function ¢ = ¢(x,€) € Lq(Q;C%(R"; L)),
the following convergence holds:

i [ e 00,00 De = [ [ a6, 0e 0 dxi, (21)

e—0 0

where A ., ) is the duality bracket between L' and L.

To end this definition subsection, I give two definitions of the Strong Two-Scale Convergence.

Definition 2.3 If p=q =2, L is a Hilbert space and U € L%Q;C%(R”; L"), the sequence
(uf) = (uf(x)) C L?(; L") is said to Strongly Two-Scale convergences to U = U(x, €) if
x_[2

uf(x) —U(x, g) p dx = 0. (2.2)

lim
e—0 0

In H%/ is the norm in L' - which can be identified with L - associated with inner product
2 er of L' - which is also the inner product f{.,.)r of L and the duality bracket ro.,.)r
between L' and L.

In Definition the assumption that U is continuous with respect to £ is to insure the
ability to compute U(x,x/e), which is not insured for a function which is defined only almost
everywhere, since the measure of {(x,x/¢),x € R"} is 0 in R x R". Nguetseng & Woukeng
[25] gave a definition of Strong Two-Scale Convergence which involves less regularity:
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Definition 2.4 Ifp = q =2, L is a Hilbert space and U € L?(; Li(R"; L"), the sequence
(uf) = (uf(x)) C L?(; L") is said to Strongly Two-Scale convergences to U = U(x, €) if

V6 > 0,39 and U € L%Q;C%(]R"; L") such that

. 2 s
[ e ~ oo, xd < 5. and (2.3)
QJ[o,1]» L' 2
[ w0 — 06D ax< 5. e<e
X — X, — X — T .
0 u ,6 o < 2, or every S €0

2.2 Link with Weak Convergence

Two-Scale Convergence and weak-* convergence are strongly related. In fact Two-Scale
Convergence may be seen are a generalization of weak-* convergence. This link expresses
by the following Proposition.

Proposition 2.1 If a sequence (u®) C LP(2; L") Two-Scale converges to U € LP(; Lgﬁ(R”;
L"), then

u® — U(., &) d¢ weak-*in LP(; L). (2.4)
[0,1]"

Proof. Choosing test functions ¢(x,£) = ¢(x) - independent of the oscillating variable
&€ - for any ¢ € LI(Q; L)) in the definition of Two-Scale Convergence is possible since
L1 L)) C Lq(Q;C%(R"; L)). Doing this yields:

lim [ o{uf(x), 6(x))e dx = /Q /[0 o AU6€) 60 dxde =

e—0 0
/c'< </ U(X,S)d£>,¢(X)>z:dX- (2.5)
Q [0,1}"

which is nothing but (2.4)), proving the Proposition. |

Remark 2.2 The last equality in can be considered as trivial. Nevertheless, I give in
this Remark the details bringing it.

For any fized integer m, a partition of a subdomain wy, of Q with mK (m) hypercubes of
measure 1/m and a partition of [0,1]" with m hypercubes of measure 1/m are considered.
If Q is compact, wy, = Q for every m and K(m) is constant and equal to the measure of §2;
if Q is not compact, (wn,) is a sequence of subdomains such that wy, C wpy+1 for every m,
such that the measure of wy, is K(m) < 400 and Upeny wm = Q.

Ok, fork =1,... , mK(m), stands for the value on the k-th hypercube of a piecewise constant
function approzimating ¢ and Uy, fork=1,...,mK(m) andl =1,...,m, is the value on
the tensor product of the k-th hypercube of wy, and the l-th hypercube of [0,1]™ of a piecewise
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constant function approximating U .

. 1
/Q /[O’Hn AU (x,€), ¢(x))c dxd§ = lim kZ:l ; —5 AUk, Gh)e =

Jm D e (mgljvk,l),¢k>g— /Q oA ( /W U(x,ads)@(xm dx. (26)

2.3 Injection Lemma

Now, I turn to the first important ingredient of Two-Scale Convergence which is the fact
that taking functions of Lq(Q;C%(R”, L)) in & = x/e is a way to inject continuously this
space in L4(Q; L).

Lemma 2.1 If ¢ € Lq(Q;C%(R”; L)), then for all € > 0, function [p]° : Q — L defined by
) 2.7
is mesurable and satisfies

19Nl Loy < ”‘ZSHLQ(Q;C%(R";E))‘ (2.8)

Proof. The first point is to see that ¢ € LI(€; C%(R"; L)) if and only if there exists a set
E of measure zero in €2 such that

Vx € Q\ E, &— ¢(x,€) is continuous and periodic, (2.9)

V€ € [0,1]", x — ¢(x,£) is mesurable over €2, (2.10)

x> sup |o(x,€)|, is LI RT). (2.11)
gefo,1]"

Remark 2.3 This equivalence property is a consequence of integration theory but is not
completely obvious. Nevertheless, I take it for granted. In this Remark, I just recall mile-
stones that are needed to get it.

Denoting L1(; C% (R™; L)) means that measured space [Q2, completed of Borelian o—alge-
bra, Lebesgue measure] in considered.
Since L is a separable Banach space, C%(]R”;E) is also a separable Banach space. Hence,
the following measurable space [C%(R”; L), Borelian o—algebra] may be considered.

Then, the use of the definition of strictly measurable function 0 — C% (R™; L) is needed.
(A function f is strictly measurable if there exists a set E' of measure zero in 0 such that
F(Q\ E') is included in a separable subset of C%(R";E), and, if the inverse image by f of
any set of the o—algebra of C%(]R", L) belongs to o—algebra of §).)

With this, the integration theory can be implemented, involving step functions € —
C%(R”,E) (which is quite long) and characterizations of integrable functions are gotten.

18



Among them, there is the following one: A function f:Q — C%(R”; L) is integrable if it is
strictly measurable and if

/Q 1Flleg, mnscy dx < +oo. (2.12)

Finally, spaces EP(Q Y »(R™; L)) and LI CY 2(R™; L)) can be built. Characterization of
L1(Q; CO R™ L)) by (2 (f? ZW and (f? 11[) can also be gotten.

The second point consists in fixing . From |D for all fixed ¢, [¢]°(x) = ¢(x, ?) is well

defined on 2\ E.

Now, the goal is to prove that [¢]° is mesurable. For this purpose, for any fixed integer m,
a partition of a subdomain wy, of 2 with mK (m) hypercubes of measure 1/m is considered.
(If ©2 is compact, wy, = Q for every m and K(m) is constant and equal to the measure of
Q; if  is not compact, (wy,) is a sequence of subdomains such that w,, C w41 for every
m, such that the measure of wy, is K(m) and Upeny wm = Q.)
For every i = 1,...,mK(m), the center x; of the i-th hypercube and the characteristic
function ¢; of the i-th hypercube are considered. With this, function 75, defined by

mK(m) -
M= > X i), 213
=1

X
is a step function approximating —.

€
Considering now function [¢]5, defined by

(615 (x) = o(x, 77, (x)), (2.14)
clearely,
Vx € Q\ E, [¢]5,(x) = [¢]°(x) as m — 400, (2.15)
and, since
mK (m)
(@5 (%) = B, M5, (x Z B(x (%), (2.16)

and because of (2.10), [¢]5, is a finite sum of measurable functions, hence is measurable.

Hence, [¢]° is almost everywhere the limit of a measurable function. Hence it is measurable.

The last point is the proof of (2.8]). From ([2.11) it is deduced that

q
H¢HLqQCo (&) /Q< sup \qﬁ(x,ﬁ)\[;) dx < 400. (2.17)

efo, 1"

On the other hand

memﬁzéwmpﬁwsé<wpW@mgcm—wmgwmm,@m

£elo,1]n
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which is (2.8)), ending the proof of the Lemma. ]

This Injection Lemma is supplemented by a property giving information on the asymp-
totic behavior of [¢]° as € goes to zero.

Proposition 2.2 Under the same assumption as in Lemma function [¢]° defined by

satisfies:
. s X, |4 . q .
i [[[61 | o) = lim /Q 60x.5)| dx = /Q 6(x,€)[% dxd€ = 6l oy Laganicy) - (2:19)

Proof. For any fixed integer m, a partition of [0,1]" with m hypercubes of measure 1/m
is considered. the center of the i-th hypercube is called &; and its characteristic function,
extended by periodicity over R™ is called x;. With ¢ is associated the sequence of function
bm defined by

m

Sm(x,8) = > d(x,€&) xi(£), (2.20)

i=1
The second step consists in considering [x;]° defined by

X

il () = xi(2). (221)
using Lemma generalized to the multidimensional setting, the following is deduced:
1
Dl” — xi(§)d€ = — in L%(Q;R) weak-*, (2.22)
[0,1]n m
1
(Dl — X; (&) d€ = — in L™ (4 R) weak-*. (2.23)
[0,1]» m

Hence

ig%/ﬂ‘g?)m(x,: dx—hm/Z|¢)x§ 1% ([xi]*)9dx =

;m Jocszax=[ [

The goal of the third step is to get, as m — 0,

On(x,€)[ dxde. (221)

Gm — ¢ in LI(Q;CYL(R™ L)). (2.25)
For this purpose, the function I'y, : £ — R defined by
~ q
() = sup_ [dn(x,8) — 6(x, )|, (2.26)
gefo,]” £

is used. Since & — gi;m(x, &) — o(x,&) is piecewise continuous,

i [on(x8) = ox.6)| = s |oa(x & -ox 8. (20)

elo,1)n L gelo1]mnQr
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Hence, I';, is a supremum on an countable set of measurable functions and, as such, mea-
surable.

Moreover,
Ipn(x) — 0 a.e. on £, (2.28)
0<Thn(x) <2 sup [o(x,€)|7, (2.29)
gefo 1

and supgc(o, 1) |p(x, £)|% is an integrable function. Hence, invoking the Lebesgue Dominated
Convergence Theorem, it may be deduced that, as m — 0:

L(x) = 0 in LY(Q;R), (2.30)

and consequently ([2.25)).
The last step consists in using (2.24)) and (2.25) and writing

11700,y = /‘cﬁ dx: </Q‘QS(Xv:)‘idX—/Q‘ém(X,:)‘qde>
—i—(/Q’Q;m(X,E)de—/ﬂlﬁgm(x,f)‘qﬁdXC@)+(/Q‘q;m(x,ﬁ))qﬁdxd£>. (2.31)

The last term of the right hand side of this formula satisfies

(/Q ‘ém(&ﬁ)‘idxdﬁ) — </Q o(x,€)|% dXd5> as m — +00, (2.32)

the second term satisfies
~ X |9 ~ q
</ ‘gbm(x, —)‘ dx —/ ‘qu(x,ﬁ)‘ dXdE) —0 ase—0, (2.33)
Q gL Q L

and concerning the first term,

ool f ot 2] < f o o

g/ sup  |o(x, &) —gi)m(x,ﬁ)‘ dx =0 asm — +oo. (2.34)
Q gefo,1n L

Using these three convergence results in (2.31)) give (2.19) and prove the proposition. ]

2.4 Two-Scale Convergence criterion

Once the Injection Lemma gotten, the following Theorem, which is important for Homoge-
nization issues, may be proven relatively easily.

Theorem 2.1 If a sequence (u®) is bounded in LP(Q; L), i.e. if

P
[l r ey = (/Q |u® (%) [, dX) <c (2.35)
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for a constant ¢ independent of €, then, there exists a profile U € LP(Q;L’;&(R”;E’)) such
that, up to a subsequence,

(u®) Two-Scale converges to U. (2.36)

Proof. In a first stage of the proof, the Injection Lemma and assumption ([2.35) is used to
get that, for any function ¢ = ¢(x,&) € Lq(Q;C%(R”; L)) ((1/p)+(1/q) =1),

|| et (). 00x D) x| < e 6 1 (237
< clloll agaicy rns)- (2.38)

Hence the sequence (1) of applications, where

pe Lq(Q5Cg¢(Rn;£)) (2.39)
d) — / ﬁ/ X *)>[: dx,
is bounded in the dual (L7(€2; C%(R"; L£)))" of LI(Q;CY % (R™; £)) which is a separable space.

Remark 2.4 The norm on (Lq(Q;C%(R”;[,))) is

_ (11, )]
[pll = sup :
orsera@c®ne) Pl La(cy @nie))

(2.40)

Since (p) is the dual of a separable space, extracting a subsequence, there exists an appli-
cation p € (Lq(Q;Cg#(]R";[,)))’
po—p in (Lq(Q;C;E(R”; L)) weak-*. (2.41)
In particular, it implies
(1=, 0) = (1, ), (2.42)
for any ¢ € Lq(Q;C%(R"; L)).

The beginning of the second stage of the proof consists in making € — 0 in (2.37)). The
left hand side converges towards (u, ¢) and, according to Proposition the right hand side
converges towards ¢ [|@| 1o(q.za(rn;z))- Hence, for every function in ¢ € L(€; C%(]R“; L)),

(1, @) < cll9ll Laga;zomn;cy) - (2.43)

Knowing that L7(€; C(R"; £)) is dense in LI(Q; L, (R"; L)) - whose dual is LP(Q; LY, (R™; £)),
applying the Riez Representation Theorem, it may be deduced that there exists

U e LP(Q; LQ(R"; L)) such that ( / /[01]n £),p(x,8)) dxd€,  (2.44)
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and consequently, such that, up to a subsequence, as € goes to zero,

J et oot x| [ o009 ot gk dxas, (.8)

which is exactly (2.1]) of definition proving ([2.36)) and so ending the proof. ]

2.5 Strong Two-Scale Convergence criterion

In this section p = ¢ = 2 and £ and £’ are the same separable Hilbert space. In order to go
on gradually, I begin by the following very simple result.

Lemma 2.2 If ¢ = ¢(x,€) € LQ(Q;C%(R";L’)) then the sequence of functions ([1|) C
L2($; Cg# (R™ L)) defined by
) (2.46)

Strongly Two-Scale converges towards 1.

Proof. Applying directly (2.19)) of Proposition it can be gotten:
x x
/£<¢(X7 7)7 ¢(X7 7));6 dx — / / ,C<¢(X7 5)7 (b(xv £)>E dXd£7 (247)
Q € € o Jo,1n

for all function ¢ € L%Q;C%(R"; L)), meaning that ([¢)]°) Two-Scale converges towards ).
Now, in view of ([2.2)) in Definition since

2

[ e — v )|,

dx — 0, (2.48)

is completely obvious, the Strong Two-Scale Convergence is insured. ]

As easyly, the following result may also be proven.

Proposition 2.3 If v is like in Lemma

9

I ey = ([ et v 2 i)

— (/Q /[O’l]nd%b(x,i)a@b(x,i»g dxdi) = ¥l 202 @nicy) - (249)

Now I will give a result, that was already evoked by Lemma establishing the link
between Strong Two-Scale Convergence and Two-Scale Convergence.
Theorem 2.2 If a sequence (uf) C L?(Q; L)) Strongly Two-Scale Converges towards U and
if U € LQ(Q;C%(R"; L)), then it Two-Scale Converges towards U.
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Proof. Considering the following quantity

X

- /Q () = U X), 6, )l dix,

9

for any function ¢ € L?(€; C% (R™; £)), on the one hand this quantity satisfies

< ([ oo - v 5[ dx>; ([ ]oex S czx)é o,

as € — 0, because of the Strong Two-Scale Convergence. On the other hand,

7. = | ot 6(x, D dx = [ U, ), 00 D) i,

X
Q g

x
5
and according to Lemma [2.2]
x x
Jetve Xy 06 e ix o [ [ oUGx€).00x.€)e dxde,

Q € € Q Jjo,1n

Using and it is gotten that, as € goes to 0,
X
Jetw oo Dnedx o [ [ dUGx8),00x,€) dxde,
Q € Q Jo,1)"

i.e. (u®) Two-Scale Converges to U, ending the proof.

Now, I give the important Theorem concerning Strong Two-Scale Convergence.

(2.50)

(2.51)

(2.52)

(2.53)

(2.54)

Theorem 2.3 If a sequence (uf) C L?*(%; L) Two-Scale converges towards a profile U, if

Ue LQ(Q;C%(R”;E)) and if

;136 H“€HL2(Q;L) - ”U”L%Q;L?([O,l]"%ﬁ) ’
then

(u®) Strongly Two-Scale converges to U,

and, for any sequence (v¥) C L%(Q; L) Two-Scale converging towards a profile V.,

clus, 0%)e = . 1]5(U(.,§), V(&) d¢ inD'(Q)

Proof. The proof of the first part of the Theorem consists just in computing;:

J

dx =

< 2
uf(x) ~ U, )],

2

Q\ua(x)\% dx—2/ <UE(X),U(X,§)>£ dx—i—/ﬂ‘U(x,:)‘E dx,

L
Q
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(2.55)

(2.56)

(2.57)

(2.58)



and in passing to the limit, as € goes to 0, using the assumptions of the Theorem,

lim
e—0 QO

u (x) — U(x, E)‘ dx—hm/ |u® (x |£ dx

_2//01]n U(x,€),U(x, ) dxd£+//01 U(x, €)% dxdé = 0. (2.59)

In order to prove the second part of the Theorem, for any test function ¢ € D(Q) the
following quantity is computed:

DA, 7)ol = [ 00, 0° () o) i =
[ U0 %), 05600 o) x| et x) = UG, D), 0% ()l 00) dx. (260
Q € Q €
Since u®(x) — U(x, %) — 0, the second term of the right hand side is such that
| ) = U e, Z), 0500 900) dx 0, (261)
as € goes to 0. A direct calculation gives the behavior of the first term as £ goes to 0:
| U 2). 070 o) dx = [ 20760, Ul Dle () =
Q 9
et e S [ [ a8, 000 e i

//[01]n V(x,€),U(x, &) p(x) dxd§ = //01 V(x,€)) o(x) dxdt,
(2.62)

coupling (Z60). (Z:61) and (2:62) gives

pAc(u®, v%)c, p)p — /Q/[ ] U (x,8), V(x,8)) p(x) dxd§ (2.63)
0,1]"
for any test function ¢ € D(Q), as € goes to 0, i.e (2.57), ending the proof. ]

3 Application : Homogenization of linear Singularly Perturbed
Hyperbolic Equations

Here, I show how to homogenize a linear Singularly Perturbed Hyperbolic Equation with
a method based on Two-Scale Convergence. As said in the Introduction, this equation is
related to Tokamak Plasma Physics. The setting is a very simplified one. A more general
setting may be found in Frénod, Raviart & Sonnendriicker [14] despite the presentation is
different: In [14], we used Two-Scale Convergence to justify Asymptotic Expansion while
here the Two-Scale Convergence based method is used as a constructive Homogenization
Method.
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3.1 Equation of interest and setting

The considered equation is the following:

out 1
812 +a-Vu'+ b Vu =0, (3.1)
Ujy—g = Uo- (3.2)

This equation is set for u® = u®(t,x) with x € R? and t € [0,7), for a given T > 0.
Concerning a, it is assumed that a = a(x) does not depend on time ¢, is very regular
and that its divergence V - a is zero. (Those assumptions can be relaxed but it complicates
calculations.) Concerning b the following assumptions (which can essentially not be relaxed)
are done: b = b(x) = Mx, where M is a matrix such that tr}M = 0, and such that 7+ ™
is periodic of period 1.
Remark 3.1 According to those assumptions, the divergence V -b of b is zero, and since
X(7) = e™x is solution to

0X

-

the characteristics associated with operator (b - V) are periodic of period 1 and preserve the
Lebesgue measure.

3.2 A priori estimate

Multiplying equation by u¢ and integrating over R? gives

()

=0 3.4
_ , (3.4
since
/ a - Vutut dz = —/ a- Vutu® dx — V. autu® dx = —/ a- Vutu® dx = 0.
Rd R4 Rd R4
(3.5)

Integrating [3.4] from 0 to t yields

/Rd (8, )2 dx = /R o2 dx, (3.6)

and consequently

T
ol gryznuay = [ [ JuPdxde =7 [ ol ax 3.7)
0 JRd Rd
As a consequence, the following result can be claimed.

Lemma 3.1 Ifug € L?(R%), then the sequence (uf) is bounded in L?([0,T); L?(R%)). Hence,
up to a subsequence

(u®) Two-Scale Converges to U = U(t,7,x) € L%[O,T);Li((R; L%(RY))), (3.8)

== /1 UC,7.) dr in L2([0, T); L2(R%) weak-* (3.9)
0
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3.3 Weak Formulation with Oscillating Test Functions
From any function ¢ = ¢(t,7,x) € C1([0, T);C#((R; C1(R%))) it is possible to define [¢]° by

6 (8,%) = 6(t, <, %). (3.10)

€

Since

alo) [&ﬁTJrl [%]67 (3.11)

ot | ot e |or

multiplying (3.1) by [¢]° and integrating the result by parts, the following Weak Formulation
with Oscillating Test Functions is gotten:

T a 3 a 3
/0 /Rd u® ([ai)] + % {83’5] +a-[Vo]" + %b : [ng)]E) dxdt + /Rd up ¢(0,0,.) dx = 0.
(3.12)

3.4 Order 0 Homogenization - Constraint

Multiplying Weak Formulation with Oscillating Test Functions (3.12]) by e and passing to
the limit using the Two-Scale Convergence, we obtain:

/OT /01 /Rd U <gf +b- V¢> dxdrdt =0, (3.13)

that is nothing but a weak formulation of

U i b.vU=o. (3.14)
or

This last equation says that U is constant along the characteristics of operator (b-V). Hence
the following Lemma is true.

Lemma 3.2 There exists a function V =V (t,y) € L*([0,T); L*(R%)) such that U(t, 7,x) =
V(t,e ™x).

Remark 3.2 The result of this Lemma may also be gotten by direct computations. For
mstance,

OV (t,e"™x))
or

+b-V(V(t,e ™x)) =
VV(t,e ™x)) - ((—e ™) Mx) + (e ™)Mx) - VV(t,e ™x)) = 0. (3.15)

27



3.5 Order 0 Homogenization - Equation for V

From any regular function v = 7(t,y) € C([0,T);C*(R?)), ¢ defined by ¢(t,7,x) =
v(t, e ™Mx) is regular and satisfies
9¢

2 ib.ve=0. (3.16)
or

Using such functions in Weak Formulation with Oscillating Test Functions (3.12) cancels
the terms in factor of 1/e:

r 15 a¢ ‘ &€ _
/0 /Rdu <[8t} +a-[V¢] > dxdt + /Rd up ¢(0,0,.) dx = 0. (3.17)
Passing to the limit yields
T 1
/0 /0 y U(t,T,x) (g(f(t,ﬂ x) + a(x) - Vo(t, T, x)) dxdrdt + /Rd uo ¢(0,0,.) dx (: 0, |
3.18

and using expression of U in terms of V' and of ¢ in terms of v, since

8—QZ)(t,T,x) = (?9:

ot (t,e"™x) and Vo(t, 7,x) = (e ™M) TV~ (t, e ™ Mx), (3.19)

gives

/OT /01 /Rd Vit e-Mx) (gz(t’ ™M) 4 e ™Ma(x) - Vr(t, e—TMX)> dxdrdt
+ [ o500, ax = 0. (320

In the first integral of the left hand side we make the change of variables (¢, 7,x) — (¢, 7,y =
e~ ™x) which preserves the Lebesgue measure and which reverse transform is (t,7,y)
(t,7,x = e™My). It gives

/OT /01 /Rd V(ty) <g¥(t,y) +e ™ Ma(e™My) . V’y(t,y)) dydrdt

+/Rd uo(y)v(0,y) dy =0, (3.21)

or

/OT w0V <(;Z(t».‘>’) ! </o1 e ™Ma(eMy) dT) ‘Vv(t,y)) dyadt
+/Rd uo(y) v(0,y) dy =0, (3.22)

Which says:
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Theorem 3.1 Under assumption of Lemma function V (t,y) linked by Lemma with
the Two-Scale limit U(t,T,x) of (u) is solution to

ov ! —oM oM

—+ e Ma(e?y)do |- VV =0, (3.23)
ar T\,

‘/|t:O = Uup. (324)

Remark 3.3 Clearly, the solution of and is unique. As a consequence, the
whole sequence (u®) converges (Two-Scale towards U, and weak-* towards u)

3.6 Order 1 Homogenization - Preparations: equation for U and u

Because of the linearity of the problem, it is possible to deduce from (3.23) an equa-

tion for U also. Indeed, since VU(t,7,x) = (e ™)IVV(t,e ™ Mx) or VV(t,e"™Mx) =

(MU (t, 7,x), writing (3.23) in y = e""™x, we obtain that

9 (V(t,e ™x))
ot

1 1
= %—[tj + <eTM/O e‘”Ma(e("_T)Mx)dcr> VU = aa—[t] + (/0 e(T_”)Ma(e("_T)MX)dc;') VU

1
= ou (/ e_”Ma(e”Mx)dcT) -VU, (3.25)
ot 0

0=

1
+ </ e_“Ma(e(’Me_TMx)da) VYV (t, e ™Mx)
0

the last equality being gotten from periodicity of o — ™.
; 1 —oM (o) M : :
Now, since ( fo e a(e x)do) does not depend on 7 and because of 1) integrating

B-25) gives

du ! —oM oM

—+ e “Ma(e”"x)do ) - Vu = 0. (3.26)
1

Fina‘uy7 since U(O,X) = / U(077—7 X) dr and U(077—7 X) = V(O7 e_TMX) = UO(e_TMX)7
0

the following Lemma is true

Lemma 3.3 Under assumption of Lemma the Two-Scale limit U(t,7,x) of (u®) and
its weak-* limit w are solutions to

ou ! —oM oM
—+ e “Ma(e’x)do | - VU =0, (3.27)
ot 0
Upp—o = up(e”"™Mx), (3.28)
and
1
Ou + (/ e"Ma(e"Mx)da> -Vu =0, (3.29)
ot 0
1
Ujp—0 :/ uo(e"™x) do. (3.30)
0
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3.7 Order 1 Homogenization - Strong Two-Scale convergence of U

Because
O(us 2 Ous
(;t) =2u° ;t and  V(uf)? = 2u Ve, (3.31)
multiplying (3.1) by 2u®, we obtain that (uf)? is solution to:
O(uf)? 1
(gt) +a-V(u)?+ gb -V(uf)? =0, (3.32)
()i = uf- (3.33)

Hence if uZ is in L2(RY), i.e. if ug € L*(R?), it is possible to do the same for equation (3.32)
as for (3.1) and find that (uf)? Two-Scale converges to a profile, called Z, and that Z is
solution to

97 LM, oM

E—’— /e Ma(e’Vx)do | -VZ =0, (3.34)
0

Zimo = (e ™), (3.35)

leading to the conclusion that Z = U? or
((uf)?) Two-Scale Converges to U2, (3.36)
From , it is easy to get that
19 22 o,7y;22may) = WU L2 qo,7);2, (mip2 ey (3.37)

as € — 0.

Indeed, we only need to consider for any § > 0 the regular function 5% = £°(x) which is
such that 3°(x) = 1 when |x| < 1/6, %(x) = 0 when |x| > 1/ + 1 and 0 < % < 1. Clearly
from (3.36), for any 4,

/()T/Rd(uff)%/j‘s dxdt%/OT /01 /Rd U230 dxdrdt, (3.38)

T
|28 axde 1ol om0 (3.39)

and as 6 — 0,

T
/O /Rd U256 dxdrdt — ||U”L2([07T);Li((R;L2(Rd))) . (340)

Moreover, if ug is in CY(R%) then, u¢ € C°([0,T);C°(RY)), U € C°(]o, T);C%((R;CO(RCZ)))
and V € C°([0,T);C°(R%)). This can be directly deduced from the equations satisfied by
those functions.

Hence Theorem can be invoked to deduce the next Lemma.
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Lemma 3.4 Ifug € (L?> N LA NCO)(RY), then in addition to every already stated results,
(u®) Strongly Two-Scale Converges to U. (3.41)

Having this result, we know that (u® — [U]°) — 0, we now can show more: ((u® — [U])/¢)
Two-Scale Converges.

3.8 Order 1 Homogenization - Function W)

In a first stage, from equation (3.1), (3.14]) and (3.27) we deduce

W +a-V(u —[Uf)+ éb -V(u® —[U))
= — <a - /1 e_"Ma(eUMX)da> -VIU)F, (3.42)

0
(u” = [U]")jt=0 = 0. (3.43)

Multiplying this equation by 1/ we obtain

a<u8[U]6

8>+a-v(“8€m€> +ib_v<u€—€[U16>

ot

(=) L=° (3.45)

3

The left hand side of this equation is the same as in (3.1)) but the right hand side is in factor
of 1/e.

Hence, in a second stage, we introduce a function W1 = Wy (¢, 7,y) such that
Wi = Wi(t,7,x) = Wi(t,1,e ™ Mx), (3.46)
satisfies
oW,

1
5. Tb- VW, = — <a — / e_"Ma(e"Mx)da> - VU. (3.47)
T 0

Because of (3.47), considering [W;]° = [W1]2(t,x) = Wi(t, /e, x),

oW J? . 1 =
[(%1] +a V[ + b V]
fewn ] 1 [on]” 1 _
~ € 1
— !agt/l +a- VW) — é <a—/ e_UMa(eUMx)da> -VI[UJF. (3.48)
0
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Subtracting (3.48)) from (3.42)) gives

v E

8(5&—% ) T A P (s
_ [“9;?] v (3.49)

() = (3.50)

The goal of the third stage is to give an expression of the function Wi: Function W is
solution of ([3.47)) if and only if W is solution to

1
T = (aty) - [ e Maele My ) VU Ny) (351
T 0

Beside this, VU(t,7,e™y) = (e ™)T V(U(t,T, eTMy)) = (e7™)TYV (t,y), hence W is
solution to

1
oWy _ —TM TM / e O'+’T)M (O’+T) )dO‘ . VV(t y)
87' 0 ’

< rta(erity) — | Loty da> VV(ty). (352)

(using once again periodicity of 7+ e™) which is:
T 1
Wi(t,r,y) =— </ e " Ma(e"™My) do — 7'/ e " Ma(e"My) da) -VV(t,y). (3.53)
0 0
This allows us to compute [W;]5. In particular in |} [W%O = 0 and if ug is regular

(for instance in C2(R?)) in addition to assumptions of Lemma [3.4
V' satisfies, it is easily gotten that

IR

ot
for a constant Cj not depending on ¢.

because of equation (|3.27)

L= ([0,T);L*(R%))

3.9 Order 1 Homogenization - A priori estimate and convergence

Multiplying by ((uf — [U]F)/e — [W1]F), we get
w - [UF _ AR

d(/Rd € dt 2dx><01</Rd

from which an estimate can be gotten and expressed in the following Lemma.

uE _ [U]E

e

2 3
dx> : (3.55)
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Lemma 3.5 Ifug € (L2NL*NC%)(RY), then in addition to every already stated results, the
sequences

~ e __ €
— [W1]%, and consequently UE[U], (3.56)

are bounded in L?([0,T); L>(R%)). Then, up to subsequences,

e __ €
(ug[U]) Two-Scale Converges to Uy = Uy (t, 7,x) € LQ([O,T);Li((]R; L*(RY))),
(3.57)

uw = UF e 7
— [W1]® ) Two-Scale Converges to Uy — W, (3.58)

where Wy is defined in and W by .

3.10 Order 1 Homogenization - Constraint

For any Oscillating Test Function ¢ = ¢(t,7,x) € Cl([O,T);C;E((]R;Cl(]Rd))), it is possible
to write the following Weak Formulation:

[ (S ) (5] 525 oot o) e
//Rd< [8W1] —a'V[WHF) [g]°dxdt. (3.59)

Multiplying this equation by € and passing to the limit yields the next constrain equation:

o(Uy — W1)
or

Hence the following Lemma is true.

Lemma 3.6 There ezists a function Vi = Vi(t,y) € L2([0,T); L*(R%)) such that Uy (t, T,x)—
Wi (t, 7,x) = Vi(t,e™™x) or, in other words, such that

Up(t,7,x) = Vi(t,e ™Mx) + Wy (t, 7, e ™Mx), (3.61)
where W1 is defined in .

+b-V(U, — W) =0. (3.60)

3.11 Order 1 Homogenization - Equation for V}

Using now in (3.59)) Oscillating Test Function ¢(t,7,x) = v(t,e " "x) for any regular func-
tion v = 7(t,y), the terms in factor of € cancel and passing to the limit, it gives

/ / / My (Z’Z(t7 6—TMX) + eiTMa<X) . V»-)/(t7 eTMx)) dxdrdt
R4

/ / /Rd (‘an—a(X)-le> y(t,e"™Mx)dxdrdt. (3.62)
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Making in (3.62)) the change of variables (t,7,x) — (t, 7,y = e "Mx) gives

/OT /01 /Rd Vi(t,y) <gZ(t,y) + e ™Ma(e™My) . VV(Ly)) dydrdt

/ / /Rd< an— “Ma(e™y) - VW1> ~(t,y)dydrdt, (3.63)

which is the weak formulation of

1 1
oy + (/ e_”Ma(e”My)da> -V = / <—6WV1 —e Ma(e™My) - VWl) dr, (3.64)
ot 0 0 ot

Viji—o = 0. (3.65)

Now, it remains to express the right hand side of (3.64) using expression (3.53) of
Wi. For this we need to compute the time derivative of VV and the Jacobian matrices

of —(fy e”"Ma(e"My) do — Tfol e~ Ma(e"My) do) and of VV (i.e. the Hessian matrix of
V).
First, using the equation (3.23) satisfied by V,

ovv)
ot

v%‘t/ — [v [ /0 1 e " Ma(e"My) dg] ] T(VV) — [VVV] ( /0 1 e~ Ma(eoMy) da) . (3.66)

Hence,

/01 —aawt/l dr = /01 — (/OT e " Ma(e"My) do — T/Ol e~ Ma(eoMy) da)
([v [ /0 1 e~ Ma(eoMy) da”T : (VV)> dr
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On another hand,
/01 (e ™Ma(e™My)) . VW, dr =

/01 (e Ma(e™y)) - ([v [/OT e Ma(e"My) do — T/ol e " Ma(e"My) dJ”T (VV)) dr
+ /01 (e ™a(e™y)) - <[VVV] (/OT e "Ma(e™y) do — T/Ol e~ Ma(eoMy) da>> =

/0 1 ([v { /0 "My My) do — 1 /0 oM (o) daH (eTMa(eTMy))> (VV)dr
4 /0 1 ([VVV] ( /0 "M My) do — 1 /O LMo My da)) (e Ma(e™My)) dr.

(3.68)
As a consequence, the right hand side of (3.64]) expresses as

/o1 <_aawt/1 — (e7™Ma(e™My)) - VW1> dr =
/01 ([V [/OT e "Ma(e™y)do — 7 /01 e Ma(e"My) dg” (e7™Ma(e™y))

Sl Lo Ma(eoMy) ol | ([ eatertty)do - [ Lo Ma(eoMy) ir))-

(VV)dr
- /0 1 <[VVV] ( /0 ’ e " Ma(e"™My)do — 1 /0 1 e~ Ma(e"My) da)>.
((eTMa(eTMy)) - /O 1 e~ Ma(e"My) do) dr. (3.69)

The integrand in the last term is the dot product of a symmetric matrix (not depending on
7) applied to a vector with the 7-derivative of this same vector; so it is an exact T-derivative.
Consequently, the last term is zero. Beside this, integrating by parts the first piece of the
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first term of the right hand side of (3.69) gives:

[ ([P eerateryao == [ eraerty)aa] | (et

— [v [ /0 1 e " Ma(e"My) da” ( /0 " oM a(eMy)do — /0 1 e~ Ma(eoMy) da)) :
dr =

(VV)

_ /0 1 ([v [e_TMa(eTMy) _ /0 oM (oo y) da” ( /0 ’ e_”Ma(eUMy))
_ [v [ /0 oM (o) da” ( /0 T oM g (oM y) da>
- [v [ /0 1ef"Ma(eC’My) da” <T /0 1e*G'Ma(eUMy) da>> A(VV)dr =
/0 1 ([v e ™Ma(e™My)]] ( /O ’ e"Ma(e"My)>

- [v { /0 1 e~ Ma(eoMy) da” <T /O 1 e " Ma(e"My) d0>> (VV)dr (3.70)

Using this and injecting in (3.64)), allows us to claim the following Theorem.

Theorem 3.2 Under assumption of Lemma function Vi (t,y) linked by Lemma with
the Two-Scale limit Uy (t, 7,x) of (u® — [U]%)/¢ is solution to

1
% + </ e_"Ma(e(’My)do> -V = (3.71)
0

</01 <[V [e=™Ma(e™My)]] </OT eoMa(echy)> dr
F [ e ([ eaere)) ) o

Viji—o = 0. (3.72)

Remark 3.4 Uniqueness of the solution of and leads that the whole sequence
(u® — [U]%)/e converges.

3.12 For the numerics

In the case when ¢ is small, computing a numerical approximation of (3.1]) can be expensive
in term of CPU time since it requires a time step which is small compared with e.
If the result we just set out is reinterpreted, it can be claimed that

u(t,x) ~ [V(t,e ™x) +e (Vi(t,e ™x) + Wi(t, 7, e ™Mx))] (3.73)

|r=t/e’
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where V' is given as the solution of equation (3.23) and (3.24) which neither contain or
generate small oscillations in its solution, W7 is explicitly given in terms of V' by (3.53) and
where V7 is also solution of a problem without oscillation: (3.71) and (3.72]).

This approach can be used to build numerical methods called Two-Scale Numerical

Methods. Such an approach was used in Ailliot, Frénod & Monbet [I], Frénod, Mouton &
Sonnendriicker [13], Frénod, Salvarani & Sonnendriicker [I5] and Mouton [20].
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