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A STATIONARY FREE BOUNDARY PROBLEM MODELING ELECTROSTATIC MEMS

PHILIPPE LAURENÇOT AND CHRISTOPH WALKER

ABSTRACT. A free boundary problem describing small deformations in amembrane based model of electro-
statically actuated MEMS is investigated. The existence ofstationary solutions is established for small voltage
values. A justification of the widely studied narrow-gap model is given by showing that steady state solutions
of the free boundary problem converge toward stationary solutions of the narrow-gap model when the aspect
ratio of the device tends to zero.

1. INTRODUCTION

Microelectromechanical systems (MEMS) have become key components of many commercial systems,
including accelerometers for airbag deployment in automobiles, ink jet printer heads, optical switches,
micropumps, chemical sensors and many others. Idealized modern MEMS devices often consist of two
components: a rigid ground plate and a thin and deformable elastic membrane that is held fixed along its
boundary above the rigid plate, and its design is based on theinteraction of electrostatic and elastic forces.
More precisely, when a voltage difference is applied between the two components, a Coulomb force is in-
duced which is varied in strength by varying the applied voltage and gives rise to deformations of the elastic
membrane. Perhaps the most ubiquitous nonlinear phenomenon associated with electrostatically actuated
MEMS devices is the so-called “pull-in” instability limiting the effectiveness of such devices. In this insta-
bility, when voltages are applied beyond a certain criticalpull-in voltage, there is no longer a steady-state
configuration of the device where the two components remain separate. This possible touchdown of the
membrane on the ground plate affects the design of the devices as it severely restricts the range of stable
operation. The understanding and control of the pull-in voltage instability are thus of great technological
importance: in this connection, a large number of MEMS devices which rely on electrostatic actuation have
been investigated both experimentally and through numerical simulations and several mathematical models
describing these devices have been set up.

We consider here a simple membrane based model of an electrostatically actuated MEMS device as de-
picted in Figure 1 and refer the reader e.g. to [19, 20, 22] andthe references therein for a more detailed
account of the physical background and the modeling aspectsof modern MEMS devices. In this simplified
situation, we assume that the applied voltage and the permittivity of the membrane are constant (normalized
to one) and that there is no variation in the horizontal direction orthogonal to thex-direction of both the
(dimensionless) electrostatic potentialψ and the displacementu of the membrane. Under appropriate scal-
ings, the rigid ground plate is atz = −1 and the undeflected membrane atz = 0 is fixed at the boundary
x = −1 andx = 1, see Figure 1. Denoting the aspect ratio of the device, i.e. the ratio of the undeformed
gap size to the device length, before scaling byε, the dimensionless electrostatic potentialψ = ψ(x, z) is
supposed to satisfy Laplace’s equation

ε2∂2xψ + ∂2zψ = 0 (1.1)

in the region

Ω(u) := {(x, z) ∈ (−1, 1)× (−1,∞) : −1 < z < u(x)}
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FIGURE 1. Idealized electrostatic MEMS device.

between the rigid ground plate atz = −1 and the deflected membrane atz = u. The boundary conditions
are then

ψ = 0 on z = −1 (1.2)

and
ψ = 1 on z = u . (1.3)

As for the deformation of the membrane, it results from a balance between dynamic, electrostatic, and
elastic forces and the membrane displacementu = u(t, x) ∈ (−1,∞) evolves according to Newton’s law

α2∂2t u+ ∂tu− ∂2xu = −λ
(

ε2 |∂xψ(x, u)|2 + |∂zψ(x, u)|2
)

(1.4)

with clamped boundary conditions
u = 0 at x = ±1 . (1.5)

In (1.4), the term∂tu and the right-hand side account for a damping force and the electrostatic force,
respectively, while the term∂2xu describes the deformation due to stretching. The latter is obtained after
linearization resulting from the assumption of small deformations. The contribution to deformation due to
bending may also be included in (1.4) by adding a fourth-order termB∂4xu, B > 0, to the left-hand side
of (1.4) but is neglected here. The parameterλ ≥ 0 characterizes the relative strengths of electrostatic and
mechanical forces. It acts as a control parameter proportional to the applied voltage. The coefficientα ≥ 0
is indirectly proportional to the damping coefficient.

Observe that (1.1) is a free boundary problem as the domain between the rigid ground plate and the
elastic membrane changes with time. Due to this, equations (1.1) and (1.4) are strongly coupled. However,
a common assumption made in all mathematical analysis hitherto is a small aspect ratioε. Formally, sending
ε to zero allows one to solve explicitly (1.1)-(1.3) for the potentialψ = ψ0, i.e.

ψ0(x, z) =
1 + z

1 + u(x)
, (x, z) ∈ Ω(u) , (1.6)
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thus reducing the free boundary problem to the small aspect ratio model, that is, to an evolution equation

α2∂2t u+ ∂tu− ∂2xu = − λ

(1 + u)2
, (t, x) ∈ (0,∞)× (−1, 1) , (1.7)

subject to (1.5) solely involving the displacementu. Note that the boundary conditions (1.2), (1.3) suffice
to determineψ0 which then satisfies on the lateral boundariesx = ±1

ψ0(±1, z) = 1 + z , z ∈ (−1, 0) , (1.8)

due to (1.5). The small aspect ratio model (1.7) with (1.5) has widely been investigated in the recent past
(with possibly an additional fourth-order term accountingfor the deformation due to bending as already
discussed) and also variants thereof, e.g. in higher dimensions or with additional permittivity profiles or
non-local terms. An obvious difficulty arising in the study of (1.7) is the singularity of the source term
−λ/(1 + u)2 asu approaches−1 which corresponds to the aforementioned touchdown phenomenon for
the MEMS device. Concerning the dynamic behavior of small aspect ratio models we refer the reader to
[5, 13, 15] for the hyperbolic caseα > 0 and to [6, 8, 11, 12, 14, 19] for the corresponding parabolic
equation withα = 0 when damping or viscous forces dominate over inertial forces in the system. The
dynamic behavior of a membrane evolving according to (1.7),(1.5) is determined by a pull-in voltage
λ∗ > 0, see e.g. [3, 7, 17, 19]. More precisely, ifλ < λ∗ there are a stable and an unstable steady state (i.e.
time independent) solution of (1.7) subject to (1.5), that is, of

∂2xu =
λ

(1 + u)2
, x ∈ (−1, 1) , u(±1) = 0 , (1.9)

and solutions to the dynamical problem (1.7) starting out from u = 0 converge toward the stable steady
state. Steady states cease to exist for voltage valuesλ aboveλ∗ and solutions to the dynamic problem touch
down on the ground plate in finite time, that is, a pull-in instability occurs. We refer the reader to [4, 5, 20]
for a review of these results and references as well as to [3, 6, 7, 8, 11, 12, 19, 21] and the references therein
for further details on small aspect ratio models.

To the best of our knowledge, the original model without small gap assumption has not been tack-
led so far from an analytical point of view. The aim of this paper is to make a step in this direction
by studying the stationary free boundary problem. More precisely, we shall focus on finding functions
u : [−1, 1] → (−1,∞) andψ : Ω(u) → R satisfying the coupled system of elliptic equations

ε2∂2xψ(x, z) + ∂2zψ(x, z) = 0 , (x, z) ∈ Ω(u) , (1.10)

ψ(x, z) = 1 + z , (x, z) ∈ ∂Ω(u) , (1.11)

∂2xu(x) = λ
(

ε2|∂xψ(x, u(x))|2 + |∂zψ(x, u(x))|2
)

, x ∈ (−1, 1) , (1.12)

u(x) = 0 , x = ±1 , (1.13)

where the domain of definitionΩ(u) of ψ is

Ω(u) :=
{

(x, z) ; −1 < x < 1 , −1 < z < u(x)
}

,

that is, the two-dimensional region between the rigid ground plate and the membrane with deflectionu.
Obviously,Ω(u) is a domain and possesses four corners provided the values ofthe continuous and convex
(see (1.12)) functionu satisfying (1.13) stay away from−1. Let then

Γ(u) := ∂Ω(u) \ {(±1,−1), (±1, 0)}
denote the boundary ofΩ(u) without corners. System (1.10)-(1.13) is exactly the time-independent version
of (1.1)-(1.5) subject to the lateral boundary condition (1.8) which is imposed to make the system well-
posed. This particular choice of a continuous boundary condition is made mainly for simplicity and we
point out again that this condition is satisfied byψ0 from (1.6) in the small aspect ratio limit. For the
stationary free boundary problem we shall show existence ofsmooth solutions for small voltage valuesλ:
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Theorem 1.1. There existsλ0 > 0 independent ofε ∈ (0, 1) such that(1.10)-(1.13) admits for each
λ ∈ (0, λ0] a solution

u ∈ C2+α
(

[−1, 1]
)

, ψ ∈W 2
2

(

Ω(u)
)

∩ C
(

Ω(u)
)

∩ C2+α
(

Ω(u) ∪ Γ(u)
)

,

whereα ∈ [0, 1) is arbitrary. The functionu is even, convex, and satisfies

0 ≥ u(x) ≥ −1 + κ0 , x ∈ (−1, 1) , (1.14)

‖u‖W 2
∞

(−1,1) ≤
1

κ0
, (1.15)

for someκ0 ∈ (0, 1) independent ofε. Moreover,ψ = ψ(x, z) is even with respect tox ∈ (−1, 1).

We refer to Section 2 for the proof of Theorem 1.1 which is based on a transformation to a fixed domain
and on an application of Schauder’s fixed point theorem. Concerning the latter, given a displacement
u ∈ W 2

∞(−1, 1) with values in(−1, 0), we first construct in Lemma 2.2 the corresponding solutionψu to
(1.10)-(1.11) by using an equivalent formulation on a rectangle. Of particular importance is the regularity
of the trace of the gradient ofψu on the upper boundary{z = u} as stated in Lemma 2.4 which plays an
important role in the subsequent analysis of (1.12)-(1.13). Indeed, it is used as a source term to construct
a solutionS(u) to (1.12)-(1.13) withψu instead ofψ, see Lemma 2.5. Restricting suitably the set of
admissible displacementsu, the mapS turns out to enjoy the properties needed to apply Schauder’sfixed
point theorem.

In particular, for valuesλ ≤ λ0, Theorem 1.1 provides for eachε ∈ (0, 1) a solution(uε, ψε) to (1.10)-
(1.13) satisfying the bounds (1.14), (1.15) uniformly withrespect toε ∈ (0, 1). This property allows us
to give a rigorous justification of the small aspect ratio model (1.7), (1.5) by showing that(uε, ψε)ε∈(0,1)

converges toward a solution to that model asε tends to zero. More generally, we have:

Theorem 1.2. Let λ > 0 and let (uε, ψε)ε∈(0,1) be a family of solutions to(1.10)-(1.13)satisfying the
bounds(1.14)and (1.15). Then there are a sequenceεk ց 0 and a (smooth) solutionu0 to the time-
independent small aspect ratio equation(1.9)such that

uεk −→ u0 in W 1
∞(−1, 1)

and

ψεk1Ω(uεk
) −→ ψ01Ω(u0) in L2

(

(−1, 1)× (0, 1)
)

(1.16)

ask → ∞, whereψ0 is the corresponding potential(1.6)with u = u0.

The proof of Theorem 1.2 is performed in Section 3 by using a compactness argument. Since (1.10)
becomes degenerate elliptic in the limitε → 0, the regularity ofψε is no longer the same in thex- and
z-directions and a cornerstone of the proof is to obtain estimates for the trace of∂zψε on{z = uε}.

2. EXISTENCE FOR SMALL VOLTAGE VALUES: PROOF OFTHEOREM 1.1

We first prove Theorem 1.1. Since the domain of definition of the potentialψ in (1.10) depends on the
displacementu of the membrane, we use an alternative formulation by transforming the problem on a fixed
domain, that is, on the rectangleΩ := (−1, 1)× (0, 1). More precisely, given a functionu ∈ W 2

∞(−1, 1)
taking values in(−1,∞) and satisfying the boundary conditionsu(±1) = 0, we define a diffeomorphism
Tu := Ω(u) → Ω̄ by setting

Tu(x, z) :=

(

x,
1 + z

1 + u(x)

)

, (x, z) ∈ Ω(u) . (2.1)

Clearly,
T−1
u (x, η) =

(

x, (1 + u(x))η − 1
)

, (x, η) ∈ Ω̄ , (2.2)
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and it readily follows that problem (1.10)-(1.11) is equivalent to
(

Luφ
)

(x, η) = 0 , (x, η) ∈ Ω , (2.3)

φ(x, η) = η , (x, η) ∈ ∂Ω , (2.4)

for φ = ψ ◦ T−1
u , theu-dependent differential operatorLu being defined by

Luw := ε2∂2xw − 2ε2η
∂xu(x)

1 + u(x)
∂x∂ηw +

1 + ε2η2(∂xu(x))
2

(1 + u(x))2
∂2ηw

+ ε2η

[

2

(

∂xu(x)

1 + u(x)

)2

− ∂2xu(x)

1 + u(x)

]

∂ηw .

Moreover, (1.12), (1.13) become

∂2xu(x) = λ

[

1 + ε2(∂xu(x))
2

(1 + u(x))2

]

|∂ηφ(x, 1)|2 , x ∈ (−1, 1) , (2.5)

u(x) = 0 , x = ±1 , (2.6)

where we have used
∂xφ(x, 1) = 0 , x ∈ (−1, 1) , (2.7)

sinceφ(x, 1) = 1 for x ∈ (−1, 1) by (2.4).
Our goal is to solve (2.3)-(2.6) by means of Schauder’s fixed point theorem. Fixingr0 ∈ (0, 2), we

introduce the set

C :=
{

u ∈W 2
∞(−1, 1) ∩W 2

2,D(−1, 1) : u is even and0 ≤ ∂2xu ≤ r0
}

,

where
W 2

q,D(−1, 1) :=
{

u ∈W 2
q (−1, 1) : u(±1) = 0

}

, q ∈ [1,∞] .

Let us first collect some properties ofC.

Lemma 2.1. C is a closed, convex, and bounded subset ofW 2
q (−1, 1) for eachq ∈ [1,∞] and

0 ≥ u(x) ≥ −r0
2
> −1 , x ∈ (−1, 1) , u ∈ C . (2.8)

Proof. Clearly,C is convex and closed inW 2
∞(−1, 1) and thus weakly closed inW 2

∞(−1, 1). Therefore,C
is convex and closed inW 2

q (−1, 1) for eachq ∈ [1,∞]. Next, foru ∈ C, integrating the equality

∂xu(x) = ∂xu(y) +

∫ x

y

∂2xu(z) dz , (x, y) ∈ (−1, 1)× (−1, 1) ,

with respect toy on (−1, 1), we find:

|∂xu(x)| ≤ 2r0 , x ∈ (−1, 1) . (2.9)

Sinceu(±1) = 0, we deduce from (2.9) that|u(x)| ≤ 2r0 for x ∈ [−1, 1] andC is thus bounded in
W 2

∞(−1, 1). Next, the convexity ofu and the boundary valuesu(±1) = 0 clearly ensure thatu ≤ 0.
Finally, if u attains a negative minimum at some pointxm ∈ (−1, 1), we may assumexm ∈ [0, 1) without
loss of generality sinceu is even. Then∂xu(xm) = 0 and

u(x)−u(xm) =

∫ x

xm

∂xu(y) dy =
[

(y−x)∂xu(y)
]y=x

y=xm
−
∫ x

xm

(y−x)∂2xu(y) dy =

∫ x

xm

(x−y)∂2xu(y) dy .

Thus, sinceu(1) = 0,

−u(xm) =

∫ 1

xm

(1− y)∂2xu(y) dy ≤ r0
2
,

from which (2.8) follows. �

Next we study the existence and properties of the solution to(2.3)-(2.4) whenu ∈ C is given.
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Lemma 2.2. Givenu ∈ C there is a unique solutionφu ∈W 2
2 (Ω) to (2.3)-(2.4). Moreover,φu = φu(x, η)

is even with respect tox,

η
(

1 + u(x)
)

≤ φu(x, η) ≤ 1 , (x, η) ∈ Ω̄ , u ∈ C , (2.10)

and

‖φu‖W 2
2
(Ω) ≤ c1 , u ∈ C , (2.11)

for some constantc1 = c1(r0, ε) > 0.

Proof. We claim that the operator−Lu is elliptic for u ∈ C given. To see this, choose an arbitraryu ∈ C
and let

A :=













ε2 −ε
2∂xu(x)

1 + u(x)
η

−ε
2∂xu(x)

1 + u(x)
η

1 + ε2η2(∂xu(x))
2

(1 + u(x))2













denote the principal part of−Lu for fixed (x, η) ∈ Ω̄ with tracet and determinantd given by

t := ε2 +
1 + ε2η2(∂xu(x))

2

(1 + u(x))2
, d :=

ε2

(1 + u(x))2
.

Then the two eigenvalues ofA are

µ± =
1

2

(

t±
√

t2 − 4d
)

and since

1 + ε2 ≤ t ≤ ε2 +
4

(2− r0)2
(

1 + 4ε2r20
)

, d ≥ ε2 ,

by (2.8) and (2.9),

µ+ ≥ µ− ≥ d

t
≥ ε2(2− r0)

2

ε2(2 − r0)2 + 4 + 16ε2r20
> 0 .

Consequently,−Lu is elliptic with a positive ellipticity constant dependingon r0 andε but not onu ∈ C.
Next observe that (2.3)-(2.4) is equivalent to

(

LuΦ
)

(x, η) = −fu(x, η) , (x, η) ∈ Ω , (2.12)

Φ(x, η) = 0 , (x, η) ∈ ∂Ω , (2.13)

by settingΦ(x, η) := φ(x, η) − η, (x, η) ∈ Ω̄, wherefu ∈ L∞(Ω) is defined as

fu(x, η) := Luη = ε2η

[

2

(

∂xu(x)

1 + u(x)

)2

− ∂2xu(x)

1 + u(x)

]

, (x, η) ∈ Ω , (2.14)

and satisfies

‖fu‖L∞(Ω) ≤ ε2
(

32r20
(2 − r0)2

+
2r0

2− r0

)

(2.15)

by (2.9) and Lemma 2.1. Noticing that, thanks to Lemma 2.1, all coefficients ofLu, written in divergence
form

Luw = ∂x

(

ε2∂xw − ε2η
∂xu(x)

1 + u(x)
∂ηw

)

+ ∂η

(

−ε2η ∂xu(x)

1 + u(x)
∂xw +

1 + ε2η2(∂xu(x))
2

(1 + u(x))2
∂ηw

)

+ ε2
∂xu(x)

1 + u(x)
∂xw − ε2η

(

∂xu(x)

1 + u(x)

)2

∂ηw ,



A STATIONARY FREE BOUNDARY PROBLEM FOR MEMS 7

as well asfu have norms inL∞(Ω) uniformly bounded with respect tou ∈ C, we may apply [16, Chapt. 3,
Thm. 9.1& Thm. 10.1] to obtain the existence and uniqueness of a solutionΦu ∈ W 2

2,D(Ω) to (2.12)-(2.13)
satisfying

‖Φu‖W 2
2
(Ω) ≤ c

(

‖Φu‖L2(Ω) + 1
)

(2.16)

with a constantc depending onr0 andε but not onu ∈ C. Settingφu(x, η) = Φu(x, η) + η for (x, η) ∈ Ω̄,
the functionφu obviously solves (2.3)-(2.4) and, owing to (2.16), the bound (2.11) readily follows provided
we can verify (2.10). For this we takew ≡ 1 and note thatLuw = 0 in Ω whilew(η) = 1 ≥ η = φu(x, η)
for (x, η) ∈ ∂Ω. The comparison principle then ensuresφu ≤ 1 in Ω̄. Takingv(x, η) := η(1 + u(x)) for
(x, η) ∈ Ω̄, we haveLuv = 0 in Ω andv(x, η) ≤ η = φu(x, η) for (x, η) ∈ ∂Ω. We conclude thatφu ≥ v
in Ω̄ again by the comparison principle, and (2.10) and (2.11) follow. It remains to check thatφu is even.
However,u being even,∂xu is odd and∂2xu is even, and it is easily seen thatφ̃(x, η) := φu(−x, η) satisfies
(2.3)-(2.4) as well, whencẽφ = φu by uniqueness. �

We next turn to the continuity property ofφu with respect tou ∈ C.

Lemma 2.3. The mapping
(

u 7→ φu
)

: C −→ W 2
2 (Ω) is continuous whenC is endowed with the topology

ofW 2
2 (−1, 1).

Proof. Let C be endowed with the topology ofW 2
2 (−1, 1). Givenu ∈ C, we define a bounded linear

operatorA(u) ∈ L
(

W 2
2,D(Ω), L2(Ω)

)

by

A(u)Φ := −LuΦ , Φ ∈W 2
2,D(Ω) ,

and note thatA is continuous fromC in L
(

W 2
2,D(Ω), L2(Ω)

)

, thanks to the continuous embedding of
W 2

2 (−1, 1) in W 1
∞(−1, 1) and the boundedness ofC in W 2

∞(−1, 1). Then [16, Chapt. 3, Thm. 9.1&
Thm. 10.1] (see the proof of Lemma 2.2) warrants thatA(u) is invertible for eachu ∈ C. Owing to the
continuity (in fact: analyticity) of the inversion mapℓ 7→ ℓ−1 of bounded linear operators, we conclude that

C −→ L
(

L2(Ω),W
2
2,D(Ω)

)

, u 7→ A(u)−1

is continuous. One then checks thatu 7→ fu is continuous fromC to L2(Ω), wherefu is given in (2.14).
Consequently,

(

u 7→ Φu = A(u)−1(−fu)
)

: C −→W 2
2,D(Ω)

is continuous. Recalling thatφu(x, η) = Φu(x, η) + η for (x, η) ∈ Ω̄ gives the claim. �

To obtain estimates on solutions to (1.12)-(1.13) we need estimates on the gradient ofφu on the boundary
η = 1 as provided by the following lemma.

Lemma 2.4. There is a constantc2 > 0 depending only onr0 ∈ (0, 2) andε ∈ (0, 1) such that, given
u ∈ C, the corresponding solutionφu ∈ W 2

2 (Ω) to (2.3)-(2.4)satisfies

‖∂ηφu(·, 1)‖W 1/2
2

(−1,1)
≤ c2 (2.17)

and

0 ≤ ∂ηφu(x, 1) ≤ 1 + 2ε2 , x ∈ (−1, 1) . (2.18)

Proof. According to [18, Chapt. 2, Thm. 5.4] there is a positive constantc depending only onΩ such that

‖∂ηφu(·, 1)‖W 1/2
2

(−1,1)
≤ c ‖φu‖W 2

2
(Ω)
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from which (2.17) readily follows by (2.11). Next, setwα(η) := η1+α for η ∈ [0, 1] andα > 0. Then
wα(η) ≤ η = φu(x, η) for (x, η) ∈ ∂Ω and

Luwα =
1 + ε2η2(∂xu)

2

(1 + u)2
α(1 + α)ηα−1 + ε2(α + 1)ηα+1

[

2

(

∂xu

1 + u

)2

− ∂2xu

1 + u

]

≥ α(1 + α)ηα−1

(1 + u)2
− ε2(α+ 1)ηα+1 ∂2xu

1 + u

≥ (1 + α)ηα−1

(1 + u)2
[

α− ε2η2(1 + u) ∂2xu
]

≥ (1 + α)ηα−1

(1 + u)2
[

α− 2ε2
]

in Ω, where we usedu ≤ 0 and0 ≤ ∂2xu ≤ r0 < 2 to obtain the last inequality. Consequently, choosing
α = 2ε2, we realize thatLuw2ε2 ≥ 0 in Ω, and we infer from the comparison principle that

φu(x, η) ≥ w2ε2(η) , (x, η) ∈ Ω̄ .

In particular, forη ∈ (0, 1),

1

η − 1
(φu(x, η) − φu(x, 1)) =

1

η − 1
(φu(x, η) − 1) ≤ 1

η − 1
(w2ε2(η)− w2ε2 (1)) ,

whence∂ηφu(x, 1) ≤ ∂ηw2ε2(1) =1 + 2ε2 for x ∈ (−1, 1). Sinceφu ≤ 1 in Ω andφu(x, 1) = 1, we also
have∂ηφu(x, 1) ≥ 0 for x ∈ (−1, 1). �

Next, givenu ∈ C, we set

gu(x) :=
1 + ε2(∂xu(x))

2

(1 + u(x))2
|∂ηφu(x, 1)|2 , x ∈ (−1, 1) , (2.19)

and observe that Lemma 2.1 and (2.18) guarantee thatgu ∈ L∞(−1, 1). Thus, for eachλ > 0 there is a
unique solutionv = S(u) in W 2

∞,D(−1, 1) to the linear problem

∂2xv(x) = λgu(x) , x ∈ (−1, 1) , (2.20)

v(x) = 0 , x = ±1 . (2.21)

Actually, we have:

Lemma 2.5. If C is endowed with the topology ofW 2
2 (−1, 1), thenS : C → W 2+σ

2 (−1, 1) is continuous
for eachσ ∈ [0, 1/2), and there is a positive constantc3(σ) depending onlyr0, ε, andσ such that

‖S(u)‖W 2+σ
2

(−1,1) ≤ λ c3(σ) , u ∈ C . (2.22)

Moreover,S(u) is even and convex foru ∈ C.

Proof. Lemma 2.3 together with [18, Chapt. 2, Thm. 5.4] and (2.17) imply thatu 7→ ∂ηφu(·, 1) is contin-

uous and bounded as a mappingC → W
1/2
2 (−1, 1). In the following, given two Banach spacesX andY

of real-valued functions, we writeX →֒ Y to indicate thatX is continuously embedded inY and we set
X · Y := {fg : (f, g) ∈ X × Y }. Let 0 < σ < σ1 < 1/2. Since pointwise multiplication

W
1/2
2 (−1, 1) ·W 1/2

2 (−1, 1) →֒W σ1

2 (−1, 1)

is bilinear and continuous according to [2, Thm. 4.1 & Rem. 4.2(d)], we infer thatu 7→ |∂ηφu(·, 1)|2 defines
a bounded and continuous mappingC −→W σ1

2 (−1, 1). Noticing that

C −→W 1
2 (−1, 1) , u 7→ 1 + ε2(∂xu(x))

2

(1 + u(x))2
(2.23)

is continuous and bounded as well by Lemma 2.1 and that

W 1
2 (−1, 1) ·W σ1

2 (−1, 1) →֒W σ
2 (−1, 1)
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by [2, Thm. 4.1 & Rem. 4.2(d)], we see thatu 7→ gu is continuous and bounded fromC to W σ
2 (−1, 1).

Consequently,S : C −→ W 2+σ
2 (−1, 1) is continuous and satisfies (2.22). Clearly,S(u) is even foru ∈ C

sinceu andφu(·, 1) are even by Lemma 2.2, andS(u) is convex since∂2xS(u) ≥ 0 by (2.19) and (2.20). �

We are now in a position to construct solutions to (2.3)-(2.6) for small values ofλ by applying Schauder’s
fixed point theorem to the mapS.

Proposition 2.6. There existsλ0 > 0 independent ofε ∈ (0, 1) such that(2.3)-(2.6) admits for each
λ ∈ (0, λ0] a solution

(u, φu) ∈ W 2
∞(−1, 1)×W 2

2 (Ω)

satisfying

0 ≥ u(x) ≥ −r0
2
> −1 and 0 ≤ ∂2xu(x) ≤ r0 , x ∈ (−1, 1) .

Moreover,u is even and belongs toW 2+σ
2 (−1, 1) for anyσ ∈ [0, 1/2).

Proof. To prove thatS maps the closed and convex subsetC ofW 2
2 (−1, 1) into itself note that (2.9), (2.18)

together with Lemma 2.1 ensure

0 ≤ ∂2xS(u) = λ
1 + ε2(∂xu(x))

2

(1 + u(x))2
|∂ηφu(x, 1)|2 ≤ 4λ

1 + 4ε2r20
(2− r0)2

(1 + 2ε2) (2.24)

for u ∈ C. Thus there isλ0 = λ0(r0) > 0 sufficiently small and independent ofε ∈ (0, 1) such that
0 ≤ ∂2xS(u) ≤ r0 for λ ∈ (0, λ0] andu ∈ C, so it follows from Lemma 2.5 thatS indeed mapsC into
itself. SinceW 2+σ

2 (−1, 1) embeds compactly inW 2
2 (−1, 1) for σ ∈ (0, 1/2), Lemma 2.5 implies that

S : C → C is continuous and compact and thus has a fixed pointu ∈ C enjoying the properties stated in
Lemma 2.1. �

Clearly, a positive lower bound onλ0 can be obtained by optimizing its choice according to (2.24).

To finish off the proof of Theorem 1.1 it remains to improve theregularity of(u, φu) and to pull it back
on the domainΩ(u) by means of the transformationTu from (2.1).

Corollary 2.7. If (u, φu) is the solution to(2.3)-(2.6) for λ ∈ (0, λ0] provided by Proposition 2.6, then
(u, ψ) with ψ := φu ◦ Tu is a solution to(1.10)-(1.13)with regularity

u ∈ C2+α
(

[−1, 1]
)

, ψ ∈W 2
2

(

Ω(u)
)

∩ C
(

Ω(u)
)

∩ C2+α
(

Ω(u) ∪ Γ(u)
)

,

for eachα ∈ [0, 1).

Proof. Fromφu ∈ W 2
2 (Ω) and (2.1) we readily deduceψ = φu ◦ Tu ∈ W 2

2

(

Ω(u)
)

and solves (1.10)
in Ω(u). Moreover, sinceΩ(u) is a Lipschitz domain, the trace ofψ is well defined as an element of

W
1/2
2

(

∂Ω(u)
)

according to [18, Chapt. 2, Thm. 5.5] and (1.11) follows fromu(±1) = 0 and (2.4). Also,
sinceΩ satisfies the exterior cone condition at every point of its boundary andu ∈ W 2

∞(−1, 1), it follows

from [9, Thm. 9.30] thatφu ∈ C(Ω̄). Recalling thatTu ∈ C
(

Ω(u); Ω̄
)

, we deduce thatψ ∈ C
(

Ω(u)
)

.

Finally,ψ is even inx due to Lemma 2.2 and the fact thatu is even.
We next improve the regularity ofψ with the help of [10, Thm. 5.2.7]. To this end, we note that,

sinceu ∈ W 2
∞(−1, 1), the boundary∂Ω(u) of Ω(u) is a curvilinear polygon of classC1,1 in the sense of

[10, Definition 1.4.5.1] with four vertices{(−1,−1), (1,−1), (−1, 0), (1, 0)} connected byW 2
∞-smooth

curves. In order to apply [10, Thm. 5.2.7], we have to study more precisely the behaviour of the operator
ε2∂2x+∂

2
z at these four vertices. Actually, since the operatorε2∂2x+∂

2
z coincides with its principal part and

has constant coefficients, we only have to compute the measureωV of the angle at each vertexV of Ω(u).
Obviously,ω(±1,−1) = π/2 while

ω(±1,0) = arccos

(

(∂xu(±1))2

1 + (∂xu(±1))
2

)

∈
(

0,
π

2

)

.
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SinceωV ∈ (0, π/2] for V ∈ {(−1,−1), (1,−1), (−1, 0), (1, 0)}, it follows from [10, Thms. 5.2.2
and 5.2.7] that no singularity occurs at the vertices and that ψ ∈ W 2

p (Ω(u)) for all p ∈ (2,∞). The

classical Sobolev embedding then implies thatψ ∈ C1+α(Ω(u)) for all α ∈ (0, 1). Combining this reg-
ularity with that ofu gives thatx 7→ ε2 |∂xψ(x, u(x))|2 + |∂zψ(x, u(x))|2 belongs toCα([−1, 1]) and
Schauder estimates applied to (2.5) guarantee thatu ∈ C2+α([−1, 1]) for α ∈ (0, 1).

Furthermore, sinceu ∈ C2+α([−1, 1]), it is easy to check thatΩ(u) satisfies an exterior sphere condition
at each boundary pointx ∈ ∂Ω(u). So [9, Thm. 6.13] applied to (1.10)-(1.11) yieldsψ ∈ C

(

Ω(u)
)

∩
C2+α

(

Ω(u)
)

. Finally, asΓ(u) surely is aC2+α boundary portion of∂Ω(u), we may invoke [9, Lem. 6.18]
to deduce thatψ ∈ C2+α

(

Ω(u) ∪ Γ(u)
)

. �

The proof of Theorem 1.1 is thus complete.

3. THE VANISHING ASPECT RATIO LIMIT: PROOF OFTHEOREM 1.2

We now prove Theorem 1.2 and thus consider a family of solutions (uε, ψε)ε∈(0,1) to (1.10)-(1.13)
satisfying the bounds (1.14) and (1.15) for some fixedλ > 0.

Forε ∈ (0, 1), we set

φε := φuε = ψε ◦ T−1
uε

with T−1
uε

from (2.2) and

Φε(x, η) := φε(x, η) − η , (x, η) ∈ Ω̄ .

We first derive estimates onΦε which are uniform with respect toε ∈ (0, 1). In the following,K denotes
an arbitrary positive constant depending only onλ andκ0.

Lemma 3.1. There exists a positive constantK1 depending only onλ andκ0 such that, forε ∈ (0, 1),

‖Φε‖L∞(Ω) ≤ 1 , (3.1)

‖Φε‖L2(Ω) ≤ K1

√
ε , (3.2)

‖∂ηΦε‖L2(Ω) ≤ K1 ε , (3.3)

‖∂2ηΦε‖L2(Ω) ≤ K1 ε
2 . (3.4)

Proof. Since0 ≤ φε ≤ 1 by (2.10), we readily obtain (3.1). We next introduce

fε(x, η) := fuε(x, η) = ε2 η

(

2

(

∂xuε(x)

1 + uε(x)

)2

− ∂2xuε(x)

1 + uε(x)

)

, (x, η) ∈ Ω̄ ,

and observe that (1.14) and (1.15) ensure that

‖fε‖L∞(Ω) ≤
(

2ε2

κ40
+
ε2

κ20

)

. (3.5)
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Now, it follows from (2.12)-(2.13) that
∫

Ω

fε Φε d(x, η) = ε2
∫

Ω

[

|∂xΦε|2 − 2η
∂xuε
1 + uε

∂xΦε ∂ηΦε − 2η ∂x

(

∂xuε
1 + uε

)

Φε ∂ηΦε

]

d(x, η)

+

∫

Ω

[

1 + ε2η2 (∂xuε)
2

(1 + uε)2
|∂ηΦε|2 + 2ηε2

(

∂xuε
1 + uε

)2

Φε ∂ηΦε

]

d(x, η)

− ε2
∫

Ω

η

(

2

(

∂xuε
1 + uε

)2

− ∂2xuε
1 + uε

)

Φε ∂ηΦε d(x, η)

= ε2
∫

Ω

(

∂xΦε − η
∂xuε
1 + uε

∂ηΦε

)2

d(x, η) +

∫

Ω

|∂ηΦε|2
(1 + uε)2

d(x, η)

+ ε2
∫

Ω

η

(

2

(

∂xuε
1 + uε

)2

− ∂2xuε
1 + uε

)

Φε ∂ηΦε d(x, η) .

We deduce from (1.14), (1.15), (3.1), and the above identitythat
∫

Ω

fε Φε d(x, η) ≥ ‖∂ηΦε‖2L2(Ω) −
(

2ε2 |Ω|1/2
κ40

+
ε2 |Ω|1/2

κ20

)

‖∂ηΦε‖L2(Ω)

≥ (1− ε2) ‖∂ηΦε‖2L2(Ω) −K ε2 ,

while (3.1) and (3.5) ensure that
∫

Ω

fε Φε d(x, η) ≤
(

2ε2

κ40
+
ε2

κ20

)

|Ω| .

Combining the above two inequalities gives (3.3). Next, thanks to (2.13) and (3.1), we have
∫

Ω

|Φε(x, η)|2 d(x, η) =

∫

Ω

∣

∣

∣

∣

∫ 1

η

∂ηΦε(x, y) dy

∣

∣

∣

∣

2

d(x, η) ≤
∫

Ω

∫ 1

0

|∂ηΦε(x, y)|2 dy d(x, η)

≤ |Ω| ‖∂ηΦε‖2L2(Ω) ,

and (3.2) readily follows from the previous inequality and (3.3).
Finally, settingζε := ∂2ηΦε andωε := ∂x∂ηΦε, we infer from (2.12)-(2.13) that

∫

Ω

[

1 + ε2η2 (∂xuε)
2

(1 + uε)2
ζ2ε + ε2 ∂2xΦε ζε − 2ηε2

∂xuε
1 + uε

ζε ωε

]

d(x, η) =

∫

Ω

fε (1− ∂ηΦε) ζε d(x, η) .

Since
∫

Ω

∂2xΦε ζε d(x, η) =

∫

Ω

ω2
ε d(x, η)

by [10, Lem. 4.3.1.2& 4.3.1.3], the above identity also reads
∫

Ω

[

ζ2ε
(1 + uε)2

+ ε2
(

ωε − η
∂xuε
1 + uε

ζε

)2
]

d(x, η) =

∫

Ω

fε (1− ∂ηΦε) ζε d(x, η) .

Consequently, owing to (1.14), (3.3) and (3.5), we deduce from the above identity that

‖ζε‖2L2(Ω) ≤
∫

Ω

ζ2ε
(1 + uε)2

d(x, η) ≤ ‖fε‖L∞(Ω)

(

|Ω|1/2 + ‖∂ηΦε‖L2(Ω)

)

‖ζε‖L2(Ω)

≤ K ε2 ‖ζε‖L2(Ω) ,

whence (3.4). �

In order to pass to the limit asε → 0 in (2.5), we need to control the trace of∂ηΦε on (−1, 1) × {1}.
For that purpose, the following lemma will be adequate.
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Lemma 3.2. Givenϑ ∈W 2
2 (Ω), we have

‖∂ηϑ(., 1)‖L2(−1,1) ≤
√
2
(

‖∂ηϑ‖L2(Ω) + ‖∂2ηϑ‖L2(Ω)

)

.

Proof. We first assume thatϑ ∈ C∞(Ω̄). Forx ∈ (−1, 1) andη ∈ (0, 1), we have

∂ηϑ(x, 1) = ∂ηϑ(x, η) +

∫ 1

η

∂2ηϑ(x, y) dy .

Integrating this identity with respect toη over(0, 1) gives

∂ηϑ(x, 1) =

∫ 1

0

∂ηϑ(x, η) dη +

∫ 1

0

∫ 1

η

∂2ηϑ(x, y) dy dη ,

and thus
|∂ηϑ(x, 1)| ≤ ‖∂ηϑ(x, .)‖L2(0,1) + ‖∂2ηϑ(x, .)‖L2(0,1) .

Raising both sides of the above identity to the square and integrating with respect tox over(−1, 1) gives
the claimed estimate for smooth functions. The general casefollows by a density argument, see, e.g., [1,
Thm. 3.18] or [18, Chapt. 2, Thm. 3.1]. �

A control on the trace of∂ηΦε on (−1, 1)× {1} follows at once from Lemma 3.1 and Lemma 3.2.

Corollary 3.3. There exists a positive constantK2 depending only onλ andκ0 such that, forε ∈ (0, 1),

‖∂ηΦε(., 1)‖L2(−1,1) ≤ K2 ε . (3.6)

Proof of Theorem 1.2.By (1.15) and the Arzelà-Ascoli theorem, there are a sequence(εk)k≥1 and a func-
tion u0 ∈W 2

∞(−1, 1) such thatεk → 0 in (0, 1) and

uεk −→ u0 in W 1
∞(−1, 1) , (3.7)

uεk
∗
⇀ u0 in W 2

∞(−1, 1) . (3.8)

Owing to (1.14), (3.6), (3.7), and the definition ofΦε, we have

0 ≥ u0(x) ≥ κ0 − 1 , x ∈ [−1, 1] , (3.9)

and
1 + ε2k (∂xuεk)

2

(1 + uεk)
2 |∂ηφεk (., 1)|2 −→ 1

(1 + u0)2
in L1(−1, 1) . (3.10)

Combining (3.8) and (3.10), we may pass to the limit asεk → 0 in (2.5) and conclude thatu0 is a solution
to the small aspect ratio equation (1.9), whereu0(±1) = 0 is guaranteed by (2.6) and (3.7).

Also, by (3.2),

lim
k→∞

∫

Ω

|φεk(x, η) − η|2 d(x, η) = 0 ,

and, since
∫

Ω

|φεk(x, η) − η|2 d(x, η) =

∫ 1

−1

∫ uεk
(x)

−1

∣

∣

∣

∣

ψεk(x, z)−
1 + z

1 + uεk(x)

∣

∣

∣

∣

2
dz dx

1 + uεk(x)

≥
∫ 1

−1

∫ uεk
(x)

−1

∣

∣

∣

∣

ψεk(x, z)−
1 + z

1 + uεk(x)

∣

∣

∣

∣

2

dz dx ,

we readily obtain (1.16), whereψ0 is given by (1.6) withu = u0. �
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LEIBNIZ UNIVERSITÄT HANNOVER, INSTITUT FÜR ANGEWANDTE MATHEMATIK , WELFENGARTEN 1, D–30167 HAN-
NOVER, GERMANY

E-mail address: walker@ifam.uni-hannover.de


