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ABSTRACT

This paper describes the design and implementatbna
middleware for a framework dedicated to AugmenteshlRy /
Mixed Reality (AR/MR) applications. The goal is tiffer an
environment for the development of distributed agions
running on mobile devices (wearable computers and/o
smartphones). The paper first presents the maidsnekan AR
application and introduces the necessity of distidm in this
field. Then we make a quick overview of existingtdbuted AR
frameworks. The goal of this overview is to extrawtin features
and strengths of each framework’s architecture dbasea set of
defined criteria.

This comparison being meant as a starting poinexiend our
own framework (ARCS: Augmented Reality Componergt&y),
the last section is about the design and implertientaf our own
software infrastructure for transparent distributddgmented
Reality taking in consideration our own goals andstraints and
taking profit of the strengths of the studied erigtframeworks.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Desigm}istributed networks

H.5.1 [Multimedia Information SystemsHrtificial, augmented,
and virtual realities

General Terms
Design.

Keywords

Augmented Reality framework; Middleware design and
implementation; Component-based architecture; Disgted
Systems; Mobile Devices.

1. INTRODUCTION

In brief terms, Augmented Reality is a growingdi¢hat aims to
offer systems able to add virtual entities to aegivreal
environment in real time. These entities (augméria) are most
of the time visual augmentations of the real scbyevirtual

objects or texts. To achieve this, Augmented Reales a wide
range of algorithms (computer vision, localizatioegistration...)
and numerous devices (sensors such as camera, t@aRBng

devices, and feedback devices). Because of theskipieu
heterogeneities, the need of AR dedicated framesvdnks
emerged. Numerous frameworks have been developéat $06]

and most of them aim at offering developers a wagldsign AR
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applications as a set of linked components comnatinig with
each other (locally or through a network) which emkhe code
easier to maintain and increases the reusabilsggipdities.

Distributed applications in the AR context are usedrder to
enable users (at remote sites or using differemitals) to
collaborate on a common task. In the same scopgijhdition is
also a mean to run AR applications on mobile teatsinvith
limited computation power by using computation adfiling
techniques. Previous works on distributed architest for
simulations and Virtual Reality have already praetlaesults.
Even if these systems were not applied on AR, thastially
inspired some of the current AR frameworks. Somehef most
significant standards for simulation are ALSP (Aegate Level
Simulation Protocol [13]), DIS (Distributed Intetae
Simulation [14]) and HLA (High Level Architecturel3]). As
pointed out by a recent survey [17], constructingeavasive
middleware to support AR systems is still a chajien

In this paper, we are going to review five of the@smnused
distributed frameworks for Augmented Reality: DWARF
STUDIERSTUBE, MORGAN, VARU and TINMITH. Even if
there are many more other frameworks for AR, thaaghof these
systems is due to the fact that they manage dis&ib
applications and to their wide use which gives gnificant
feedback on these still maintained projects. We explain the
architectures main concepts and features and centipam before
extracting main strengths of each. It is importemtnotice that
these frameworks don't offer exactly the same featand thus,
have different architectural constraints.

The strengths of each architecture being identifieel build our
own architecture having in mind our own goals aodstraints on
one hand and the teachings from other architecmethe other
hand. The last part is then the description of ahehitectural
design and implementation choices within this ceinte

2. Frameworks Overview

2.1 DWARF

DWARF [1] is a component-based framework allowirapid
prototyping of AR applications. It uses the concept
interdependent distributed services whiobeds abilities and
connectorsare exposed with the help ofsarvice managerA
service offers onability to other services and requestsnieeds
from them (see Figure 1).

There is only one service manager per network né@eh of
them controlling its local services and cooperativith the other



managers to connect to remote services. DWARFdertealized;
it doesn’t need a central server to run applicatiohhe most
common services are already developed. The frankeinoludes
a task-flow engine (sequence of actions to be dgnthe user), a
user interface engine, a tracking subsystem andrdwnodel
description system collecting several data on yiseesn's user and
its environment. Technically, DWARF distribution msed on
CORBA middleware and CORBA IIOP protocol.

ModuleCore ModuleCort

:Service

:Service

:Ability

‘Type

Figure 1. DWARF services connection

2.2 The MORGAN Framework

MORGAN [9] is a also component-based framework.idt
convenient for Multi-User AR and VR projects. IretMORGAN
paradigm, projects are composed of sets of comgsntrat
subscribe to input devices (e.g. Tracking devicd®y are
interested in. These devices provide new samplediffgrent
rates. This is implemented usingpablisher-subscribepattern.
The framework also offers a rendering engine sjfigaiesigned
for supporting multiusers within a distributed fresvork.

The creation, deletion and retrieval of componéstdone via a
core component calletiroker. To implement the creation of
remote components, tHactory methodpattern has been used by
the MORGAN system developers. Like DWARF, MORGANsIS
CORBA middleware but it also implements a proxytermt for
other protocols. Unlike DWARF, the MORGAN framewasknot
open source and there are no public tutorials aiviail

2.3 Studierstube

Here, each component is called application object This

concept encloses the data, its graphical reprasamtand the
application operating on the data. Each applicatioject inherits
from an application type. Studierstube[5] allowstamtiation of
different application objects at the same time frbra same or
different application types. These applications cammunicate
to share features and data. Studierstube archiéesticentralized
since it requires aession managess central servene]. Apart

from the interaction metaphor that we have tes&ddierstube
applications written in Open Inventor (OIV) can Been as
distributed scene graphs replicated for each hbDstributed

applications are based on Distributed Openinvetidy) which

is an extension of Open Inventor with the concdpdistributed

shared scene graphs.

(4)
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Figure 2. Studier stube event propagation over the network

To maintain the consistency of the graph over tle¢wark,

modifications are propagated as shown in figurigirat step (1) is
the user pressing a button, (2) is the correspondinde
execution, (3) is the modification of Field1 on N@docally. The
modification is then propagated upwards to the aat notified
to a sensor which transmits the message to theteehuwst(4).
Finally, the receiver looks for the concerned n¢ileand applies
the changes (6).

2.4 Tinmith

The architecture of the framework (Tinmith-evo5])1i$ modular

to support a wide range of AR and multimedia a@gpitns. Some
modules can be application specific (e.g. navigatimodule)

when others are generic. The communication betweadules is

made possible by a client-server style architectéremodule

providing data is the server that listens to cBetfitat request a
subscription. When the data on the server is ctiintgiee new

values are sent to all clients that have registéned interest to
this message. The clients can then use the newalptform the

task of the module (e.g. refresh the display).

The system is asynchronous and data driven. Ietienot any
new data, no new message will be generated andctiona
performed by any software module.

Figure 3 shows how the Objects are connected. @bjacthe
system are in C++ native format. The Binary of tigect is
specific to the running process so it is not pdestb send it
directly across the network. Serialization not lgeavailable by
default in C++, a custom serialization mechanisns teen
developed using an XML structured format.

When the source and the listener are both runningame CPU,
they are connected via a callback function caldusg the source
to notify data changes to the listener.

When the connected Objects are on distant termiaalg Figure
3(2), the Source's new data is serialized by Objectwhich
transmits it over the the network. The Rx objecereing the new
value deserializes it and signals to the listenee tdata
modification. The middleware used is tinmith spieciind the
protocol can be TCP or UDP based (different impietaigons).



(1) Single Process / Single CPU (Default)

Callback Function Call

Source »| Listener

(2) Multiple Processes / Distributed On Network

Figure 3. Tinmith transparent network distribution

2.5 VARU

VARU is a relatively recent project [6] aiming te lan integrated
framework for VR, AR and Ubiquitous Computing. Thdisr a
given application, there are three interactigpacesand it is
possible to switch from a space (VR/ AR/ Ubiquitptes another
(object representation can be different) and jitaissible for a user
in a space to interact with a user in another sfsinee the whole
is maintained to be consistent across the differgmaces).
Basically, objects are described by 3 levels ofrabson : Object
Class Individual and Extension The individual is the
instantiation of alass

This individual has different representations delieg on the
interaction space. Each representation is callezktension of the
individual. Each application has its object databagth an

individuals table and extensions table. When a user connects t

the server, it is also considered as an individunal added to the
object database with its extensions.

During the interaction, the different extensionsaof individual

are synchronized by the VARU server which hosts dbgct

database and the object server. This way, othes ase aware of
other users actions and position (since a usdsdsam individual

with its representations).

The main components of the VARU system are destribehe
Figure 4. As shown, every client hakexnelwhich links it to the
VARU server. A client has also at least one spaasager (VR,
AR or UC) and can have other components for magagio
devices, Display and streaming.

VARU uses CAIM middleware and UPnP protocol to oectrio
smart devices (such as smart door, smart lightrtsozanera...)
and it uses VRPN for the interaction peripheralg.(gystick,
tracker) management.

3. Frameworks Comparison

These criteria have been chosen on the currenicagiphs of

VR. For example, security is not an important asget because
of the non-existence of wide used applications wjthblic

database access.

3.1 Easeof programming and reusability

versusfeatures
In the notion of ease of programming, we include ¢omplexity
of the application model, the ability for a devedopo maintain
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Figure4. VARU main components

and reuse his code, and the ability to add a newtinality
without having to change the overall system.

The main idea of all the described systems is feer af framework
for rapid prototyping of AR related application$Ug, they are all
Object-Oriented and most of them are based on apopent
approach (all except Tinmith evo-5 architecturepugability
within the same framework is then a common strefigttthese
systems.

From the ease of programming point of view, the pist
application model is the Studierstube's one beiageth on 3D
concepts corresponding to the 2D Desktop metagHowever,
the simplicity of this model is balanced by thetfeas offered
that are not as numerous as other frameworks (@sddWARF
and VARU).

An important point for the ease of programminghe existence
of application authoring and monitoring tools. DWRARffers a
dedicated tool to monitor and debug distributedises.

3.2 Scalability

Since we are covering distributed architectures,iraportant
point is the ability to extend the number of theerss(thus,
network terminal nodes).

DWARF and MORGAN both use CORBA IIOP protocol which
is widely used in systems of different sizes ansljraven its high
scalability potential even if some issues remaR].[For example,
load balancing is an important issue in scalabflityaddition to
caching and persistence to reduce network traffitil now,

there has been not any load-balancing service iRBE®even if
there are techniques to support the re-directiaessary for load
balancing in a standard way [20]. An interestingeas is that
DWARF is entirely decentralized. The main prooffedsibility is

that DWARF has been used in a gaming applicatioardlig

Sheep [7]) with distributed tracking, calibrationnda user
interface. However, when looking for new servicEANVARF

makes a broadcast that significantly increases oré&tviraffic

(especially in a large scale application).



Studierstube distributed application objects aresebtla on

Distributed Open Inventor. The replication of tAgplication

Objectsrestrains the level of scalability. Computatiosedlability

can be achieved by introducing multiple applicatisarvers

holding mutually exclusive sub scene graphs [5]thig increases
significantly the number otentral nodesand thus increases
significantly the cost.

Concerning Tinmith, as said by Piekarski and Thormasa
Tinmith-evo5 architecture related paper [10], largeale
distribution is not possible since it would requirailticasting,
which is not supported by the system at the monieistdesigned
for a small number of users roaming in a wide area.

In the design of VARU, even if the architectureoals the
addition of new users, the system requires a des@aver to
synchronize different managers (AR manager, VR mendJC
manager) running on the multiple clients. The agtion of
interior design [6] has been tested on a limitechber of users
and there is not any large scale distribution apgilbn using
VARU.

3.3 Flexibility and interoper ability

Flexibility refers to the ability of the frameworto support
different application scenarios running on diffdremardware
(with different computational capabilities) andfeient software
environment. We also include interoperability rethtfeatures
when referring to interoperable frameworks.

As said previously on the technical descriptionDWARF, the
framework runs on multiple platforms and supportangn
programming languages. It can run on wearable ctenpu
laptops and smart-phones as well and the architectliows a
wide set of applications. Dwarf can be integratedthw
studierstube [2] and has been used in several capiplns
(ARCHIE, NAVI, CAR, SHEEP...) in different envirorents.
Another important feature is the ability to recomfie some
parameters of the application at runtime.

MORGAN [8] runs on PC and smartphones and offeréRhto
reduce the programming complexity and to allow biglevel
programming. It addition, it offers a proxy for comnicating
with applications using other protocols. MORGANalsas its
own rendering engine integrated with the framewdrkis last
feature can also be a limitation for applicatiorvelepers who
want to use other rendering engines.

Studierstube is quite portable on different hardwand OS
especially with the new Studierstube ES platforndickted to
applications for hand-held devices [4]. The origiStudierstube
platform being based on Openinventor, that is idetl as a
rendering engine. However, Studierstube ES is mende
independent and runs on Windows CE and Symbian Iemobi
devices with or without 3D graphics acceleration.

From the distribution point of view, Studierstubses distributed
Openinventor (DIV protocol) for managing the distried scene
graphs. It is convenient to Studierstube applicatibut restricts
the interoperability to OIV based applications (@¥his restricting
but better than having a custom protocol). Stutibes ES
management of networking is based on “Muddlewara”,
communication platform for multi-user application®n

lightweight terminals. It uses XML Document Objektodel

(DOM) which is a widely established data model fatwork

computing. The choice of this model is, referringts designers,
due to the recursive definition of a tuple (whickstchild tuples

as attributes of parent tuples), the readabilitthefmodel, and its
match to many typical structures such as spatiatahthical
representations. XPath is used as a query/updatpidge. The
use of a server is mandatory to share data bettmeealients.

In the case of Tinmith, test Applications are mainhade for
exterior environments. Like in DWARF applicationspme
parameters (like colors of gadgets, strings, parsdti..) of Tinmith
platform applications can be reconfigured at ruetimithout
restarting the application and without supporting iaterpreted
language.

From the distribution point of view, at the momemtnmith's
custom protocol does not yet allow connections gplieations
using other protocols or to other AR frameworks.

Finally, the VARU framework takes advantage of RPN
device server. The system supports a wide rangievites. The
devices are configured to work with VRPN and thel&ation
simply connects to the server to get the data sBtaadardized
way. VARU offers 3interaction spacesThus, it can cover a lot of
scenarios but these applications do not run wethobile devices
because of the heavy rendering engine [6].

From the distribution point of view, the clientsdathe VARU

server both need to be configured to make the tdidrernel

access correctly to the server which adds a new(ase creates
an individual and its extensions). This configuratbeing made
by XML documents may be user unfriendly.

The study of these different reference framewoukarsarizes the
main characteristics, strengths and weakness d¢f fflamework
taking in consideration differences in offered tgas. This study
has allowed us to have a better vision on how viiemprove our
own framework (ARCS) especially from the distrilouti
management point of view.

4. Improving ARCS
Before describing the improvements done to ARCSdwktands
for Augmented Reality Component System) architegtue need
to briefly present the main concepts of the framiwand how
applications are built with it.

4.1 PreviousWork

First, ARCS [3][18] is a component-based framewdedicated
to AR. Its components, as classical components, [t@h be
configured and composed with other components. 3R€es the
signal/slot paradigm (borrowed from user interféibearies) to
connect components to each other in order to méemt
communicate.

In ARCS, every application is described as a sethoéads.
Basically, each thread is controlled by a finitatst machine
which states represent a specific configuratiothefapplication’s
data flow. Such a configuration is calledsheetand contains
configuration values for components as well asteol signal/slot
connections. Each change of state in the stateimaobsults in a
change of global configuration of components andiche
reconfigures connection between components, thad say the
dataflow.

A simple example would be an application with ongoeaton
(one thread), with a given number eheets(eg. eachsheet
representing a given scenario). Here, the statehimas role
would be to switch from a scenario to another.

From the technical point of view, ARCS is writtenC++ and is
based on Qt Library which already implements thgnali/slot



concept. ARCS supports XML as a scripting languagaescribe need to send the data over the network. Therefore,
applications. marshalling/unmarshalling mechanisms are setupmitte proxy

. slotsandproxy signals
4.2 ARCSMiddleware . : .
A connection managefcentral component) lists all connections

4.2.1 Requirements between components. It is used to set up the nésvfitav and
In its first version, ARCS was not distributed rteed network activate different connections depending on thevecsheet
capabilities. Given the fact that our framework siat supporting Since all machines can be clients or servers, wildé to call the
development of AR applications, adding network sarppnd the machine hosting theconnection managera Master Other
network distribution functionality is mandatory $apport state of terminals are calledlaves

the art applications. During the data transfer, once all connections Haeen set up,

As said previously, some frameworks use customopoids while components onslave machines communicate without going
others use generic middleware to manage the afiplica through the master as shown in Figure 5 (the cdiorecmanager
distribution. In particular, CORBA which is usedMWARF and is only a repository of existing connections). Toenponents can
MORGAN. communicate in both directions and regardless efltlcation of

the distant component (transparent communication).

Slave

1
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1
1
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For our system (ARCS), we chose a specific custarhitecture
for two main reasons. The first one is the preg@maof the
signal/slot mechanism on which ARCS is based. Tigmab
emitter is a client of the component having a séateiving this
signal. We also need to maintain the synchronousstcaint

inherent to this concept. The second reason iautiigvalent role Net. configurator | 1| Net. configurator
of the components that can be, in our case, clemisservices at Component A 1 > ]

the same time. This makes our architecture eaeiegetup, to > )
maintain, to scale-up and more flexible since it atso work in a < [ le [le
client/server manneiThe two reasons cited above introduce the

need of a specific and original architecture.
In addition to these two requirements of our owne \WISO .
identified three main requirements to answer thedse of

developers of AR applications and help them to hlarttie

specificity of such applications. These requireragénspired from Network l ConnectiorManage l Network

Tokunaga & al. work [22] are: high-level abstrantidistribution Combohenis Components
and context-Awareness. They will be discussed &urth

. . 1 P lot:
4.2.2 Architecture design 8 piﬁiiii;’ni.s

A first extension of ARCS architecture to allow tdisution has
been made. The chosen distributed architecturewsilldo
transparently link remote components. The main idethat an
intermediary component is generated if a comporgestipposed

Figure 5. Remote connection between componentsin ARCS

to have some communication with another componerarmther (Save-Slave)

machine. These intermediary components, built o& pinoxy

design pattern [21], should include, among othemdall the Figure 6 shows a Master — Slave communication.cHmeponent
connection data needed in order to communicate ofeerhost A'is a local component for the master and it needsend and
address, TCP port). receive signals/slots to/from component B on tlaesimachine.
In the description of aheet if a component A needs to connect to  This need is specified in the XML application déstion. When
a component B over the network, the component Anigact running the application, the network componentesponding to
connected (in signal/slot meaning) to the intermgdcomponent component B is created on the master side and éteork
on the machine where it is located (see figure & &n A proxy configurator to which it is attached is createdtbe slave side.

slot is created for each connection of a signal of tosiponent ~ Then, for each signal/slot connection, a proxy st a proxy
with a slot of a distant component.phoxy signalis also created  signal are instantiated in the network componeoinfrone side
on the component B side to receive incoming remsieals and and in the network configurator from the other side

spread them locally. As implemented (and as described in this papes atthitecture
Every remote componenhétwork componehis considered as a  answers our two first requirements. It keeps themanent and
service, it is attached to a specific componenge metwork signal/slot paradigm on which ARCS is based ancrsffthe
configurator (the intermediate component) that instantigesxy possibility to have components than can be cliantior services.

slots and proxy signals A distant component can be client or 1t aj50 meets the three requirements quoted frazh4ad we will
server (it can be both). Theetwork configuratoreceives on the explain how it is done for each point:

proxy signals componerall the signals destined to its local
components, de-serializes them and forwards theakigto the
actual destination components.

High-level abstraction: AR applications often ustedent types
of nodes (computers, mobile phones...) that can leeialzed

o . and running different operating systems. In ouec#se goal was
Here, we talk about de-serialization because ome&dnnections to offer a design generic enough to hide this cexipt to the

between components amtwork configuratorsare created; we  geveloper. In our solution, distributed componears localized



by a path system which allows more readable desmmg and
makes application writing comfortable for develapeflso, the
network components familyin particular and the whole
architecture in general is based on Qt library Whis cross-
platform. Finally, components being organized ima@re abstract

concept ¢omponentamily), it allows developers even to enrich

the framework itself with new components for a givamily.

Distribution: as described above, the architectisralistributed
and different application modules can be locateddiferent
network nodes. Distribution can be made on a venalls
granularity (at the level of a component). Thugwa calculation
capabilities mobile device can use a module runminga more
capable computer to process data for example.

Context-Awareness: As said in ARCS description, diféerent
scenarios of an ARCS application are describedsishieets The
required data about different software modules iht&ract with
the application and the components handling harelw@:g.
camera capture component) are described withinsitieets and
are standardized within the components implementdg.g. send
camera images at the framerate of capture, if detedés not
possible, send at a default framerate).

Net. Component B 1| Net. Configurator

Component A —1} »{2} Component B
[k [T«

Connectiol Manage

(1) Proxy slots
(2) Proxy signals

1
1
1
1
1
1
1
1
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1
1
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1
1
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Figure 6. Remote connection between componentsin ARCS
(Master-Slave)

4.2.3 Current Status and future work

This architecture has been tested and it worksn(éveletailed
performance evaluation still needs to be done). &hoos toy
tests have been made and they were conclusive.lldw the
developer to have a global vision on his applicatize also
developed an architecture viewer (figure 7) readapglication
descriptions of the different nodes and buildinge tfinal
architecture at the machine and component levekr{tw which
signal of which component is sending data to wisich of which
component on which machine).

In addition, we also developed a tool (figure 8) foonitoring
and debugging applications. It allows choosing ARfpglication
to run and displays the parameters of the appdinatA set of
given values to the parameters is calledpfile. These
parameters can be changed at runtime.

Currently, in addition to qualitative and quantitattests, an AR
distributed application using ARCS and its middlesvis being
developed and is providing the most significantfeeck for this
architecture. The application consists of a SLANh{@taneous
Localization And Mapping) application. Basicallys igoal is to
build 3D models of real environments explored stangously by

multiple users which terminals collaborate to buldommon 3D
model.

ARCS middleware uses a custom protocol and as weedofor
studied frameworks, using a custom protocol is @poirtant
restraint for interoperability. We plan to use arenimteroperable
protocol in the future (ARCS design offers generenponents
families which makes it easy to make our
interoperable with other frameworks without haviogredevelop
it completely).

M & @ ARCS 2 Network Application Viewer

E B
m .
"

Charger

Figure 7. ARCS Network application viewer
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Application

Applicationfile: |jurces/ARCS2/ARCS2/trunk/tests/xmlfiles/lcop.xml | | Browse...

Applicationtype: |Eventloop -
Profiles
Input profile:

Browse...

output profile: Browse...

Constants

Name Type Value

Restore values | | Save as a profile...

Launch...

Figure 8. ARCS application wizard

We also noticed that the security is not the mancern when
building current AR frameworks. Most applicationsnrfor a
limited number of users in a relatively restriceeda and it would
be interesting to reinforce the security of theteys before
considering large scale distributed AR applicationthe future.

5. Conclusion

In this paper, we presented the design of a midaflewledicated
to a framework for AR applications. We started byiewing the

most popular distributed AR frameworks. We desdtilibeir

application models and the way the distributiomanaged within
them. Even if these frameworks don't offer exadtig same
features, we established general comparison eit&sed on the
needs of nowadays AR applications. From this commparhave

emerged interesting ways to explore in order toaade in the
ARCS platform extension especially on the netwadhiiecture

and the protocol choice. The architecture has lesigned and
developed taking in consideration the existing famrk, the

complexity and specificity of this field, and theeds and comfort

middleware



of AR applications developers. In addition to thehitecture
itself, two ARCS application developer tools wereegented.
Finally, we also listed numerous possible improvetmeo our
solution.
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