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Informative Value of Individual and Relational 

Data Compared Through Business-Oriented 

Community Detection 

Vincent Labatut and Jean-Michel Balasque 

Abstract   Despites the great interest caused by social networks in Business 

Science, their analysis is rarely performed in both a global and systematic way in 

this field. This could be explained by the fact their practical extraction is a diffi-

cult and costly task. One may ask if equivalent information could be retrieved 

from less expensive, individual data (i.e. describing single individuals instead of 

pairs). In this work, we try to address this question through group detection. We 

gather both types of data from a population of students, estimate groups separately 

using individual and relational data, and obtain sets of clusters and communities, 

respectively. We measure the overlap between clusters and communities, which 

turns out to be relatively weak. We also define a predictive model, allowing us to 

identify the most discriminant attributes for the communities, and to reveal the 

presence of a tenuous link between the relational and individual data. Our results 

indicate both types of data convey considerably different information in this spe-

cific context, and can therefore be considered as complementary. To emphasize 

the interest of communities for Business Science, we also conduct an analysis 

based on hobbies and purchased brands. 

1 Introduction 

Bringing new insights in decision-making analysis, social networks have raised a 

great interest in the scientific community, including Business Science. However, 

in this field, they have a paradoxical position: on the one hand the interest of net-

work analysis has been greatly emphasized years ago, but on the other hand this 

tool is not very widespread yet. In the first part of this section, we review previous 

works focusing on network analysis for Business and Marketing Sciences and try 
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to find explanations to this observation. Then, in the second part, we explore more 

thoroughly one of these explanations, which is related to the nature of the data re-

quested to extract social networks, and derive the problematics and core ideas of 

this paper. 

1.1 Network Analysis in Business Science 

In Marketing Science, and more generally in all the fields of Business Science, the 

strength of the concept of social network can be considered at different levels [1]. 

First, locally, by taking into account the interaction between a person and his pre-

cise relational context, it constitutes a good tool to better understand individual 

decisions. Second, at the level of a whole system, it provides a meaningful analy-

sis basis and offers the necessary information to improve both global organization 

and individual activities management. The main point in both research and prac-

tice has been the possible benefits a person or a firm can get from social networks. 

Consequently, their analysis has been elaborated primarily in a utilitarian perspec-

tive, with a particular emphasis on their impact on the nature and efficiency of in-

formation dissemination. Their role was noticeably studied in the context of com-

petitiveness in the construction sector [2], firm innovativeness [3], investors 

attraction for venture capital [4],  effective use of their social capital [5] in the la-

bor market [6], and administrative board decisions [7], among others. In Market-

ing Science, the focus has been put more on speed of information diffusion, with a 

major interest in word-of-mouth [8], changes of opinions and adoption of innova-

tions inside groups of people (mainly consumers and potential consumers) [9-11] 

or diffusion of specific products [12]. 

In most of these studies, the analysis is centered on a single or a few persons, 

and consists in studying their most immediate connections in great details. Even if 

the investigation concerns a whole social system (e.g. group or firm), the focus 

remains local. Some works study the role these individuals of interest have in the 

network. Other works analyze the possible effects of the social network on these 

individuals, and generalize the resulting observations to the rest of the network, or 

to some subgroups of persons. This approach can be criticized in several ways. 

First, influence processes within social networks vary considerably depending on 

the nature, structure and strength of the links that connect the considered persons. 

For instance, Steyer et al. [10] showed the efficiency of information dissemination 

processes, used for viral marketing, depends on the whole network structure. Van 

der Merwe [11] described its effect on the role of opinion leaders. According to 

various authors [13,14], both opinion spreading and speed of innovation adoption 

depend on the considered network structure and density. Second, the interest of 

adopting a non-local approach is backed by several Marketing studies like [15], 

which, following a stream of Sociology studies, emphasized the necessity of tak-

ing sub-networks or cliques into account. These structures diffuse information 

faster: people belonging to them are more quickly and more deeply influenced, 
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they rapidly adopt new products. So, from a managerial point of view, they are of 

higher interest. In the context of complex networks, this naturally leads to the no-

tion of community, i.e. a group of nodes with denser relationships, compared to 

the rest of the network. 

Burt [16] and Perry-Smith [17] showed structural holes improve the emergence 

of new ideas. In their analysis of firm innovativeness, Simon and Tellier [3] diffe-

rentiated two kinds of innovativeness: exploitation and exploration. They showed 

groups with denser inner-connections were more efficient to diffuse ideas, but rup-

ture innovations were less likely to happen in those parts of the firm. These denser 

groups can also be seen by people as stressful areas which constrain them too 

much, preventing any behavior opposed to the dominant one. In this context, 

people sometimes rely on persons not belonging to their community [18] or weak-

ly connected [19]. Then, detecting communities can also, by contrast, reveal the 

zones of lower link density, or structural holes. It additionally allows a deeper 

study of the network structure by performing a centrality analysis. Indeed, people 

located in-between communities often  play specific roles because of their central 

position [20]. Interestingly, this last point brings us back to the local approach, il-

lustrating how complementary they are: a global approach can be used to locate 

persons of interest, which can then be studied more attentively. 

Besides this complementary nature and the fact a global approach seems neces-

sary to improve our understanding of social networks and their effects, it is rarely 

adopted in the fields of Marketing and Business Sciences. Moreover, when it is 

the case, authors generally do not use a systematic method. For instance, the 

works cited in the previous paragraphs [3,17] do not use a precise definition of the 

concept of community and do not intend to identify all communities present in the 

studied network. We see two possible reasons for this. First, this kind of analysis 

is computationally far more demanding than local approaches. It relies on relative-

ly new tools (both theoretically and practically speaking), making intensive use of 

modern computers. Because of this novelty, they do not have penetrated Business 

Science deeply yet. Second, and more importantly, practical extraction of social 

networks is a difficult and costly task [21,22], because the information it requires 

is often difficult to access and thereby expensive. 

1.2 Nature and Cost of Data 

Let us consider data according to two axes: the cost axis and the individual vs. re-

lational axis. In the latter, individual refers to data describing only one person, 

whereas relational points out data concerning two (or more) persons. On the first 

axis, we can distinguish three kinds of data, differing both by the nature of the in-

formation they convey and on how difficult and costly they are to obtain. 

First, factual information is the most easily accessible; it corresponds to ac-

knowledged, generally publicly available, facts. For individual data, we can cite 
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for example social status, gender, age, etc. For relational data, it can take the form 

of communication streams such as email exchanges, lists of collaborations, etc.  

Second, what we call behavioral information can either result from observa-

tions or be obtained directly by interrogating the persons of interest. For individual 

data, it describes how some person reacts to a given situation, whereas for rela-

tional data, the concern will be put on interactions between people, for instance by 

measuring the time workers spend together in a firm.  

Third, sentimental information is related to feelings and thoughts. It is the most 

difficult to retrieve, since it cannot be accessed in other way than more or less di-

rect questions, or very advanced physiological techniques [23,24]. For individual 

data, it is for instance brands representations, firm image or products preferences. 

For relational data it corresponds to feelings (friendship, love, hate, admiration…) 

people have for each other. Sentimental relational data can be estimated through 

questions of the sociometric form, where each person is asked to list his acquain-

tances and to quantify the strength and orientation of their relationships [25]. This 

so-called sociometric approach is considered to be both the most efficient, in 

terms of quality of the retrieved relationships, and the most difficult to apply [21]. 

Extracting a social network requires relational data, which is globally more diffi-

cult and costly to gather than individual data [26]. Indeed, most available factual 

data focus on single persons (resumés, archives, surveys…); observing interac-

tions in a whole population obviously requires more resources than concentrating 

on a single individual; and making people speak about others can be an even more 

sensitive task than making them reveal personal details. 

From this data-related difficulty regarding social networks extraction, a ques-

tion arises: can the information conveyed by social networks be retrieved by other, 

less expensive, means? In this work, we try to tackle this issue through the angle 

of group detection. We analyze data coming from a survey conducted on a popula-

tion of university students. Its questions targeted both relational data, with a soci-

ometric approach, and individual data, including factual, behavioral and sentimen-

tal-centered questions. However, in this article we present only the first stage of 

our work, which is concerned with the relational data and only a part of the indi-

vidual data (mainly factual).  

From the relational data, we extract a social network, in which we detect com-

munities. We then analyze them from a Business-oriented perspective, and show 

their practical importance in this field of research. In parallel, we perform a classic 

cluster analysis on the factual individual data, in order to obtain clusters of stu-

dents. The question is then to know if this analysis, which is standard in Business 

Science, gives access to the same information than community detection, which is 

much less employed. For this purpose, we first compare individual and relational 

information through an analysis of similarities and differences between the two 

kinds of groups. We then use our results from the cluster analysis to design a pre-

dictive model able to estimate the community of an instance based on its individu-

al attributes. This allows us to identify which attributes are the most important to 

characterize the communities, and therefore to tackle the problem of community 

composition by analyzing them in terms of individual data.  
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Our contributions are both practical and theoretical. First, we present and ana-

lyze some original data, and interpret the results of this analysis in the context of 

Business Sciences. Second, the problem of comparing the informative value of in-

dividual and relational data was not raised before, to our knowledge, and we pro-

pose an original method to tackle it. The rest of this article is organized as follow. 

In section two, we describe the survey we set to collect data, focusing on the parts 

used in the present work. We also give a short description of the tools used to ana-

lyze them: community detection, cluster analysis, and our predictive modeling ap-

proach. In section three, we present and comment our results regarding the identi-

fied communities and clusters, their characteristics and usefulness. In the 

conclusion, we highlight the original points of our study, discuss its limitations 

and explain how it can be continued. 

2 Methods 

We conducted two different analyses. The first is a comparison of groups esti-

mated independently from the individual and relational data, resulting in so-called 

clusters and communities, respectively. The second is a study of the community 

composition in terms of individual factual data. In this section, we describe first 

how we gathered the data, and which part of them was used in this study. We then 

present the methods used to estimate and compare the groups of students, and fi-

nally the predictive analysis approach we applied to study community composi-

tion. 

2.1 Data Collection 

The data used in this article are a part of some results obtained from a larger sur-

vey. In this subsection, we first present the general survey and context of the 

study, and we then focus on the data selected to be used in this work. 

2.1.1 Survey and Context 

The Galatasaray University (GSU) is a small Turkish public institution of about 

2000 students, located in Istanbul, near the Bosphorus. It offers a wide variety of 

courses (sociology, economics, international studies, management, philosophy, 

computer science, engineering, law…) taught mainly in French. In Turkey, stu-

dents enter universities after having passed a national competitive examination 

called ÖSS. The ranking they get at this occasion is very important, because it has 

a direct effect on the set of universities and departments they can choose to study 

in. The GSU is one of the top universities in several fields, and as such it attracts 
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students with very high rankings. For most students, the name of the university it-

self is more important than the actual standard of the department they are going to 

enter. This particular university can also recruit students directly from Turkish 

French-speaking high schools, thanks to a specific internal examination. Approx-

imately two thirds of the students are undergraduates and will get a Lisans (i.e. Li-

cense, or BS) diploma, the rest being Master and PhD students. Each department 

has a promotion of about 30 students per level. Community and cultural life is 

highly developed; the university counts forty active sports clubs or cultural associ-

ations. There is a very strong feeling of belonging to a group, enhanced by the fact 

the name Galatasaray also refers to a prestigious high school, a popular associa-

tion football club, and various other cultural and sporting structures. After the uni-

versity, very strong ties remain between GSU alumni, which usually help each 

other professionally. 

In this context, we have conducted a study on the social network of current 

GSU students. A university can be considered as a relatively close system for stu-

dents, in the sense most of their friends also belong to it, making it an appropriate 

field of investigation. Accordingly to the previous description, this seems to be 

particularly true for the GSU. Our study is based on a survey taking place at sev-

eral periods, in order to be able to study some of the network dynamics. The re-

sults presented here are limited to data obtained during the first phase of the over-

all research project, which took place during spring 2009 and involved 224 

respondents, mainly at the Lisans level. 

We designed a questionnaire focusing on social and personal attributes, social 

interactions (especially in the daily university environment), purchasing behavior 

and favorite brands. The questions can be distributed into three different thematic 

parts, although this separation does not appear in the questionnaire, voluntarily. 

The first one concerns factual data: age, gender, clubs or associations membership 

(inside and outside the university), school situation, previous high-school. The 

second part focuses on the student’s behavior relatively to his friends: nature of 

the communication means he uses (cell phone, Facebook, Skype...); and also con-

cerning his shopping habits, information sources, buying behavior. The third part 

concerns his feelings about the university, his vision of his relationships with his 

friends, his desires, hobbies, goals and favorite brands. All questions were de-

signed to gather individual data (i.e. information limited to the student himself), 

except one, which was dedicated to relational data (i.e. data involving two stu-

dents). We adopted a classic sociometric approach, consisting in asking the stu-

dent to name the peers he finds the most important in his everyday life, and to 

quantify these relationships on a scale ranging from –5 (hate) to +5 (love). A web-

site was created to gather the responses. Part of the required information was very 

personal and sensitive, so a specific procedure was set to guarantee perfect ano-

nymity, replacing all names by meaningless codes. 
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2.1.2 Selected Data 

As stated before, in this article we focus only on a part of the gathered data. First, 

the relational data (sociometric question) are used to build the social network, 

which means it is based on the feelings each student declares to have about his fel-

lows. Each node in the network represents a student which either responded to the 

survey or was cited by a respondent (and sometimes both). Consequently, the net-

work contains more nodes (622) than we had respondents (224), since some cited 

persons did not answer during this phase of the survey. Each link is directed from 

the respondent towards the cited student, and has a weight corresponding to the 

score the respondent associated to the relationship. The presence of a link between 

two nodes represents the fact the respondent considers the cited student as one of 

his most important fellows. Therefore, the communities identified in this network 

correspond to groups of people affectively bound inside the university. 

Second, factual individual data are used to estimate clusters of students, in or-

der to be subsequently compared to communities. The complete list of factual in-

dividual attributes is given in Table 1. In the rest of the document, we will refer to 

these data simply as ‘the attributes’. 

Table 1. Factual individual attributes used for both clustering and predictive analyses 

Attribute Type Description 

Gender Dichotomous Male vs. Female 

Department Nominal The GSU has 22 departments 

Class Ordinal Current year (Preparatory and Lisans): 6 different levels 

Grade Real Current grade of the student, expressed from 0 to 4 

Entrance Dichotomous Entrance examination: National vs. Internal  

High-School Nominal High-school name 

Category Nominal High-school type: 6 different categories 

City Nominal High-school city: 55 different cities 

Specialization Nominal High-school specialization: 17 categories 

Clubs Dichotomous Forty activities inside and outside the GSU 

 

Third, three additional attributes were selected to illustrate how communities 

can be used in the context of Business Science. They correspond to behavioral in-

formation and concern the students’ hobbies and the brands of mobile phone and 

digital player they own. All three attributes are nominal, and they are not used dur-

ing the cluster analysis. 
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2.2 Analysis Tools 

To identify groups (clusters and communities), we used a set of representative al-

gorithms. We chose to apply several algorithms in order to be able to compare 

their results and ensure group stability. In other terms, our goal was not to com-

pare the algorithms in terms of performance, but rather in terms of agreement, and 

to identify the most consensual groups. For this reason, we selected the algorithms 

by considering first the nature of the groups they detect and/or the process applied 

to perform this detection, so that a wide scope of approaches were represented. To 

ensure the reliability of the results, we favored proven algorithms, i.e. tools widely 

used in previous published works. Finally, we also chose the algorithms depend-

ing on whether their implementations were publicly available or not. All of the se-

lected tools output a partition of the analyzed data, which means every instance 

belongs to exactly one group (groups are therefore mutually exclusive). Algorith-

mic complexity and scalability were not an issue, since the processing was per-

formed completely off-line and on limited data. 

Group detection algorithms differ mainly in the method they use for group 

identification. Some adopt a hierarchical approach, which can be either agglomer-

ative or divisive. In the first case, each object is initially considered as a group, 

and the algorithm merges them iteratively until only a single group remains. In the 

second case, on the contrary, the process starts with a single group containing all 

objects, which is iteratively separated in subgroups until each of them contains on-

ly one object. In both case, the characteristic point is the criterion used to select 

the groups to be merged or divided. Other algorithms rely on the so-called parti-

tional approach, which consists in defining an initial partition, randomly or ac-

cording to some approximate method, and then iteratively improving it, relatively 

to some criterion, by moving objects from one group to the other. Finally, besides 

these general approaches, ad hoc methods exist, which we will describe in greater 

details in the following. 

In this subsection, we first describe the cluster analysis and community detec-

tion algorithms we applied on our data. We then explain how we compared their 

results to assess their agreement. Finally, we formally define the model we used to 

predict community membership in function of the identified clusters. 

2.2.1 Cluster Analysis 

One of the most important points in the detection of clusters (based on the indi-

vidual data) is the choice of an appropriate dissimilarity function, allowing to 

properly compare the instances. For some of our attributes (Gender, Class, Grade 

and Entrance), this choice was straightforward because their nature does not let 

much freedom: they are simple binary, ordinal and numeric values. But the re-

maining ones (Department, Clubs and Highschool-related attributes) have speci-

ficities requiring to make some methodological choices. For this reason, we de-
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fined and tested several functions, and present here only the one giving the best 

results.  

The Department attribute has a nominal value, and we should consider two de-

partments as different if they are not represented by the same symbol. However, a 

department belongs to a faculty, and can be considered as thematically closer to 

another department from the same faculty than to a completely unrelated one. For 

this reason, we chose to consider two departments as partially similar if they be-

long to the same faculty. The Clubs information is problematic because it actually 

is a very sparse vector of binary values, and we could not consider them as sepa-

rate attributes, or their importance would be overstated. This is why we decided to 

use Jaccard’s coefficient [27] to summarize all club memberships under the form 

of a single value. The problem of the Highschool-related attributes is they are 

highly correlated, which is why we also had to combine them under the form of a 

single value. Using our expertise of the context, we defined a synthetic nominal 

attribute corresponding to different highschool categories, by considering the 

highschool city, type of education, and teaching language, and the student high-

school specialization. 

To our knowledge, no previous work is supporting the fact some combinations 

of factual attributes would have a better predictive power than others relatively to 

the composition of the communities. Consequently, there is no a priori reason to 

favor a certain subset of attributes to perform the cluster analysis. We therefore 

opted for an exploratory approach, and considered all possible combinations of 

factual attributes during the cluster analysis. 

Table 2. Summary of the cluster analysis algorithms applied to the individual data 

Algorithm Approach Reference R library 

Agnes Agglomerative [28] cluster 

DBScan Density-based [29] fpc 

Diana Divisive [28] cluster 

Pam Partitional [28] cluster 

TwoStep Hybrid [30] homemade 

 

The five algorithms we selected are summarized in Table 2. They are standard 

and proven tools, available in many data mining softwares and representative of 

the different families of cluster analysis methods. We used some implementations 

defined in two R language [31] libraries as indicated in Table 2, except for TwoS-

tep, which we programmed ourselves. 

Pam (Partitioning Around Medoids) [28] uses a partitional approach, and ne-

cessitates to know a priori the number of clusters. For each cluster, an instance is 

initially randomly selected and considered as its center. Each remaining instance is 

then assigned to the cluster whose center is the most similar. After this step, any 

instance in a cluster might become its new center if this allows reducing the sum 

of all instance-to-center dissimilarities. The process is repeated with these new 
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centers until there is no more change in clusters and centers, leading to a stable 

partition. 

Agnes (Agglomerative Nesting) [28] follows an agglomerative hierarchical ap-

proach. First, each instance is considered as a cluster. Then an iterative process is 

applied, which merges the least dissimilar clusters. Assessing this dissimilarity is 

straightforward if both clusters contain only one instance. Otherwise, the average 

linkage is used, i.e. the dissimilarity between the clusters is the average of all in-

stance-to-instance dissimilarities. The process ends when only one cluster contain-

ing all instances remains. 

Diana (Divisive Analysis) [28] is also hierarchical, but unlike Agnes it is divi-

sive. It starts with a single cluster containing all instances, which will be split in 

two. First, the instance with the highest average dissimilarity to all other instances 

is identified and considered as the seed for a new cluster. The instances of the 

original cluster are then considered one by one, in a way similar enough to the 

process implemented in Pam, so that instances more similar to the new cluster are 

reassigned to it. The same splitting method is then iteratively applied to the largest 

cluster until all clusters contain only one instance. The largest cluster refers here to 

the cluster with higher diameter, i.e. maximal dissimilarity over all its pairs of in-

stances.  

TwoStep [30] is a very general method consisting in applying successively two 

different algorithms, with at least a hierarchical agglomerative algorithm as the 

second one. We used Diana for the first step and Ward's method [32] for the 

second. The first step can be considered as a preprocessing phase, consisting in 

identifying the dense areas of the data space in order to produce the smallest clus-

ters of interest. During the second phase, larger clusters are built by merging these, 

in order to improve the quality of the partition. 

DBScan (Density-Based Spatial Clustering of Applications with Noise) [29] is 

a density-based algorithm, which allows it to uncover non-convex clusters. The 

process starts by randomly selecting an instance, and considering its neighbor-

hood. If it is dense enough, the instance is the seed of a new cluster, in which all 

its neighbors are also placed. Each neighbor is then considered: if its own neigh-

borhood is dense enough, its own neighbors are added to the cluster and the 

process goes on with them. Once all possible nodes have been added to the cluster, 

one of the remaining nodes is selected randomly to start a new cluster using the 

same principle. 

2.2.2 Community Detection 

The selected community detection algorithms are summarized in Table 3. The in-

terested reader will find a more detailed description of their functioning in this 

subsection. But before, we need to introduce Newman’s Modularity measure [33], 

which is used by several of them. It estimates the quality of a network partition 

relatively to its topology. The original formulation is based on a normalized com-
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munity adjacency matrix whose elements eij represent the proportion of links be-

tween communities i and j [33]: 

   
i

iiii eeeQ  (1) 

Where ei+ and e+i are the sums over row and column i, respectively. The term 

eii corresponds to the observed proportion of links inside community i. The term 

ei+ e+i is an estimation of the same quantity for a network whose links are random-

ly distributed. The modularity consequently measures how much the considered 

network differs from a random network, in terms of number of intra-community 

links and relatively to the partition of interest. It can be considered as a chance-

corrected measure. The theoretical maximum value is 1, but it is related to the 

network structure, and in practice it cannot be reached for all networks. When 

considering real-world networks, partitions whose modularity reaches 0.7 are con-

sidered to be very good [34,35]. Note numerous modularity variants exist, some of 

them allowing to process weighted [36] and directed [37] links. 

Table 3. Summary of the community detection algorithms applied to the data. The + signs 

represent the ability to process directed (D) or weighted (W) links (note these abilities depend on 

both the algorithm and the considered  implementation). The last column displays the type of 

implementation we used: iGraph R library [38] or author’s implementation. 

Algorithm Approach D W Reference Implementation 

CommFind Laplacian, Spectral, Aglomerative – – [39] Author 

EdgeBetweenness Edge-betweenness, Divisive – – [40] iGraph 

EigenVector Modularity, Spectral, Divisive + – [41] iGraph 

FastGreedy Modularity, Greedy, Hierarchical – + [42] iGraph 

InfoMap Compression, Simulated annealing + + [43] Author 

LabelPropagation Information propagation – + [44] iGraph 

Louvain Modularity, Greedy, Hybrid – + [45] Author 

MarkovCluster Random-walk + + [46] Author 

Radicchi Link-transitivity, Divisive – – [47] Author 

SpinGlass Modularity, Simulated annealing – + [48] iGraph 

WalkTrap Random-walk, Agglomerative – + [49] iGraph 

 

Some algorithms are completely based on the modularity measure, and maxim-

ize it using various means. Exhaustive optimization is computationally intractable 

though, due to the number of possible partitions, so they perform an approximate 

processing. Modularity is also used in most hierarchical algorithms to select the 

best cut in the generated hierarchy of partitions, and therefore determine the op-

timal number of communities. Moreover, in section 3 we use modularity to com-

pare the various estimated community structures in terms of quality. 
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FastGreedy [42] is historically the first algorithm designed to maximize mod-

ularity. It relies on a hierarchical agglomerative approach to perform a greedy op-

timization. An iterative process takes place, starting with a partition containing as 

many communities as nodes. At each iteration, two communities are selected and 

merged to obtain a new partition. They are selected so that the modularity of this 

partition is maximal. The process ends when the merge leads to a single communi-

ty containing all nodes. Louvain [45] also greedily optimizes modularity using a 

hierarchical agglomerative approach. The main difference with FastGreedy is the 

application of a partitional step at each iteration, allowing to merge several com-

munities at once. This can affect the higher level communities, resulting in poten-

tially different partitions.  

EigenVector [41] is also a hierarchical algorithm, but unlike FastGreedy and 

Louvain, it is divisive. Moreover, it relies on a completely different optimization 

method inspired by spectral bisection [50]. This classic graph-partitioning ap-

proach takes advantage of some spectral properties of the Laplacian matrix, which 

is derived from the graph adjacency matrix. In the case of EigenVector, a so-

called modularity matrix is used instead, which can be considered as an adjacency 

matrix undergoing the same chance-correction than the one used for the modulari-

ty measure. The algorithm then considers the eigenvector associated to the highest 

eigenvalue, and splits the network in two depending on the signs of its elements. 

This results in an approximate optimization of the modularity. This division is re-

peated iteratively until each community contains only one node. CommFind [39] 

also uses a spectral approach, but this one is based on the traditional Laplacian 

matrix. Instead of using only the best eigenvector, it selects the few best ones, 

which allows taking more information into account. It can then apply a cluster 

analysis on the resulting data, instead of iteratively performing bisections. For this 

purpose, CommFind uses a hierarchical agglomerative method, with the additional 

constraint of merging communities only if they are actually connected in the net-

work. 

SpinGlass [48] is another modularity optimization algorithm, which relies on 

an analogy between community structures and physical spin glass models. Each 

node is represented by a spin whose state corresponds to the node community in-

dex, whereas the network topology is represented by the couplings between spins. 

The energy level of the model is specified so that the absence of inter-community 

links and the presence of intra-community links are favored. Under certain condi-

tions, the spin configuration leading to the minimal energy level for this system 

corresponds to the community structure of maximal modularity. To estimate this 

ground-state, SpinGlass uses simulated annealing [51], a Monte Carlo optimiza-

tion method. The global aspect of this method and the non-hierarchical approach 

of the process are the main differences with the other presented modularity opti-

mization algorithms. 

A whole family of algorithms is based on link-centrality measures. The idea 

behind this approach is that inter-community links are the most central, in the 

sense one has to use them to go from any node in one community to any node in 

the other one. On the contrary, given the fact communities are by definition denser 



13 

subgraphs, it is likely that a number of paths exist to connect any two nodes lo-

cated in the same community, making intra-community links less central. In Ed-

geBetweenness [40], this idea is used to implement a hierarchical divisive ap-

proach. The process starts with the original network, and iteratively removes the 

most central links. The network is consequently split into smaller and smaller 

components, considered as communities in the original network. The process ends 

when no link remains. Note the centralities are updated at each iteration to take the 

last removal into account. The algorithm relies on the edgebetweenness centrality, 

which considers the number of shortest paths going through the link of interest. 

Radicci [47] applies the same process with a different measure called link transi-

tivity. It focuses on triangles rather than shortest paths, considering links belong-

ing to many triangles are more likely to be located inside communities, due to 

their higher density. 

Another approach consists in first defining some function to measure the dis-

tance between nodes, and then applying a distance-based clustering approach to 

estimate communities by minimizing and maximizing intra- and inter-community 

distances, respectively. WalkTrap [49] uses a random walk-based distance, based 

on the probability to go from one node to the other in a fixed number of steps. 

Ward's method [32] is then applied to get the communities, which makes 

WalkTrap a hierarchical agglomerative algorithm. MarkovCluster [46] also relies 

on random walks, but does not include any clustering phase. It iteratively repeats a 

two-stepped process applied to the network transfer matrix, which contains the 

probabilities for a random walker to go from one node to another. First, this matrix 

is raised to some specified power, in order to get a transfer matrix containing 

probabilities for longer paths. Like for WalkTrap, pairs of nodes with a high prob-

ability are supposed to be in the same community. Second, each element in the 

matrix is raised to some specified power, in order to favor those higher probabili-

ties. The resulting matrix is then normalized to get a new transfer matrix. Both 

steps are repeated until convergence. The final matrix is binary, and is interpreted 

as an adjacency matrix describing a network with multiple components. Each one 

of these components is considered as a community in the original network. 

A different approach consists in adopting a data compression perspective and 

considering the community structure as a set of regularities in the network topolo-

gy, which can be used to represent the whole network in a more compact way. The 

best community structure is therefore the one maximizing compactness while mi-

nimizing information loss. In InfoMap [43], the community structure is 

represented through a two-level nomenclature based on Huffman coding: one to 

distinguish communities in the network and the other to distinguish nodes in a 

community. The problem of finding the best partition is expressed as minimizing 

the quantity of information needed to represent some random walk in the network 

using this nomenclature. With a partition containing few inter-community links, 

the walker will probably stay longer inside communities, therefore only the second 

level will be needed to describe its path, leading to a compact representation. The 

authors optimize their criterion using simulated annealing [51].  
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LabelPropagation [44] relies on a completely different method, based on the 

simulation of a propagation mechanism. All nodes are initially assigned a different 

label. Then an iterative process is applied, consisting in giving a node the label 

which is majority amongst its neighbors (ties are broken randomly), if it is not al-

ready the case. The process converges and stops when this condition is verified for 

all nodes. Communities are then obtained by considering groups of nodes with the 

same label. By construction, one node has more neighbors in its community than 

in the others. 

Besides the process they implement and the properties of the communities they 

identify, community detection algorithms also differ in the nature of the informa-

tion they are able to process. Most of them are limited to unweighted and undi-

rected links. As shown in Table 3, EigenVector can process directed links pro-

vided they are unweighted; five algorithms are able to process weighted links 

provided they are undirected; and only MarkovCluster and InfoMap have the 

ability to process both weighted and directed links. Gathering the data needed to 

extract weighted or directed networks is potentially more costly than for plain 

simple links. We selected algorithms with different abilities, in order to test if such 

a cost was justified and resulted in substantially different communities on our da-

ta. 

All the selected implementations are open source and freely available. Table 3 

shows which implementations we used: either the program available on the au-

thor’s website, or the one provided with the R language [31] implementation of 

the iGraph library [38]. 

2.2.3 Partition Comparison 

To compare the groups estimated by the previously described approaches, we 

chose the adjusted Rand index (ARI), which is widely used to measure similarity 

between two partitions of a given dataset. The original Rand index (RI) [52] is de-

fined as RI=(a+d)/(a+b+c+d), where a (resp. d) corresponds to the number of pairs 

whose elements belong to the same (resp. different) group(s) in both partitions, 

and b (resp. c) to the number of pairs whose elements belong to the same group in 

the first (resp. second) partition, whereas they belong to different groups in the 

second (resp. first) one. The adjusted version [53] is defined as: 

 ARI=(RI–E)/(1–E) (2) 

Where E is the amount of similarity expected to be due to chance. The upper 

limit of this measure is 1 (the two partitions are exactly the same). The value 0 in-

dicates a partial overlap, equivalent to what would be observed if both partitions 

were random (i.e. RI=E). Negative values indicate a strong divergence between 

the partitions.  
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The ARI was used to compare the partitions estimated by the various commu-

nity detection algorithms and reach a reference partition, and to compare the parti-

tions resulting from the cluster analysis with this reference partition.  

2.2.4 Predictive Analysis 

The second part of our analysis consisted in elaborating a predictive model of the 

composition of communities, on the basis of the factual attributes. A classic ap-

proach for this is to conduct a discriminant analysis, which allows estimating a 

model taking the form of a set of linear classification functions. Using the com-

munity partition as a reference, such a model would allow predicting the commu-

nity of an instance thanks to its attributes. Its interest is also explicative, since it is 

possible to analyze the data used for the prediction to characterize the communi-

ties. However, this type of analysis was designed to handle numeric data, which is 

not our case. Extensions such as discriminant correspondence analysis and alterna-

tives such as multinomial sigmoid regression (with Probit or Logit models) allow 

processing nominal data. But to our knowledge, no tool allows using heterogene-

ous data such as our factual attributes (some of which are real, ordinal, dichotom-

ous and nominal). This would prevent us from applying the exhaustive exploration 

of the attributes we planned.  

We propose an alternative approach based on the use of the partitions resulting 

from the cluster analysis. Let us consider a cluster C, and note u(i) the community 

of one of its instances i according to the community detection result, and û(i) the 

estimation of this community according to our model. By setting û(i)=argmaxC 

(u(i)), we assign all instances in C to the community which is prevalent in this 

cluster. By applying the same principle to all clusters, we can define a correspon-

dence between each cluster and one of the communities, and consequently predict 

community membership for all instances.  

Note it is possible to have the same community associated to several clusters, 

which means the clusters are considered as subgroups of this community. It is also 

possible for a community not to be associated to any clusters, which means its in-

stances were diluted in several clusters having themselves a larger intersection 

with other communities. With this model, misclassifications appear when an in-

stance belongs to a cluster whose associated community is not the correct one for 

this instance.  

The quality of the model can be assessed by processing its success rate when 

predicting the communities of all the studied instances. One expects to get a high 

success rate when the clusters are similar to the communities, or when they form a 

subdivision of the community partition. Our assumption is the attributes used by 

the model to successfully predict community membership are characteristic of the 

considered communities. To explore the attribute space, we will build and eva-

luate a model for each partition identified during the cluster analysis phase, i.e. we 

will consider all possible combinations of attributes. The most discriminant one 

will be identified by selecting the model leading to the highest success rate. These 
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attributes can then be ranked in terms of explicative power by considering the suc-

cess rate associated to the models built on any subcombination. For instance, if the 

best predictions are obtained using three attributes, one can consider the prediction 

abilities of the models built using one or two of them. 

3 Results and Discussion 

Our presentation of the results follows the approach we presented in section two. 

First, we describe and compare the communities identified in our networks. In the 

following subsection, we explain how they can be used in the context of Business 

Science. Then, we perform a cluster analysis of the factual data and describe the 

obtained results. We use certain of these partitions in the following subsection to 

define our predictive model and identify the most discriminant attributes relatively 

to the communities. Finally, we use these attributes to interpret the communities. 

3.1 Community Detection 

Before performing community detection, we cleaned the social network extracted 

from our relational data by removing its isolated nodes. This is a classic proce-

dure, because all algorithms consider separated components as distinct communi-

ties, leading to many meaningless communities when such nodes are present. We 

additionally removed the very small components to get a single giant component. 

These operations reduced the number of nodes to 552. We then applied all the ap-

propriate algorithms to four different versions of the network presenting 

(un)directed and (un)weighted links.  

Table 4 shows the modularity values obtained on the unweighted undirected 

network. Most of the algorithms reach a very high modularity, close to 0.85. We 

can distinguish Radicchi, EigenVector and MarkovCluster, which are slightly 

above with a modularity under 0.8. This is still very high if we consider 0.7 as a 

high value for a real-world network, as previously mentioned. 

Among the algorithms able to process weighted undirected networks, 

FastGreedy, Louvain, SpinGlass, InfoMap and WalkTrap are once again the top 

ones in terms of modularity. LabelPropagation performance decreases slightly 

(under 0.8), while MarkovCluster stays at the same level than before, clearly 

above the others. 

On the unweighted directed network, InfoMap does not manage to find any 

meaningful partition and gets a zero modularity. EigenVector and MarkovCluster 

have modularities very close to those obtained on the unweighted undirected net-

work. Only two algorithms are able to process the weighted directed networks. 

MarkovCluster obtains a modularity slightly higher than on the three other net-

works. Like for the previous network, InfoMap finds only one community and has 
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a zero modularity. Interestingly, the additional information conveyed by the link 

direction seems to make it impossible for this algorithm to find a community 

structure suitable for compression. 

Table 4. Quality of the community detection results expressed in terms of modularity 

Algorithm Unweighted   Weighted  

 Undirected Directed  Undirected Directed 

CommFind 0.8662  -  - - 

EdgeBetweenness 0.8754  -  - - 

EigenVector 0.7962 0.7823  - - 

FastGreedy 0.8780  -  0.8727 - 

InfoMap 0.8441 0.0000  0.8384 0.0000 

LabelPropagation 0.8165  -  0.7918 - 

Louvain 0.8754  -  0.8733 - 

MarkovCluster 0.6988 0.6805  0.7053 0.7323 

Radicchi 0.7974  -  - - 

SpinGlass 0.8753  -  0.8667 - 

WalkTrap 0.8549  -  0.8449 - 

 

To assess the effect of weights and directions, we compared the partitions esti-

mated by each algorithm over the different networks. MarkovCluster, which was 

applied to all four networks, leads to very similar partitions with ARI values be-

tween 0.85 and 0.9. The same remark holds for most of the other algorithms which 

could be applied to several networks, although with slightly lower ARI values (be-

tween 0.78 and 0.9). Obviously, InfoMap is the exception because of its zero 

modularity for both directed networks. We can conclude from these results that, 

on our data, considering directions and/or weights during the community detection 

process does not seem to affect the identified communities. Yet, the selected algo-

rithms are supposed to take advantage of this extra information, so we expected to 

observe a more significant difference. This might be due to the fact the un-

weighted undirected network is already highly modular, which means its topology 

conveys enough information to efficiently discover the community structure: in 

this case, there is not much to improve by including weights and directions in the 

process. Another explanation would be the tested algorithms are not able to effi-

ciently take advantage of the extra information.  

There is no clear improvement of the performance when considering extra in-

formation, so we decided to focus on the unweighted undirected networks, for 

which we obtained the highest modularity values. We concentrated our analysis on 

the top four algorithms, which have very close modularity values (above 0.875): 

EdgeBetweenness, FastGreedy, Louvain and SpinGlass. Interestingly, they lead to 

partitions with comparable sizes (number of communities): 22 for EdgeBetween-

ness, FastGreedy and Louvain, 28 for SpinGlass. By comparison, MarkovCluster 

and EigenVector (modularity bellow 0.8) found 85 and 48 communities, respec-
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tively. This is an important point, because for interpretation purpose, it is conve-

nient to have a small number of relatively large communities compared to the size 

of the network and the number of available attributes. 

 

Fig. 1. Communities detected by FastGreedy using the relational data. The modularity processed 

for this partition is 0.88, i.e. a high value, which has two meanings: the network has a community 

structure and FastGreedy managed to identify it well. Isolated nodes were discarded for clarity. 

We compared the partitions estimated by the top four algorithms using the ARI 

and obtained values between 0.73 and 0.82, which can be interpreted as a strong 

agreement between all four algorithms. Thanks to this high similarity between the 

optimal partitions, we can conclude the detected communities are relatively stable. 

FastGreedy is particularly interesting, because not only did it lead to the partition 

with the highest modularity and smallest number of communities, but it also has 

the highest ARI values when compared to the three other top algorithms. In other 

terms, it can be considered as a good compromise, which is why we will focus on 

this reference partition in the rest of our analysis. Fig. 1 gives a graphical repre-

sentation of the trimmed network with the 22 communities identified by 

FastGreedy.  
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3.2 Business-Oriented Interpretation 

As we mentioned in the introduction, previous works in Business Science have 

emphasized the role of social networks in information diffusion and purchase de-

cision processes. These can be studied through the analysis of the network struc-

ture, and in this context community detection is particularly interesting. But com-

munities are also potentially useful for they are groups of persons. Discovering 

this kind of groups and characterizing them in terms of purchase (or related) beha-

vior appears as a major Business objective. The presence of such a property would 

increase even more the informative value of the communities, which is why we 

examine our results from a behavioral point of view in this section. 

Table 5. Characterization of the communities in terms of hobbies and purchase behavior 

Community Hobbies  Mobile Phones  Digital Player 

1 Music Sport Nokia - Apple 

2 Cinema Sport Nokia Sony-Ericsson Samsung 

3 - - Nokia - - 

4 Music - Nokia Samsung Creative 

5 Sport - Samsung Nokia Apple 

6 Reading Music Samsung Sony-Ericsson Apple 

7 Cinema Dance Samsung Sony-Ericsson Apple 

8 Sport - Samsung - Apple 

9 - - Nokia - Apple 

10 Cinema Sport Nokia Samsung Apple 

11 Music - Nokia - - 

12 - - Sony-Ericsson - Apple 

13 Music - Nokia Samsung Sony 

14 - - Nokia - - 

15 - - - - - 

16 Photo - - - - 

17 Cinema Sport Nokia Samsung Philips 

18 - - Nokia Sony-Ericsson - 

19 - - Nokia Samsung - 

20 Reading - Nokia Samsung Apple 

21 Theater - Nokia - - 

22 Cinema Sport Samsung Nokia Apple 

 

We selected three emblematic objects of our student population: its hobbies and 

two important purchases, i.e. mobile phones and digital players. Our goal was to 

study the behavior related to these objects and to compare communities through 

this means. We analyzed the 22 communities to identify the two most widespread 

hobbies, the two most owned brands of mobile phones, and of digital players (Ta-
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ble 5) for each of them. Note it was not possible to find characteristic features for 

all communities. 

The results we have in this first step of our study rely on too little data to be 

generalized (only 224 respondents). Nevertheless, clear differences between 

communities, concerning the hobbies and purchased brands, appear overall. There 

are globally two different kinds of communities for each or the three objects of 

study. In the first one, there is a unity of tastes and one, or sometimes two objects 

are clearly preferred. The nature of these objects depends on the considered com-

munities. On the contrary, in the second kind, no clear trend appears, meaning 

there is no preferred object for this community (which can also be considered as a 

characteristic in itself). 

If we focus on the hobbies, communities 3, 9, 12, 14, 15, 18 and 19 belong to 

the second kind. Among the remaining communities (first kind), we can regroup a 

majority of communities sharing the exact same interests, or very close ones. For 

instance, students in communities 2, 10, 17 and 22 are mainly interested in Cine-

ma and Sport. Of course these are rough categories, and in reality a certain va-

riance can exist: for example people probably do not practice the same sports nor 

like the same movies. Some communities have uncommon hobbies, for instance 

Dance and Theater are cited only by communities 7 and 21, respectively.  

For the mobile phones, several tendencies can be highlighted. First of all, the 

brand Nokia is clearly the most widespread brand for the respondents. Neverthe-

less, important differences exist between Nokia-dominated communities. In com-

munities 1, 9 and 14, nearly all the students own a Nokia mobile phone, whereas 

others have a second brand which is very often Samsung (4, 10, 13, 17, 19 and 20) 

and sometimes Sony-Ericsson (2 and 18). The second preferred brand is clearly 

Samsung, which is even dominant in a few communities (5-8 and 22). Interesting-

ly, Apple does not appear, whereas it is largely dominating digital players. Only 

two communities do not have dominant mobile phone brand (15 and 16), which 

emphasizes the importance of brands in this sector, and the relevance of communi-

ty detection. 

Concerning the digital players, the most owned brand is by far Apple, which 

dominates in most of the communities. Interestingly, among the four communities 

interested primarily in music, Apple is dominant in only one (1), whereas Creative 

and Sony are prevalent in one community each (resp. 4 and 13). The remaining 

one (11) could not be characterized by any brand. 

This raw analysis is just a first work on our data from a Business Science pers-

pective. Further analyses need to be performed to uncover more meaningful in-

formation. For instance, one could be interested to know how hobbies correlate 

with the brands of purchased items. It is however perfectly illustrative of one of 

the interests of charactering communities in such a way: one can specifically se-

lect appropriate targets from a marketing perspective. Moreover, the structure of 

the network allows using more precise approaches, for instance by targeting a few 

persons depending on their connections. 

Communities are valuable for Business Science analysis, but as mentioned be-

fore, obtaining them requires relational data, which are costly compared to the in-
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dividual ones. For this reason, in the rest of this section we present our results re-

garding the identification of clusters based on factual individual data, and their 

usefulness to predict community membership.  

3.3 Cluster Analysis 

As we explained in the methods section, we decided to perform the cluster analy-

sis in an exploratory way. For this reason, we applied all five selected clustering 

algorithms to all possible combinations of factual attributes. One could think a 

way of discriminating the numerous resulting partitions would be to select the few 

ones with the most separated clusters. However, this is not possible due to the na-

ture of our data, which contains several nominal and dichotomous attributes. For 

some of these attributes, there was no other possibility to compare them than to 

define binary dissimilarity functions. Yet, when a clustering algorithm is presented 

a combination of nominal attributes compared via such a function, it will necessar-

ily lead to a perfect partition, containing as many clusters as there are distinct 

combinations of values for the considered attributes. For instance, if we consider 

only the gender and entrance examination (both dichotomous attributes), we will 

obtain four perfectly separated clusters. Moreover, our goal is to use the clusters to 

predict community membership. These are the reasons why we selected cluster 

partitions depending on how much they fit the reference community partition. 

Table 6. Three best combinations of attributes in terms of fitting of the cluster partition to the 

community partition. Values correspond to the fit quality expressed using the ARI. 

Attributes Agnes DBScan Diana Pam TwoStep 

Department, Class, Grade 0.457 0.444 0.450 0.456 0.448 

Department, Class, Grade, Highschool 0.433 0.223 0.424 0.422 0.429 

Department, Class, Highschool 0.413 0.215 0.413 0.422 0.405 

 

Table 6 shows the results obtained for each algorithm over the best three com-

binations of attributes. The fit with the reference community partition was meas-

ured using the ARI. Other combinations lead to much lower ARI values (bellow 

0.32 and mostly close to zero), which is why they are not presented here. For all 

five algorithms, clusters estimated using only the Department, Class and Grade 

attributes are the closest to the reference community partition, leading to ARI val-

ues close to 0.45. These values are intermediary, which seems to indicate the indi-

vidual attributes used during the clustering process contain a part of the informa-

tion underlying the network community structure. So on the one hand, we were 

able to use individual data to identify clusters which are relatively close to (or ra-

ther: not significantly different from) the communities estimated from relational 

data. But on the other hand, the corresponding partitions also have intermediate 

quality when considering how well they separate the space of attributes. This 
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seems to confirm our previous observations regarding the difference in the nature 

of the information conveyed by the individual and relational data. 

The partitions estimated by Agnes, DBScan, Diana, Pam and TwoStep for the 

first combination of attributes contain 25, 38, 21, 20 and 22 clusters, respectively. 

Except for DBScan, these sizes are very close to the 22 communities contained in 

the reference partition. The ARI values processed between the clustering algo-

rithms are extremely high, ranging from 0.92 to 0.98, which means they identified 

almost the same clusters.  

For the two other combinations of attributes presented in Table 6, the overlap 

with the reference partition is slightly lower. One can notice these combinations 

differ from the first one only by one attribute, which can be interpreted as a con-

firmation of the relevance of these attributes to discriminate the communities. The 

ARI values between the clustering algorithms are still very high, although slightly 

lower than for the first combination (close to 0.9). This is not true for DBScan 

however, which fails to detect any relevant clusters. 

In summary, the various comparisons we conducted between the groups esti-

mated by the cluster analysis approach and those identified by the community de-

tection algorithms, generally lead to close to zero ARI values, meaning the overlap 

between the corresponding partitions is very low. However, in some specific cas-

es, appropriate combinations of attributes resulted in ARI values significantly dif-

ferent from 0. Thus, a link, even if a tenuous one, seems to exist between some in-

dividual attributes and the communities derived from the relational data. The next 

step in our study consisted in designing a predictive model to assess in which part 

the repartition of students in the different communities is determined by the 

attributes identified in this section. 

3.4 Composition of the Communities 

The work described in the previous section allowed us to identify the attributes 

which seemed to be the most relevant to discriminate the communities. In this sec-

tion, we take advantage of the estimated clusters to design several models able to 

predict the community of an instance based on certain of its attribute values. Our 

models are obtained by defining a correspondence between each cluster and a 

community, as explained in section 2.2.4. 

Table 7 presents the success rates for the previously presented cluster parti-

tions, characterized here by the algorithm and combination of attributes used. The 

best performance is obtained with the DBScan partition on the first combination, 

with a 81.9% success rate, but the results are also relatively high for the other al-

gorithms (around 72-75%). The ARI values we processed for this partition were 

clearly higher than zero, but not very high (around 0.45), so we expected success 

rates much lower than 82%. However, this score has to be dampened. Indeed, with 

our approach, the number of clusters has an important effect on the prediction suc-

cess rate. For instance, a partition in which all clusters contain only one instance 



23 

each (which is a very bad clustering result) will necessarily lead to a perfect pre-

diction. This explains why DBScan (38 clusters) has a higher success rate than the 

other algorithms (around 20 clusters) for the first combinations of attributes, when 

it has a lower ARI value. Moreover, the prediction can be applied only to students 

for which the considered attributes are available. Yet, the grade was a facultative 

question, and many students did not give any answer (only 96 responses). So, even 

if the success rate is high, it only concerns a few cases. Finally, the grade question 

is a delicate one, in the sense students with bad grades are less likely to answer it, 

which would bias our results.  

Table 7. Success rates obtained by applying our predictive approach to the previously described 

cluster partitions 

Attributes Agnes DBScan Diana Pam TwoStep 

Department, Class, Grade 75.5% 81.9% 72.3% 72.3% 73.4% 

Department, Class, Grade, Highschool 69.7% 47.9% 64.8% 69.0% 68.3% 

Department, Class, Highschool 71.8% 46.9% 71.8% 70.4% 71.1% 

 

For both other combinations of interest, the best results are obtained with the 

Agnes partition: 69.7% and 71.8%, respectively. This means we obtain a success 

rate of more than 68% on the basis of bigger samples, using combinations which 

still include Department and Class. 

In order to understand how the attributes of interest compare in terms of explic-

ative power, we additionally examined them separately using exactly the same 

method. The best result is obtained with Class (56.5% for all five algorithms), fol-

lowed by Grade (43.6% with TwoStep) and Department (26.9% for all five algo-

rithms). The predictive rate of Highschool alone is very low: 9.7% with all five al-

gorithms. These scores allow us to rank these attributes of interest in terms of 

discriminant power. 

3.5 Interpretation of the Discriminant Attributes 

We a priori supposed the Department would be the most discriminant attribute, 

for the communities, because students from the same department spend most of 

their time together, making it easy to develop new relationships and strengthen 

older ones. However, the Class attribute happens to have the best predictive pow-

er, far beyond the department. This could be explained by a specificity of the 

GSU. Students integrating this university come from all parts of Turkey; they have 

very different skills and levels, both from the academic and linguistic perspec-

tives. In particular, some of them have been speaking French since nursery school, 

whereas others never practiced this language before entering the GSU. For this 

reason, before starting the actual Lisans degree, they must follow a preparatory 

class for one or two years, including an intensive French course. Most students re-
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cruited via the national examination do not speak French and have to follow the 

two-year-long preparation. All students which succeeded in the internal examina-

tion speak French and are prepared for only one year. During these preparatory 

years, all departments are mixed, because students do not follow specialized 

classes yet, but only French, methodological and common-core classes. We sup-

pose this mixing make students develop cross-departmental relationships more 

easily. Moreover, this takes place during the first university years, and in a very 

new context for many students: they are far from home (Turkey is a large coun-

try), and family is very important in the Turkish society. For all these reasons, we 

think these relationships last even after the end of the preparatory program, when 

students enter specific departments and are separated from most of their preparato-

ry fellows. Furthermore the university campus is very small, and there is therefore 

no major spatial obstacle to the persistence of interdepartmental relationships. 

The Grade is the second best predictive attribute, which could be interpreted as 

the fact students with similar notes tend to get closer. However, as we stated be-

fore, this has to be interpreted carefully because of the scarcity of the responses 

concerning the corresponding question. The third discriminant attribute (Depart-

ment) was also the most predictable, because spending daily hours together, work-

ing, interacting and sharing the same classroom make people closer and is favora-

ble to the apparition of strong relationships (be it friendship or enmity). Moreover, 

students belonging to the same department are supposed to have the same academ-

ic interests, which can result in easier bounding and common club activity. 

Some factors have surprisingly no influence on the repartition between com-

munities. Gender, which could be supposed to have a central role in student inte-

raction, especially in the case of young people evolving in a new environment, far 

from their home and family, does not seem to affect the way communities are 

formed. This is all the more surprising that stereotypes about Turkey often show 

some conservative part of the population considers gender separation as very im-

portant. Regarding the GSU students, this situation is not uncommon at all, al-

though the majority of them come from a rather liberal background.  

At a lesser degree, we expected high-school specialization (mathematics, litera-

ture…), and home city to have a noticeable effect. The life in Istanbul is clearly 

more cosmopolite, liberal, and culturally richer than in most parts of Turkey. For 

this reason, persons living in Istanbul sometimes have some sort of superior atti-

tude towards people coming from rural environments, which can be aggravated by 

the differences of social status, and we expected this to appear in the composition 

of communities. 

Of course, the scope of all these comments must be qualified, because they 

hold only for the students for which the mentioned discriminant attributes allow 

correctly predicting the community. For the rest of the population, we were not 

able to find a way to match communities and attributes, that is to find a link be-

tween the relational and individual data. This goes in the same direction than our 

results from the group comparisons, i.e. relational and individual data seem to 

convey different information, at least partially. 
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4 Conclusion 

In this work, we gathered data from a population of university students, using a 

survey. From these data, we retained only the individual factual and relational in-

formation, and a part of the individual behavioral information, leaving the rest of 

the individual information for further exploration. We extracted a social network 

from the relational information, and detected  communities. Each community is 

characterized by a denser interconnection compared to the rest of the network. Us-

ing the individual behavioral information, we illustrated how these communities 

can be used to extract meaningful information in the context of Business Science. 

We characterized the communities in terms of hobbies and purchase behavior for 

two groups of products (mobile phones and digital players). We reached the con-

clusion that if most communities have heterogeneous tastes, it is nonetheless not 

the case for all of them. Detecting these communities and identifying their charac-

teristics is a major asset for Business Science. Moreover, communities are sup-

posed to have a strong effect on the buying process and decision making [12]. 

Consequently, any mean able to provide more information regarding potential 

client membership is extremely relevant and worthwhile.  

For this purpose, in an attempt to predict communities from individual data, we 

then focused on the analysis of our individual factual information through classic 

cluster analysis. We considered all possible combinations of the factual attributes 

and compared the resulting partitions with the community partition, using the ad-

justed Rand index (ARI) [53]. This exploratory approach allowed us to identify 

the combinations of attributes leading to the best cluster partitions, in terms of si-

milarity with the community partition. The corresponding ARI values are close to 

0.45, which means although there is clearly more than random overlapping be-

tween clusters and communities, there is nevertheless a significant difference be-

tween them. Additionally considering these clusters were poorly separated, we 

concluded that, on these data, the information conveyed by the relational and fac-

tual individual data seem to differ significantly, at least in terms of groups of stu-

dents. In other terms, the analysis traditionally performed in Business Science do 

not allow accessing the same information than what can be obtained through 

community detection. To our knowledge, this type of comparison was never per-

formed before, especially in the domain of Business Science.  

The third part of our analysis aimed at identifying the most discriminant factual 

attributes relatively to the communities. Our goal was to try giving an attribute-

based interpretation to these groups formed only thanks to topological informa-

tion. For this purpose, we took advantage of our results from the cluster analysis to 

build a predictive model, using the communities as reference groups. We found 

out the year of study (Class), the current grade (Grade) and the current department 

(Department) were the attributes of interest. We proposed some interpretations re-

garding why a community can be correctly predicted from these attributes.  
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5 Future Work 

Our main result was to show the importance of community detection in a Business 

Science context. Indeed, not only are communities central in the information dif-

fusion process, but they can also be characterized in terms of purchasing behavior. 

Further studies on other data and domains will show if they can be the basis of a 

new criteria for market segmentation. The perspectives for Business and Market-

ing Sciences seem very exciting and promising. 

However, we consider this work as a first step in the analysis of our field re-

sults. Consequently, it suffers from some limitations we plan to solve quickly in 

the forthcoming articles. First, we mainly focused on the factual part of the indi-

vidual information. The next step will consist in taking into account the rest of the 

behavioral and/or the sentimental individual data: maybe they convey the informa-

tion necessary to define clusters exhibiting a better overlap with the communities. 

Second, we estimated mutually exclusive communities, which does not seem rea-

listic, in the sense people often belong simultaneously to several groups. This 

could be solved by using an appropriate community detection algorithm [54] and 

fuzzy cluster analysis. Third, from a more general perspective, we plan to deepen 

our understanding of the way communities are constituted by proposing a dynamic 

model of community building. 

Our work also suffers structural weaknesses, inherent to the context of the 

study. First, the survey was conducted in a small institution, with specific charac-

teristics, which makes it difficult to generalize our results to another situation. 

This problem could be addressed by performing similar studies in other contexts, 

and for this purpose we are trying to start collaborations with searchers from other 

universities.  Second, and more importantly, the data we analyzed is far from be-

ing complete, since it represents a relatively small part of the total number of stu-

dents in the GSU. This response rate is normal for such a survey, especially consi-

dering the fact students participate on their behalf only. To improve this rate, we 

conducted our survey again, one semester later. This should both provide addi-

tional respondents, and add an interesting dynamic dimension for those who parti-

cipated to both surveys. 
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