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#### Abstract

Let $\left(S_{n}\right)_{n \geq 0}$ be a $\mathbb{R}^{d}$-valued random walk ( $d \geq 2$ ). Using Babillot's method [2], we give general conditions on the characteristic function of $S_{n}$ under which $\left(S_{n}\right)_{n \geq 0}$ satisfies the same renewal theorem as in the independent case (i.e. the same conclusion as in the case when the increments of $\left(S_{n}\right)_{n \geq 0}$ are assumed to be independent and identically distributed). This statement is applied to additive functionals of strongly ergodic Markov chains under the non-lattice condition and (almost) optimal moment conditions.


## 1 Introduction

Let $\left(S_{n}\right)_{n \geq 0}$ be a $\mathbb{R}^{d}$-valued random walk. Renewal theory gives the behavior, as $\|a\| \rightarrow+\infty$, of the positive measures $U_{a}(\cdot)$ defined on the Borel $\sigma$-algebra $B\left(\mathbb{R}^{d}\right)$ of $\mathbb{R}^{d}$ as follows :

$$
\begin{equation*}
\forall a \in \mathbb{R}^{d}, \forall A \in B\left(\mathbb{R}^{d}\right), \quad U_{a}(A)=\sum_{n=1}^{+\infty} \mathbb{E}\left[1_{A}\left(S_{n}-a\right)\right] \tag{1}
\end{equation*}
$$

To define the renewal measure $U_{a}(\cdot)$, the sequence $\left(S_{n}\right)_{n \geq 0}$ has to be transient: for independent or Markov random walks, this leads to consider the following cases:

1. $d \geq 3$ and $\mathbb{E}\left[S_{1}\right]=0$ (centered case),
2. $d \geq 1$ and $\mathbb{E}\left[S_{1}\right] \neq 0$ (non-centered case): in this case, the behavior of $U_{a}(\cdot)$ is specified when $\|a\| \rightarrow+\infty$ in the direction of $\mathbb{E}\left[S_{1}\right]$.
The behavior of $U_{a}(\cdot)$ also depends on the usual lattice or non-lattice conditions.
This work is the continuation of [11] (case $d=1$ ) and [13] (centered case in dimension $d \geq 3$ ). More specifically, in this paper, we consider the non-centered case in dimension $d \geq 2$, and we present some general assumptions involving the characteristic function of $S_{n}$,

[^0]under which we have the same conclusion as in the classical renewal theorem for random walks with independent and identically distributed (i.i.d.) increments. By using the weak spectral method [14], this result is then applied to additive functionals of strongly ergodic Markov chains. This work is greatly inspired by Babillot's paper [2]. Before presenting our results, we give a brief review of well-known multidimensional renewal theorems in both independent and Markov settings, as well as some general comments on Fourier's method. To that effect we introduce some notations which will be repeatedly used afterwards:

- $\langle\cdot, \cdot\rangle$ is the canonical scalar product on $\mathbb{R}^{d}$,
- $\|\cdot\|$ is the associated euclidean norm on $\mathbb{R}^{d}$,
- $L_{d}(\cdot)$ is the Lebesgue-measure on $\mathbb{R}^{d}$,
- $\mathcal{C}_{c}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ is the set of complex-valued continuous compactly supported functions on $\mathbb{R}^{d}$,
- the Fourier transform of any Lebesgue-integrable function $f: \mathbb{R}^{d} \rightarrow \mathbb{C}$ is defined as follows: $\forall t \in \mathbb{R}^{d}, \hat{f}(t):=L_{d}\left(e^{-i\langle t, \cdot\rangle} f\right)$,
- $\mathcal{H}$ is the set of complex-valued continuous Lebesgue-integrable functions on $\mathbb{R}^{d}$, whose Fourier transform is compactly supported and infinitely differentiable on $\mathbb{R}^{d}$,
- for any $R>0$, we denote by $B_{R}:=B(0, R)$ the open ball: $B(0, R):=\left\{t \in \mathbb{R}^{d}:\|t\|<R\right\}$,
- for any $0<r<b$, we denote by $K_{r, b}$ the annulus $K_{r, b}:=\left\{t \in \mathbb{R}^{d}: r<\|t\|<b\right\}$.

Renewal theory for random walks with i.i.d. non-centered increments.
Let $\left(X_{n}\right)_{n \geq 1}$ be a sequence of i.i.d. non-centered random variables (r.v) taking values in $\mathbb{R}^{d}$, and let $S_{n}=X_{1}+\ldots+X_{n}$. In dimension $d \geq 2$, the renewal theorem was first established by Ney and Spitzer [19] in the lattice case. Extension to the non-lattice case was obtained by Doney [6] under Cramer's condition, and by Stam [23] under the weaker non-lattice condition. Setting $m_{d}:=\max \left(\frac{d-1}{2}, 2\right)$, Stam's statement writes as follows:

$$
\begin{equation*}
\mathbb{E}\left[\left\|X_{1}\right\|^{m_{d}}\right]<\infty, \vec{m}:=\mathbb{E}\left[X_{1}\right] \neq 0 \Rightarrow \forall g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}, \mathbb{R}\right), \lim _{\tau \rightarrow+\infty} \tau^{\frac{d-1}{2}} U_{\tau \vec{m}}(g)=C L_{d}(g) \tag{2}
\end{equation*}
$$

where $C$ is a positive constant depending on the first and second moments of $X_{1}$. In the lattice case, Property (2) still holds, but $L_{d}(\cdot)$ must be replaced with the product of counting and Lebesgue measures both defined on some sublattices of $\mathbb{R}^{d}$. Stam's proof is based on the local limit theorem (LLT) due to Spitzer [22, Th. P7.10] ${ }^{1}$. More precisely, this LLT is applied to study the difference

$$
\sum_{n=1}^{+\infty} n^{(d-1) / 2}\left(\mathbb{E}\left[g\left(S_{n}-a\right)\right]-\mathbb{E}\left[g\left(T_{n}-a\right)\right]\right)
$$

where the r.v. $T_{n}$ are defined as the partial sums of a i.i.d. sequence of Gaussian r.v. having the same first and second moments as $X_{1}$. Then (2) is deduced from the Gaussian case.

Fourier techniques in renewal theory (Breiman's method).
The weak convergence in (2) can be established by investigating the behavior of $U_{a}(h)$ for $h \in \mathcal{H}$. In fact the inverse Fourier formula gives (without any assumption on the model):

$$
\begin{equation*}
\forall h \in \mathcal{H}, \quad \mathbb{E}\left[h\left(S_{n}-a\right)\right]=(2 \pi)^{-d} \int_{\mathbb{R}^{d}} \hat{h}(t) \mathbb{E}\left[e^{i\left\langle t, S_{n}\right\rangle}\right] e^{-i\langle t, a\rangle} d t . \tag{3}
\end{equation*}
$$

This is the starting point of Fourier's method in probability theory. In the i.i.d. case, using (3) and the formula $\mathbb{E}\left[e^{i\left\langle t, S_{n}\right\rangle}\right]=\mathbb{E}\left[e^{i\left\langle t, X_{1}\right\rangle}\right]^{n}$, the potential $U_{a}(h)$ given by (1) is equal to the

[^1]following integral:
\[

$$
\begin{equation*}
U_{a}(h)=I(a):=(2 \pi)^{-d} \int_{K} \hat{h}(t) \frac{\phi(t)}{1-\phi(t)} e^{-i\langle t, a\rangle} d t \quad \text { with } \quad \phi(t)=\mathbb{E}\left[e^{i\left\langle t, X_{1}\right\rangle}\right] \tag{4}
\end{equation*}
$$

\]

where $K$ is the support of $\hat{h}$. More precisely, since $\mathbb{E}\left[X_{1}\right] \neq 0$ and $d \geq 2$, the integrand in $I(a)$ is integrable at 0 . Thus $I(a)$ is well-defined provided that $|\phi(t)|<1$ for all $t \neq 0$ : this is the non-lattice condition. Fourier's method also applies to the lattice case by considering a periodic summation in (4). The renewal theorem then follows from the study of the integrals $I(\tau \vec{m})$ when $\tau \rightarrow+\infty$. This method, introduced by Breiman [4] in dimension $d=1$, was extended to $d \geq 2$ by Babillot [2] in the general setting of Markov random walks (see below).

## Renewal theory for Markov random walks.

Let $(E, \mathcal{E})$ denote a measurable space, and let $\left(X_{n}, S_{n}\right)_{n \in \mathbb{N}}$ be an $E \times \mathbb{R}^{d}$-valued Markov random walk (MRW), namely: $\left(X_{n}, S_{n}\right)_{n \in \mathbb{N}}$ is a Markov chain and its transition kernel $P$ satisfies the following additive property (in the second component):

$$
\begin{equation*}
\forall(x, s) \in E \times \mathbb{R}^{d}, \forall A \in \mathcal{E}, \forall B \in B\left(\mathbb{R}^{d}\right), \quad P((x, s), A \times B)=P((x, 0), A \times(B-s)) \tag{5}
\end{equation*}
$$

As usual we set $S_{0}=0$. When $\left(X_{n}\right)_{n \geq 0}$ is strongly ergodic and $S_{1}$ is non-centered, Babillot gives in [2] some (operator-type) moment and non-lattice conditions for the additive component $\left(S_{n}\right)_{n}$ to satisfy the renewal conclusion in (2). Recall that the strong ergodicity condition states that the transition kernel $Q$ of $\left(X_{n}\right)_{n \geq 0}$ admits an invariant probability measure $\pi$, and that there exists a Banach space $\left(\mathcal{B},\|\cdot\|_{\mathcal{B}}\right)$, composed of $\pi$-integrable functions on $E$ and containing the function $1_{E}$, such that $\pi$ defines a continuous linear form on $\mathcal{B}$ and

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \sup _{f \in \mathcal{B},\|f\| \leq 1}\left\|Q^{n} f-\pi(f) 1_{E}\right\|_{\mathcal{B}}=0 \tag{6}
\end{equation*}
$$

The proof in [2] is based on Fourier techniques and the usual Nagaev-Guivarc'h spectral method involving the semi-group of Fourier operators associated with $\left(X_{n}, S_{n}\right)_{n \in \mathbb{N}}$, namely:

$$
\forall n \in \mathbb{N}, \forall t \in \mathbb{R}^{d}, \forall x \in E, \quad\left(Q_{n}(t) f\right)(x):=\mathbb{E}_{(x, 0)}\left[e^{i\left\langle t, S_{n}\right\rangle} f\left(X_{n}\right)\right]
$$

where $\mathbb{E}_{(x, 0)}$ denotes the expectation under the initial distribution $\left(X_{0}, S_{0}\right) \sim \delta_{(x, 0)}$. The operators $Q_{n}(t)$ act (for instance) on the space of bounded measurable functions $f: E \rightarrow \mathbb{C}$. The semi-group property writes as follows: $\forall(m, n) \in \mathbb{N}^{2}, Q_{m+n}(t)=Q_{m}(t) \circ Q_{n}(t)$. In particular we have $Q_{n}(t)=Q_{1}(t)^{n}$. This property is the substitute for MRWs of the formula $\mathbb{E}\left[e^{i\left\langle t, S_{n}\right\rangle}\right]=\mathbb{E}\left[e^{i\left\langle t, X_{1}\right\rangle}\right]^{n}$ of the i.i.d. case.

The content of the paper.
Section 2 focuses on Fourier's method. More specifically we consider a general sequence $\left(X_{n}, S_{n}\right)_{n \in \mathbb{N}}$ (not necessarily a MRW) of random variables taking values in $E \times \mathbb{R}^{d}$. In substance our non-centered condition writes as follows: $\vec{m}:=\lim _{n} \mathbb{E}\left[S_{n}\right] / n$ exists in $\mathbb{R}^{d}$ and is nonzero. Let $f: E \rightarrow[0,+\infty)$ be such that $\mathbb{E}\left[f\left(X_{n}\right)\right]<\infty$ for every $n \geq 1$. Under a general hypothesis, called $\mathcal{R}(m)$, on the functions $t \mapsto \mathbb{E}\left[f\left(X_{n}\right) e^{i\left\langle t, S_{n}\right\rangle}\right]$, Theorem 1 states that there exists some positive constant $C$ (specified later) such that we have

$$
\forall g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}, \mathbb{R}\right), \quad \tau^{\frac{d-1}{2}} \sum_{n=1}^{+\infty} \mathbb{E}\left[f\left(X_{n}\right) g\left(S_{n}-a\right)\right] \longrightarrow C L_{d}(g)
$$

when $a:=a(\tau) \in \mathbb{R}^{d}$ goes to infinity "around the direction $\vec{m}$ " in the sense (specified later) defined in [24] (for instance, take $a:=\tau \vec{m}$ with $\tau \rightarrow+\infty$ ). Actually Hypothesis $\mathcal{R}(m)$, introduced in [13] (centered case), contains the tailor-made conditions to prove renewal theorems via Fourier's method. The proof of Theorem 1 borrows the lines of [2] with the following improvements. First, the distribution-type arguments and the modified Bessel functions used in [2] are replaced with elementary computations. Second, the (asymmetric) dyadic decomposition, partially developed in $[2,1]$ to study integrals of type (4), is detailed in this work.

Section 3 is devoted to the Markov context. Specifically, we assume that $\left(X_{n}\right)_{n \in \mathbb{N}}$ is a Markov chain satisfying one of the three following classical strong ergodicity assumptions:

- $\left(X_{n}\right)_{n \geq 0}$ is $\rho$-mixing (see [20]),
- $\left(X_{n}\right)_{n \geq 0}$ is $V$-geometrically ergodic (see [18]),
- $\left(X_{n}\right)_{n \geq 0}$ is a strictly contractive Lipschitz iterative model (see [7]).

Let $\xi$ be a $\mathbb{R}^{d}$-valued measurable function, and let $S_{n}=\xi\left(X_{1}\right)+\ldots+\xi\left(X_{n}\right)$. Then the sequence $\left(X_{n}, S_{n}\right)_{n \in \mathbb{N}}$ is a special instance of MRW. As already used in [13], the weak spectral method [14] allows us to reduce Hypothesis $\mathcal{R}(m)$ to a non-lattice condition and to some (almost) optimal moment conditions on $\xi$, which are much weaker than those in [2].

Theorem 1 should supply further interesting applications, not only in Markov models but also in dynamical systems associated with quasi-compact Perron-Frobenius operators. On that subject, recall that the renewal theorems yield the asymptotic behavior of counting functions arising in the geometry of groups, as already developed for instance in [17, 5, 24].

## 2 Renewal theory in the non-centered case (Fourier method)

For any $A \subset \mathbb{R}^{d}, g: A \rightarrow \mathbb{C}$, and $\tau \in(0,1]$, we define the following quantities in $[0,+\infty]$ :

$$
\|g\|_{0, A}=\sup _{x \in A}|g(x)| \quad \text { and } \quad[g]_{\tau, A}:=\sup \left\{\frac{|g(x)-g(y)|}{\|x-y\|^{\tau}},(x, y) \in A^{2}, x \neq y\right\}
$$

We say that $g$ is $\tau$-Hölder on $A$ if $[g]_{\tau, A}<\infty$. Moreover, for any open subset $\mathcal{O}$ of $\mathbb{R}^{d}$ and every $m \in \mathbb{N}^{*}$, we denote by $\mathcal{C}_{b}^{m}(\mathcal{O}, \mathbb{C})$ the vector space composed of $m$-times continuously differentiable functions $f: \mathcal{O} \rightarrow \mathbb{C}$ with bounded partial derivatives on $\mathcal{O}$. If $m \in(0,+\infty) \backslash \mathbb{N}$, we set $\tau:=m-\lfloor m\rfloor$ where $\lfloor m\rfloor$ is the integer part of $m$, and we denote by $\mathcal{C}_{b}^{m}(\mathcal{O}, \mathbb{C})$ the vector space composed of functions $f: \mathcal{O} \rightarrow \mathbb{C}$ satisfying the three following conditions:
$f$ is $\lfloor m\rfloor$-times continuously differentiable on $\mathcal{O}$,
Each partial derivative of order $j=0, \ldots,\lfloor m\rfloor$ of $f$ is bounded on $\mathcal{O}$,
Each partial derivative of order $\lfloor m\rfloor$ of $f$ is $\tau$-hölder on $\mathcal{O}$.
Define $\nabla f:=\left(\frac{\partial f}{\partial x_{i}}\right)_{1 \leq i \leq d}$ if $m \geq 1$, and Hess $f:=\left(\frac{\partial^{2} f}{\partial x_{i} \partial x_{j}}\right)_{1 \leq i, j \leq d}$ (Hessian matrix) if $m \geq 2$.
Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space. We denote by $(E, \mathcal{E})$ a measurable space, and we consider a sequence ( $\left.X_{n}, S_{n}\right)_{n \geq 0}$ of $E \times \mathbb{R}^{d}$-valued random variables defined on $\Omega$. Throughout, we assume $d \geq 2$.

Hypothesis $\mathcal{R}(m)$. Given $m \in[2,+\infty)$ and $f: E \rightarrow[0,+\infty)$ a measurable function satisfying

$$
\begin{equation*}
\forall n \geq 1, \quad \mathbb{E}\left[f\left(X_{n}\right)\right]<\infty, \tag{7}
\end{equation*}
$$

we say that Hypothesis $\mathcal{R}(m)$ holds if the following conditions are fulfilled:
(i) There exists $R>0$ such that, for all $t \in B_{R}$ and all $n \geq 1$, we have:

$$
\begin{equation*}
\mathbb{E}\left[f\left(X_{n}\right) e^{i\left\langle t, S_{n}\right\rangle}\right]=\lambda(t)^{n} L(t)+R_{n}(t), \tag{8}
\end{equation*}
$$

where $\lambda(0)=1$, the functions $\lambda(\cdot)$ and $L(\cdot)$ are in $\mathcal{C}_{b}^{m}\left(B_{R}, \mathbb{C}\right)$, and the series $\sum_{n \geq 1} R_{n}(\cdot)$ uniformly converges on the open ball $B_{R}$ and defines a function in $\mathcal{C}_{b}^{m}\left(B_{R}, \mathbb{C}\right)$.
(ii) For all $0<r<b$, the series $\sum_{n \geq 1} \mathbb{E}\left[f\left(X_{n}\right) e^{i\left\langle, S_{n}\right\rangle}\right]$ uniformly converges on the annulus $K_{r, b}$ and defines a function in $\mathcal{C}_{b}^{\frac{1}{m}}\left(K_{r, b}, \mathbb{C}\right)$.

Under Hypothesis $\mathcal{R}(m)$, we set

$$
\vec{m}:=-i \nabla \lambda(0) \quad \text { and } \quad \Sigma:=- \text { Hess } \lambda(0) .
$$

Below we assume that $\vec{m} \neq 0$ : this is our non-centered condition. In fact, under Hypothesis $\mathcal{R}(m)$ and additional mild conditions (see [13, Prop. 1]), we have $\vec{m}=\lim _{n} \mathbb{E}\left[S_{n}\right] / n$, so that $\vec{m}$ may be viewed as a nonzero mean vector in $\mathbb{R}^{d}$. Below we also assume that the symmetric matrix $\Sigma$ is positive-definite. In the Markov setting of Section 3, $\Sigma$ is linked to some covariance matrix, see (36).
Hypothesis (H). Setting $m_{d}:=\max \left(\frac{d-1}{2}, 2\right)$, there exists a real number $m>m_{d}$ such that Hypothesis $\mathcal{R}(m)$ holds. We have $L(0) \neq 0, \vec{m} \neq 0$, and $\Sigma:=-$ Hess $\lambda(0)$ is positive-definite.

Theorem 1 Assume that Hypothesis $\mathbf{( H )}$ holds. Then, for each function $\mathfrak{a}:[0,+\infty) \rightarrow \mathbb{R}^{d}$ such that

$$
\begin{equation*}
\mathfrak{A}:=\lim _{\tau \rightarrow+\infty} \frac{\mathfrak{a}(\tau)-\tau \vec{m}}{\sqrt{\tau}} \text { exists in } \mathbb{R}^{d} \tag{9}
\end{equation*}
$$

the family $\left\{V_{\tau}(\cdot), \tau \in(0,+\infty)\right\}$ of positive measures on $\mathbb{R}^{d}$ defined by

$$
\begin{equation*}
\forall A \in B\left(\mathbb{R}^{d}\right), \quad V_{\tau}(A):=(2 \pi \tau)^{\frac{d-1}{2}} \sum_{n=1}^{+\infty} \mathbb{E}\left[f\left(X_{n}\right) 1_{A}\left(S_{n}-\mathfrak{a}(\tau)\right)\right] \tag{10}
\end{equation*}
$$

weakly converges to $C L_{d}(\cdot)$ as $\tau \rightarrow+\infty$, where $C:=C(L, \vec{m}, \Sigma, \mathfrak{A}) \in(0,+\infty)$ is given by:

$$
C(L, \vec{m}, \Sigma, \mathfrak{A}):=L(0) \frac{\operatorname{det} S}{\|S \vec{m}\|} \exp \left(\frac{\langle S \vec{m}, S \mathfrak{A}\rangle^{2}-\|S \vec{m}\|^{2}\|S \mathfrak{A}\|^{2}}{2\|S \vec{m}\|^{2}}\right) \quad \text { with } \quad S:=\Sigma^{-\frac{1}{2}}
$$

Condition (9), introduced in [24], specifies what we called "around the direction $\vec{m}^{\prime \prime}$ in Introduction. Obviously $\mathfrak{a}(\tau)=\tau \vec{m}$ satisfies (9).

Remark 1 Theorem 1 may be extended to the lattice case: Hypothesis $\mathcal{R}(m)(i i)$ must be adapted, and $L_{d}(\cdot)$ is replaced with the product of the counting measure and the Lebesgue measure both associated with some sublattices of $\mathbb{R}^{d}$, see [12, Sect. 2.5].

The next subsections are devoted to the proof of Theorem 1.

### 2.1 Some reductions and Fourier techniques

- Change of coordinates. Let $\vec{e}_{1}$ denote the first vector of the canonical basis of $\mathbb{R}^{d}$, and let $T$ be any isometric linear map in $\mathbb{R}^{d}$ such that $T(\vec{m})=\|\vec{m}\| \vec{e}_{1}$. Up to replace $S_{n}$ with $T S_{n}$, one may assume without loss of generality that $\vec{m}=\|\vec{m}\| \vec{e}_{1}$. This leads to replace $\lambda(\cdot), L(\cdot), R_{n}(\cdot), h(\cdot), \Sigma \quad$ with $\lambda \circ T^{-1}, L \circ T^{-1}, R_{n} \circ T^{-1}, h \circ T^{-1}, T \circ \Sigma \circ T^{-1}$.
- The function $w$. For all $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, we set $x^{\prime}:=\left(x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d-1}$. The following function $w(\cdot)$ will play an important role:

$$
\begin{equation*}
\forall x \in \mathbb{R}^{d}, \quad w(x)=-i x_{1}+\left\|x^{\prime}\right\|^{2} . \tag{11}
\end{equation*}
$$

Remark 2 We have: $\forall x \in \mathbb{R}^{d},|w(x)| \geq\left|x_{1}\right|^{3 / 4}\left\|x^{\prime}\right\|^{1 / 2}$. Thus $1 / w$ is integrable at 0 .

Remark 3 Some simple facts on the function $\lambda(\cdot)$ of (8) can be deduced from Hypothesis (H). First, since $m_{d} \geq 2$, we have

$$
\begin{equation*}
\lambda(t)=1+i\|\vec{m}\| t_{1}-\frac{1}{2}\langle\Sigma t, t\rangle+o\left(\|t\|^{2}\right) \tag{12}
\end{equation*}
$$

Second, since $L(\cdot)$ is continuous on $B_{R}$ and $L(0) \neq 0$, one may suppose (up to reduce $R$ ) that we have: $\forall t \in B_{R}, L(t) \neq 0$. By Hypothesis $\mathcal{R}(m)(i i)$, the last property then implies that, for all $t \in B_{R} \backslash\{0\}$, the series $\sum_{n \geq 1} \lambda(t)^{n}$ converges. Hence:

$$
\forall t \in B_{R} \backslash\{0\}, \quad|\lambda(t)|<1
$$

Third the function $v_{0}(\cdot):=1-\lambda(\cdot)$ is in $\mathcal{C}_{b}^{m}\left(B_{R}, \mathbb{C}\right)$, and thanks to $-i \nabla \lambda(0)=\vec{m}=\|\vec{m}\| \vec{e}_{1}$, we have

$$
\forall j \in\{2, \ldots, d\}, \quad \frac{\partial v_{0}}{\partial x_{j}}(0)=0
$$

Finally, up to reduce $R$, we deduce from (12) that there exist positive constants $\alpha, \beta$ such that:

$$
\forall t \in B_{R}, \quad \alpha|w(t)| \leq\left|v_{0}(t)\right| \leq \beta|w(t)|
$$

- Use of the space $\mathcal{H}$. Thanks to the well-known results on weak convergence of positive measures (see [4]), Theorem 1 will hold provided that we prove the following property:

$$
\begin{equation*}
\forall h \in \mathcal{H}, \quad \lim _{\tau \rightarrow+\infty}(2 \pi \tau)^{\frac{d-1}{2}} \sum_{n=1}^{+\infty} \mathbb{E}\left[f\left(X_{n}\right) h\left(S_{n}-\mathfrak{a}(\tau)\right)\right]=C(L, \vec{m}, \Sigma, \mathfrak{A}) \int_{\mathbb{R}^{d}} h(x) d x \tag{13}
\end{equation*}
$$

- Integral decomposition. Let $h \in \mathcal{H}$ be fixed and let $b>0$ such that $\hat{h}(t)=0$ when $\|t\|>b$. Next consider any real number $\rho$ such that $0<\rho<\min (R, b)$ and any function $\chi \in \mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$ compactly supported in $B_{R}$ such that $\chi(t)=1$ when $\|t\| \leq \rho$. For each $t \in \mathbb{R}^{d}$ we set $E_{n}(t):=\mathbb{E}\left[f\left(X_{n}\right) e^{i\left\langle t, S_{n}\right\rangle}\right]$. The inverse Fourier formula gives

$$
(2 \pi)^{d} \mathbb{E}\left[f\left(X_{n}\right) h\left(S_{n}-a\right)\right]=\int_{\mathbb{R}^{d}} \hat{h}(t) E_{n}(t) e^{-i\langle t, a\rangle} d t
$$

Under Hypothesis (H), we prove below that, for every $a \in \mathbb{R}^{d}$, the following series

$$
I(a):=(2 \pi)^{d} \sum_{n=1}^{+\infty} \mathbb{E}\left[f\left(X_{n}\right) h\left(S_{n}-a\right)\right]
$$

converges, and that $I(a)$ decomposes as the sum of three integrals called $E(a), E_{1}(a)$ and $I_{1}(a)$. The integrals $E(a)$ and $E_{1}(a)$ are error terms, while $I_{1}(a)$ is the main part of $I(a)$. In fact we have

$$
\begin{equation*}
\left.I(a)=E(a)+\int_{B_{R}} \chi(t) \hat{h}(t) \frac{\lambda(t)}{1-\lambda(t)} L(t)\right) e^{-i\langle t, a\rangle} d t \tag{14}
\end{equation*}
$$

with

$$
E(a):=\int_{\mathbb{R}^{d}} \hat{h}(t)\left(1_{B_{R}}(t) \chi(t) \sum_{n \geq 1} R_{n}(t)+1_{K_{\rho, b}}(t)(1-\chi(t)) \sum_{n \geq 1} E_{n}(t)\right) e^{-i\langle t, a\rangle} d t .
$$

Next we obtain

$$
\begin{equation*}
I(a)=E(a)+E_{1}(a)+I_{1}(a) \tag{15}
\end{equation*}
$$

with

$$
\begin{align*}
E_{1}(a):= & \int_{\|t\| \leq R} \chi(t) \frac{\hat{h}(t) \lambda(t) L(t)-\hat{h}(0) L(0)}{1-\lambda(t)} e^{-i\langle t, a\rangle} d t \\
& +\hat{h}(0) L(0) \int_{\|t\| \leq R} \chi(t) \frac{\lambda(t)-1-i\|\vec{m}\| t_{1}+\frac{1}{2}\langle\Sigma t, t\rangle}{(1-\lambda(t))\left(-i\|\vec{m}\| t_{1}+\frac{1}{2}\langle\Sigma t, t\rangle\right)} e^{-i\langle t, a\rangle} d t \tag{16}
\end{align*}
$$

and

$$
I_{1}(a):=\hat{h}(0) L(0) \int_{\|t t\| \leq R} \frac{\chi(t)}{-i\|\vec{m}\| t_{1}+\frac{1}{2}\langle\Sigma t, t\rangle} e^{-i\langle t, a\rangle} d t .
$$

Such equalities are established in [13, p. 389] (centered case). By using Hypothesis (H), the proof of (14) borrows the same lines. To obtain (15), use the fact that for $\|t\| \leq R, t \neq 0$, we have $\left|\sum_{n=1}^{N} \lambda(t)^{n}\right| \leq 2 /(b|w(t)|)$, and the fact that $1 / w$ is integrable at 0 (cf. Remarks 2-3).

Property (13) then follows from (15) and the next properties (17) (18) and (23).

### 2.2 Study of the first error term $E(a)$

Here we prove that we have when $\|a\| \rightarrow+\infty$ :

$$
\begin{equation*}
E(a)=o\left(\|a\|^{-\frac{d-1}{2}}\right) . \tag{17}
\end{equation*}
$$

For $u \in \mathcal{C}_{b}^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$ such that $|\alpha|:=\sum_{i=1}^{d} \alpha_{i} \leq\lfloor m\rfloor$, we denote by $\partial^{\alpha}$ the derivative operator defined by :

$$
\partial^{\alpha}:=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{d}^{\alpha_{d}}}=\partial_{1}^{\alpha_{1}} \ldots \partial_{d}^{\alpha_{d}} \quad \text { where } \quad \partial_{j}:=\frac{\partial}{\partial x_{j}} .
$$

The following proposition is classical. Let $\mathcal{O}$ be a bounded open subset of $\mathbb{R}^{d}$.

Proposition 1 Let $m \in(0,+\infty)$ and $\tau=m-\lfloor m\rfloor$. Assume that $u$ is a function in $\mathcal{C}_{b}^{\lfloor m\rfloor}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ compactly supported in $\overline{\mathcal{O}}$ and that its restriction to $\mathcal{O}$ is in $\mathcal{C}_{b}^{m}(\mathcal{O}, \mathbb{C})$. Then the following properties hold:

$$
\begin{aligned}
& \text { (i) } u \in \mathcal{C}_{b}^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right) \text {, and for } \alpha \in \mathbb{N}^{d},|\alpha|=\lfloor m\rfloor \text {, we have: }\left[\partial^{\alpha} u\right]_{\tau, \mathbb{R}^{d}}=\left[\partial^{\alpha} u\right]_{\tau, \overline{\mathcal{O}}}=\left[\partial^{\alpha} u\right]_{\tau, \mathcal{O}} \\
& \text { (ii) } \exists C \in(0,+\infty), \forall a \in \mathbb{R}^{d}, \quad\|a\|^{m}|\hat{u}(a)| \leq C\left(\|u\|_{0, \mathbb{R}^{d}}+\sum_{|\alpha|=\lfloor m\rfloor}\left[\partial^{\alpha} u\right]_{\tau, \mathbb{R}^{d}}\right)
\end{aligned}
$$

Proof of (17). Define:

$$
\begin{gathered}
\forall t \in B_{R}, \quad \mathcal{R}(t):=\sum_{n=1}^{+\infty} R_{n}(t) \quad \text { and } \quad \forall t \in \mathbb{R}^{d} \backslash\{0\}, \quad \mathcal{E}(t):=\sum_{n=1}^{+\infty} E_{n}(t), \\
\forall t \in \mathbb{R}^{d}, \quad F(t):=1_{B_{R}}(t) \hat{h}(t) \chi(t) \mathcal{R}(t) \quad \text { and } \quad G(t):=\left\{\begin{array}{l}
1_{K_{\rho, b}}(t) \hat{h}(t)(1-\chi(t)) \mathcal{E}(t) \quad \text { if } t \neq 0 \\
0 \quad \text { if } t=0 .
\end{array}\right.
\end{gathered}
$$

We have

$$
\forall a \in \mathbb{R}^{d}, \quad E(a)=\hat{F}(a)+\hat{G}(a)
$$

Note that $\chi \hat{h} \in \mathcal{C}_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ is compactly supported in the closed ball $\bar{B}_{R}$, and that, by Hypothesis (H), we have $\mathcal{R} \in \mathcal{C}_{b}^{m}\left(B_{R}, \mathbb{C}\right)$ with $m>m_{d}$. By applying Proposition 1 to $u:=F$, we obtain $\|a\|^{m}|\hat{F}(a)|=O(1)$, thus $\hat{F}(a)=o\left(\|a\|^{-(d-1) / 2}\right)$ when $\|a\| \rightarrow+\infty$ since $m>(d-1) / 2$. The same result holds for $\hat{G}(a)$ (replace $B_{R}$ with $\left.K_{\rho, b}\right)$.

### 2.3 Study of the second error term $E_{1}(a)$

In this subsection we prove that we have when $\|a\| \rightarrow+\infty$ :

$$
\begin{equation*}
E_{1}(a)=o\left(\|a\|^{-(d-1) / 2}\right) \tag{18}
\end{equation*}
$$

Let $E_{11}(a)$ and $E_{12}(a)$ denote the two integrals in the right hand side of (16), so that we have: $E_{1}(a):=E_{11}(a)+E_{12}(a)$. Define: $\forall t \in B_{R}, \theta_{1}(t)=\chi(t)(\hat{h}(t) \lambda(t) L(t)-\hat{h}(0) L(0))$. Then

$$
\begin{equation*}
E_{11}(a)=\widehat{q_{1}}(a) \quad \text { with } \quad q_{1}:=1_{B_{R}} \theta_{1} / v_{0} \tag{19}
\end{equation*}
$$

where $v_{0}(t)=1-\lambda(t)$. Next define: $\forall t \in B_{R}, \theta_{2}(t):=\chi(t)\left(\lambda(t)-1-i\|\vec{m}\| t_{1}+\frac{1}{2}\langle\Sigma t, t\rangle\right)$ and $\tilde{v}_{0}(t):=-i\|\vec{m}\| t_{1}+\frac{1}{2}\langle\Sigma t, t\rangle$. Then

$$
\begin{equation*}
E_{12}(a)=\widehat{q_{2}}(a) \quad \text { with } \quad q_{2}:=1_{B_{R}} \theta_{2} /\left(v_{0} \tilde{v}_{0}\right) \tag{20}
\end{equation*}
$$

Unfortunately, since $q_{1}$ and $q_{2}$ are not defined at $0, \widehat{q_{1}}(a)$ and $\widehat{q_{2}}(a)$ cannot be studied by the elementary arguments of Subsection 2.2. This fact constitutes the main difficulty of the proof in [2]. Below, we present the two key results (Propositions 2 and 3) to obtain (18). In the next subsection, these two propositions are also used to obtain the desired result for the main part $I_{1}(a)$ (by difference with the Gaussian case, see Lemma 1).

Recall that $w(\cdot)$ is defined in (11). In the two next propositions, we consider any real numbers $m>m_{d}$ and $r>0$.

Proposition 2 Let $\theta$ and $v$ be complex-valued functions on $B_{r}$ such that:

- $\theta \in \mathcal{C}_{b}^{m}\left(B_{r}, \mathbb{C}\right)$ with compact support in $B_{r}$ and $\theta(0)=0$,
- $v \in \mathcal{C}_{b}^{m}\left(B_{r}, \mathbb{C}\right)$ and

$$
\begin{gather*}
\forall j \in\{2, \ldots, d\},\left(\partial_{j} v\right)(0)=0  \tag{21}\\
\exists(a, b) \in\left(\mathbb{R}_{+}^{*}\right)^{2}, \quad \forall x \in B_{r}, \quad a|w(x)| \leq|v(x)| \leq b|w(x)| \tag{22}
\end{gather*}
$$

Then $q:=1_{B_{r}} \theta / v$ is integrable on $\mathbb{R}^{d}$ and $\lim _{\|a\| \rightarrow+\infty}\|a\|^{(d-1) / 2} \hat{q}(a)=0$.
Proposition 3 In addition to the hypotheses of Proposition 2, we consider another complexvalued function $\tilde{v}$ on $B_{r}$ satisfying the same hypotheses as $v(\cdot)$. Moreover we assume that all the first and second partial derivatives of $\theta$ vanish at 0 . Then $q:=1_{B_{r}} \theta /(v \tilde{v})$ is integrable on $\mathbb{R}^{d}$ and $\lim _{\|a\| \rightarrow+\infty}\|a\|^{(d-1) / 2} \hat{q}(a)=0$.

The proofs of Propositions 2-3, based on dyadic decompositions, are partially presented in $[1,2]$. Since dyadic decomposition is not familiar to probabilistic readers, these proofs are detailed in Appendix A for the sake of completeness.

Proof of (18). Proposition 2 applied with $\theta:=\theta_{1}$ and $v:=v_{0}$ (see Rk. 3) gives $\widehat{q_{1}}(a)=$ $o\left(\|a\|^{-(d-1) / 2}\right)$ when $\|a\| \rightarrow+\infty$. Similarly Proposition 3 applied with $\theta:=\theta_{2}, v:=v_{0}$ and $\tilde{v}:=\tilde{v}_{0}$ gives $\widehat{q_{2}}(a)=o\left(\|a\|^{-(d-1) / 2}\right)$. Then (18) follows from (19) (20).

### 2.4 Study of the main part $I_{1}(a)$ of $I(a)$

Let $\mathfrak{a}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$ be a measurable function satisfying (9). Here we prove that

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} \tau^{(d-1) / 2} I_{1}(\mathfrak{a}(\tau))=(2 \pi)^{(d+1) / 2} C(L, \vec{m}, \Sigma, \mathfrak{A}) \hat{h}(0) . \tag{23}
\end{equation*}
$$

The proof of (23) in [2] involves the modified Bessel functions and some related computations partially made in the book [26]. Here we present a direct and simpler proof of (23) based on the next proposition. We denote by $S\left(\mathbb{R}^{d}\right)$ the so-called Schwartz space.

Proposition 4 Let $\vec{w} \in \mathbb{R}^{d} \backslash\{0\}$, and let $\mathfrak{p}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{d}$ such that $\mathfrak{P}:=\lim _{\tau \rightarrow+\infty} \mathfrak{p}(\tau) / \sqrt{\tau}$ exists in $\mathbb{R}^{d}$. Then we have for all function $k \in S\left(\mathbb{R}^{d}\right)$

$$
\lim _{\tau \rightarrow+\infty} \tau^{\frac{d-1}{2}} \int_{\mathbb{R}^{d}} \frac{k(u) e^{-i\langle u, \tau \vec{w}+\mathfrak{p}(\tau)\rangle}}{-i\langle\vec{w}, u\rangle+\|u\|^{2}} d u=\frac{2 \pi^{\frac{d+1}{2}}}{\|\vec{w}\|} k(0) \exp \left(-\frac{\|\mathfrak{P}\|^{2}\|\vec{w}\|^{2}-\langle\mathfrak{P}, \vec{w}\rangle^{2}}{4\|\vec{w}\|^{2}}\right) .
$$

The proof of Proposition 4 (again based on Propositions 2-3) is presented below. Let us first apply Proposition 4 to establish (23).
Proof of (23). Since $\vec{m}=\|\vec{m}\| \overrightarrow{e_{1}}$, one can rewrite (9) as follows: $\mathfrak{a}(\tau)=\tau\|\vec{m}\| \overrightarrow{e_{1}}+\sqrt{\tau} \mathfrak{b}(\tau)$ with $\mathfrak{b}:[0,+\infty) \rightarrow \mathbb{R}^{d}$ such that $\lim _{\tau \rightarrow+\infty} \mathfrak{b}(\tau)=\mathfrak{A}$. Denote by $\lambda_{1}, \ldots, \lambda_{d}$ the (positive) eigenvalues of $\Sigma$. Let $\Delta:=\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{d}}\right)$ and let $P$ be any orthogonal $d \times d$-matrix such that

$$
P^{-1} \Sigma P=\Delta^{2}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{d}\right) .
$$

Observe that $\langle\Sigma t, t\rangle=\left\langle\Delta^{2} P^{-1} t, P^{-1} t\right\rangle=\left\|\Delta P^{-1} t\right\|^{2}$. Set $\vec{\ell}:=\Delta^{-1} P^{-1} \overrightarrow{e_{1}}$. By using the variable $t=P \Delta^{-1} u$, one obtains (use $t_{1}=\left\langle P \Delta^{-1} u, \overrightarrow{e_{1}}\right\rangle=\langle u, \vec{\ell}\rangle$ )

$$
I_{1}(a)=2 \hat{h}(0) L(0)(\operatorname{det} \Delta)^{-1} \int \frac{\chi\left(P \Delta^{-1} u\right) e^{-i\left\langle\Delta^{-1} u, P^{-1} a\right\rangle}}{-i\langle 2\|\vec{m}\| \vec{\ell}, u\rangle+\|u\|^{2}} d u
$$

Set $\zeta(x):=\chi\left(P \Delta^{-1} x\right)\left(x \in \mathbb{R}^{d}\right)$ and $\mathfrak{p}(\tau):=\sqrt{2 \tau} \Delta^{-1} P^{-1} \mathfrak{b}(2 \tau)(\tau>0)$. From the equality $\left\langle\Delta^{-1} u, P^{-1} \overrightarrow{e_{1}}\right\rangle=\langle u, \vec{\ell}\rangle$, it follows that

$$
\begin{aligned}
I_{1}(\mathfrak{a}(\tau)) & =2 \hat{h}(0) L(0)(\operatorname{det} \Delta)^{-1} \int \frac{\chi\left(P \Delta^{-1} u\right) e^{-i\left\langle\Delta^{-1} u, P^{-1}\left(\tau\|\vec{m}\| \overrightarrow{e_{1}}+\sqrt{\tau} \mathfrak{b}(\tau)\right)\right\rangle}}{-i\langle 2\|\vec{m}\| \vec{\ell}, u\rangle+\|u\|^{2}} d u \\
& =2 \hat{h}(0) L(0)(\operatorname{det} \Delta)^{-1} \int \frac{\zeta(u) e^{-i\left\langle u, 2\left(\frac{\tau}{2}\right)\|\vec{m}\| \vec{\ell}+\mathfrak{p}\left(\frac{\tau}{2}\right)\right\rangle}}{-i\langle 2\|\vec{m}\| \vec{\ell}, u\rangle+\|u\|^{2}} d u
\end{aligned}
$$

Now $\Delta^{-1}=P^{-1} \Sigma^{-\frac{1}{2}} P$ gives $\vec{\ell}=P^{-1} \Sigma^{-\frac{1}{2}} \overrightarrow{e_{1}}$, so $\|\vec{\ell}\|=\left\|\Sigma^{-\frac{1}{2}} \overrightarrow{e_{1}}\right\|$ and $\left\|\Sigma^{-\frac{1}{2}} \vec{m}\right\|=\|\vec{m}\|\|\vec{\ell}\|$. Moreover, we have $\zeta(0)=\chi(0)=1$ and

$$
\lim _{\tau \rightarrow+\infty} \mathfrak{p}(\tau) / \sqrt{\tau}=\mathfrak{P} \quad \text { with } \quad \mathfrak{P}:=\sqrt{2} \Delta^{-1} P^{-1} \mathfrak{A}=\sqrt{2} P^{-1} \Sigma^{-\frac{1}{2}} \mathfrak{A}
$$

From Proposition 4, applied with $\mathfrak{P}$ previously defined, $\vec{w}:=2\|\vec{m}\| \vec{\ell}=2 P^{-1} \Sigma^{-\frac{1}{2}} \vec{m}$, and finally with the function $k:=\zeta$, one obtains:

$$
\begin{aligned}
\lim _{\tau \rightarrow+\infty}\left(\frac{\tau}{2}\right)^{\frac{d-1}{2}} I_{1}(\mathfrak{a}(\tau))= & 2 \hat{h}(0) L(0)(\operatorname{det} \Sigma)^{-\frac{1}{2}} \frac{2 \pi^{\frac{d+1}{2}}}{2\left\|\Sigma^{-\frac{1}{2}} \vec{m}\right\|} \\
& \times \quad \exp \left(-\frac{\left\|\Sigma^{-\frac{1}{2}} \vec{m}\right\|^{2}\left\|\Sigma^{-\frac{1}{2}} \mathfrak{A}\right\|^{2}-\left\langle\Sigma^{-\frac{1}{2}} \vec{m}, \Sigma^{-\frac{1}{2}} \mathfrak{A}\right\rangle^{2}}{2\left\|\Sigma^{-\frac{1}{2}} \vec{m}\right\|^{2}}\right)
\end{aligned}
$$

from which we easily deduce (23).
Proof of Proposition 4. Let $U$ be an isometric linear map on $\mathbb{R}^{d}$ such that $U(\vec{w})=\|\vec{w}\| \overrightarrow{e_{1}}$. Let $\tau>0$. The change of variable $v=\left(v_{1}, v^{\prime}\right)=U(u)$ in the integral of Proposition 4 gives

$$
\int_{\mathbb{R}^{d}} \frac{k(u) e^{-i\langle u, \tau \vec{w}+\mathfrak{p}(\tau)\rangle}}{-i\langle\vec{w}, u\rangle+\|u\|^{2}} d u=\int_{\mathbb{R}^{d}} \frac{k\left(U^{-1}(v)\right) e^{-i \tau\|\vec{w}\| v_{1}} e^{-i\langle v, U(\mathfrak{p}(\tau))\rangle}}{-i\|\vec{w}\| v_{1}+\|v\|^{2}} d v
$$

and by hypothesis we know that $\lim _{\tau \rightarrow+\infty} U(\mathfrak{p}(\tau)) / \sqrt{\tau}=U(\mathfrak{P})$. Set $U(\mathfrak{P}):=\left(\ell_{1}, \ell^{\prime}\right)$ with $\ell_{1} \in \mathbb{R}$ et $\ell^{\prime} \in \mathbb{R}^{d-1}$. As $U$ is isometric, we have $\|U(\mathfrak{P})\|=\|\mathfrak{P}\|$ and $\ell_{1}=\left\langle U(\mathfrak{P}), \overrightarrow{e_{1}}\right\rangle=$ $\left\langle\mathfrak{P}, U^{-1}\left(\overrightarrow{e_{1}}\right)\right\rangle=\langle\mathfrak{P}, \vec{w}\rangle /\|\vec{w}\|$. Thus

$$
\left\|\ell^{\prime}\right\|^{2}=\|\mathfrak{P}\|^{2}-\langle\mathfrak{P}, \vec{w}\rangle^{2} /\|\vec{w}\|^{2}=\left(\|\vec{w}\|^{2}\|\mathfrak{P}\|^{2}-\langle\mathfrak{P}, \vec{w}\rangle^{2}\right) /\|\vec{w}\|^{2}
$$

Next, let us set $U(\mathfrak{p}(\tau)):=\mathfrak{u}(\tau)=\left(\mathfrak{u}_{1}(\tau), \cdots, \mathfrak{u}_{d}(\tau)\right)$, and $\mathfrak{u}^{\prime}(\tau)=\left(\mathfrak{u}_{2}(\tau), \cdots, \mathfrak{u}_{d}(\tau)\right)$. Then

$$
\int_{\mathbb{R}^{d}} \frac{k(u) e^{-i\langle u, \tau \vec{w}+\mathfrak{p}(\tau)\rangle}}{-i\langle\vec{w}, u\rangle+\|u\|^{2}} d u=\int_{\mathbb{R}^{d}} \frac{k\left(U^{-1}(v)\right) e^{-i\left(\tau\|\vec{w}\|+\mathfrak{u}_{1}(\tau)\right) v_{1}} e^{-i\left\langle\mathfrak{u}^{\prime}(\tau), v^{\prime}\right\rangle}}{-i\|\vec{w}\| v_{1}+\|v\|^{2}} d v
$$

Observe that the function $k \circ U^{-1}$ is in $S\left(\mathbb{R}^{d}\right)$ and that

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} \mathfrak{u}_{1}(\tau) / \tau=0 \quad \text { and } \quad \lim _{\tau \rightarrow+\infty} \mathfrak{u}^{\prime}(\tau) / \sqrt{\tau}=\ell^{\prime} \tag{24}
\end{equation*}
$$

Consequently Proposition 4 will be established if we prove that, for any $\mu \in \mathbb{R}, \mu \neq 0$, and any $h \in S\left(\mathbb{R}^{d}\right)$, we have:

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} \tau^{(d-1) / 2} \int_{\mathbb{R}^{d}} \frac{h(v) e^{-i\left(\tau \mu+\mathfrak{u}_{1}(\tau)\right) v_{1}} e^{-i\left\langle\mathfrak{u}^{\prime}(\tau), v^{\prime}\right\rangle}}{-i \mu v_{1}+\|v\|^{2}} d v=\frac{2 \pi^{(d+1) / 2} e^{-\left\|\ell^{\prime}\right\|^{2} / 4}}{|\mu|} h(0) \tag{25}
\end{equation*}
$$

Lemma 1 Property (25) holds with $h(v)=H(v):=e^{-\left(\mu^{2} v_{1}^{2}+\left\|v^{\prime}\right\|^{4}\right) / 2}$, namely:

$$
\begin{equation*}
J_{\mu}(\tau):=\int_{\mathbb{R}^{d}} \frac{e^{-\left(\mu^{2} v_{1}^{2}+\left\|v^{\prime}\right\|^{4}\right) / 2} e^{-i\left(\tau \mu+\mathfrak{u}_{1}(\tau)\right) v_{1}} e^{-i\left\langle\mathfrak{u}^{\prime}(\tau), v^{\prime}\right\rangle}}{-i \mu v_{1}+\left\|v^{\prime}\right\|^{2}} d v \sim_{\tau \rightarrow+\infty} \frac{2 \pi^{(d+1) / 2} e^{-\left\|\ell^{\prime}\right\|^{2} / 4}}{|\mu| \tau^{(d-1) / 2}} \tag{26}
\end{equation*}
$$

Let us first assume that Lemma 1 is valid, and let us deduce (25) from (26). To that effect, we shall proceed by difference and use Propositions 2 and 3. For any $\tau>0$, we define $\mathfrak{d}(\tau):=\left(\tau \mu+\mathfrak{u}_{1}(\tau), \mathfrak{u}^{\prime}(\tau)\right)$. Moreover we set

$$
\begin{equation*}
\forall v \in \mathbb{R}^{d} \backslash\{0\}, \quad \Delta(v):=\frac{h(v)-h(0) H(v)}{-i \mu v_{1}+\|v\|^{2}}-h(0) \frac{v_{1}^{2} H(v)}{\left(-i \mu v_{1}+\|v\|^{2}\right)\left(-i \mu v_{1}+\left\|v^{\prime}\right\|^{2}\right)} \tag{27}
\end{equation*}
$$

We have:

$$
\begin{aligned}
\int_{\mathbb{R}^{d}} \frac{h(v) e^{-i\left(\tau \mu+\mathfrak{u}_{1}(\tau)\right) v_{1}} e^{-i\left\langle\mathfrak{u}^{\prime}(\tau), v^{\prime}\right\rangle}}{-i \mu v_{1}+\|v\|^{2}} d v-h(0) J_{\mu}(\tau) & =\int_{\mathbb{R}^{d}} e^{-i\left(\tau \mu+\mathfrak{u}_{1}(\tau)\right) v_{1}} e^{-i\left\langle\mathfrak{u}^{\prime}(\tau), v^{\prime}\right\rangle} \Delta(v) d v \\
& =\int_{\mathbb{R}^{d}} e^{-i\langle\mathfrak{d}(\tau), v\rangle} \Delta(v) d v
\end{aligned}
$$

Thanks to (26), Property (25) will be established provided that we prove the following:

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} \tau^{\frac{d-1}{2}} \int_{\mathbb{R}^{d}} e^{-i\langle\mathfrak{0}(\tau), v\rangle} \Delta(v) d v=0 \tag{28}
\end{equation*}
$$

Let us consider the functions $G_{1}$ and $G_{2}$ in $S\left(\mathbb{R}^{d}\right)$ defined by $G_{1}(v)=h(v)-h(0) H(v)$ and $G_{2}(v)=v_{1}^{2} H(v)$. One can easily check that $G_{1}(0)=G_{2}(0)=0$, and

$$
\begin{aligned}
& \forall j \in\{1, \ldots, d\}, \quad\left(\partial_{j} G_{2}\right)(0)=0 \quad \text { and } \quad\left(\partial_{1}^{2} G_{2}\right)(0)=2 \\
& \forall(j, \ell) \in\{1, \ldots, d\}^{2} \backslash\{(1,1)\}, \quad\left(\partial_{j \ell}^{2} G_{2}\right)(0)=0
\end{aligned}
$$

with $\partial_{j \ell}^{2}:=\frac{\partial^{2}}{\partial x_{j} \partial x_{\ell}}$. Next, let $g \in S\left(\mathbb{R}^{d}\right)$ such that $g(0)=-1 / \mu^{2}$, and define

$$
\forall v=\left(v_{1}, \ldots, v_{d}\right) \in \mathbb{R}^{d}, \quad s(v):=\left(-i \mu v_{1}+\|v\|^{2}\right)\left(-i \mu v_{1}+\left\|v^{\prime}\right\|^{2}\right) g(v)
$$

where $v^{\prime}=\left(v_{2}, \ldots, v_{d}\right)$. One can easily check that $s(0)=0, \forall j \in\{1, \ldots, d\},\left(\partial_{j} s\right)(0)=0$, $\left(\partial_{1}^{2} s\right)(0)=-2 \mu^{2} g(0)=2$ and $\forall(j, l) \in\{1, \ldots, d\}^{2} \backslash\{(1,1)\},\left(\partial_{j l}^{2} s\right)(0)=0$. Therefore the first and second derivatives of the difference $G_{3}:=G_{2}-s$ vanish at 0 . Rewrite $\Delta(v)$ as:
$\forall v \in \mathbb{R}^{d} \backslash\{0\}, \quad \Delta(v)=\frac{G_{1}(v)}{-i \mu v_{1}+\|v\|^{2}}-h(0) \frac{G_{3}(v)}{\left(-i \mu v_{1}+\|v\|^{2}\right)\left(-i \mu v_{1}+\left\|v^{\prime}\right\|^{2}\right)}-h(0) g(v)$.

Let $\gamma \in \mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{d},[0,1]\right)$ be compactly supported and such that $\gamma_{\mid B}=1$ for some closed ball $B$ of $\mathbb{R}^{d}$ centered at 0 . Since $\widehat{\gamma g} \in S\left(\mathbb{R}^{d}\right)$ and $\lim _{\tau \rightarrow+\infty}\|\mathfrak{d}(\tau)\|=+\infty$, we have

$$
\lim _{\tau \rightarrow+\infty}\|\mathfrak{d}(\tau)\|^{\frac{d-1}{2}} \int_{\mathbb{R}^{d}} e^{-i\langle\mathfrak{d}(\tau), v\rangle} \gamma(v) g(v) d v=0
$$

Moreover Propositions 2 and 3 yield the following properties:

$$
\begin{aligned}
& \lim _{\tau \rightarrow+\infty}\|\mathfrak{d}(\tau)\|^{(d-1) / 2} \int_{\mathbb{R}^{d}} e^{-i\langle\mathfrak{O}(\tau), v\rangle} \frac{\gamma(v) G_{1}(v)}{-i \mu v_{1}+\|v\|^{2}} d v=0, \\
& \lim _{\tau \rightarrow+\infty}\|\mathfrak{d}(\tau)\|^{(d-1) / 2} \int_{\mathbb{R}^{d}} e^{-i\langle\mathfrak{O}(\tau), v\rangle} \frac{\gamma(v) G_{3}(v)}{\left(-i \mu v_{1}+\|v\|^{2}\right)\left(-i \mu v_{1}+\left\|v^{\prime}\right\|^{2}\right)} d v=0 .
\end{aligned}
$$

Note that we have $\|\mathfrak{d}(\tau)\| \sim_{\tau \rightarrow+\infty}|\mu| \tau$ from $\mathfrak{d}(\tau)=\left(\tau \mu+\mathfrak{u}_{1}(\tau), \mathfrak{u}^{\prime}(\tau)\right)$ and (24). Hence:

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} \tau^{(d-1) / 2} \int_{\mathbb{R}^{d}} e^{-i\langle v, 0(\tau)\rangle} \gamma(v) \Delta(v) d v=0 \tag{31}
\end{equation*}
$$

Now observe that all the derivatives of $\gamma(\cdot)$ are bounded on $\mathbb{R}^{d}$ and that $\Delta$ is defined on $\mathbb{R}^{d} \backslash\{0\}$ as the quotient of a function of $S\left(\mathbb{R}^{d}\right)$ by a polynomial function (cf. (27)). Since $1-\gamma(\cdot)$ vanishes on the closed ball $B$ (centered at 0 ), we deduce that $(1-\gamma) \Delta \in S\left(\mathbb{R}^{d}\right)$. So the Fourier transform of $(1-\gamma) \Delta$ is in $S\left(\mathbb{R}^{d}\right)$ and we have

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty} \tau^{(d-1) / 2} \int_{\mathbb{R}^{d}} e^{-i\langle\mathfrak{O}(\tau), v\rangle}(1-\gamma(v)) \Delta(v) d v=0 \tag{32}
\end{equation*}
$$

Hence (28) follows from (31) and (32). As already mentioned, we have (28) $\Rightarrow$ (25), so that Proposition 4 is proved.

Proof of Lemma 1. It suffices to prove Lemma 1 in case $\mu=1$ (if not, set $w_{1}=\mu v_{1}, w^{\prime}=v^{\prime}$ ). Since $\int_{0}^{+\infty} v_{1}^{-3 / 4} e^{-v_{1}^{2} / 2} d v_{1}<\infty$ and $\int_{\mathbb{R}^{d-1}}\left\|v^{\prime}\right\|^{-1 / 2} e^{-\left\|v^{\prime}\right\|^{4} / 2} d v^{\prime}<\infty$ (use $\frac{1}{2}<d-1$ for the second integral), it follows from the Fubini-Tonelli theorem that $\int_{\mathbb{R}^{d}} \frac{e^{-\left(v_{1}^{2}+\left\|v^{\prime}\right\|^{4}\right) / 2}}{\left|-i v_{1}+\left\|v^{v^{\prime}}\right\|^{2}\right|} d v<\infty$ (cf. Rk. 2). Next we have:

$$
\begin{align*}
& \forall n \in \mathbb{N}^{*}, \quad \forall b \in \mathbb{R}^{n}, \quad(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} e^{-\|x\|^{2} / 2} e^{-i\langle x, b\rangle} d x=e^{-\|b\|^{2} / 2}  \tag{33a}\\
& \forall v^{\prime} \neq 0, \quad \int_{0}^{+\infty} e^{\left(i v_{1}-\left\|v^{\prime}\right\|^{2}\right) u} d u=\frac{1}{-i v_{1}+\left\|v^{\prime}\right\|^{2}} . \tag{33b}
\end{align*}
$$

From (33b), Fubini's theorem and (33a), it follows that

$$
\begin{aligned}
J_{1}(\tau) & =\int_{\mathbb{R}^{d-1}} e^{-i\left\langle u^{\prime}(\tau), v^{\prime}\right\rangle} e^{-\left\|v^{\prime}\right\|^{4} / 2}\left(\int_{\mathbb{R}} \frac{e^{-i\left(\tau+\mathfrak{u}_{1}(\tau)\right) v_{1}} e^{-v_{1}^{2} / 2}}{-i v_{1}+\left\|v^{\prime}\right\|^{2}} d v_{1}\right) d v^{\prime} \\
& =\int_{\mathbb{R}^{d-1}} e^{-i\left\langle u^{\prime}(\tau), v^{\prime}\right\rangle} e^{-\left\|v^{\prime}\right\|^{4} / 2}\left(\int_{0}^{+\infty} e^{-\left\|v^{\prime}\right\|^{2} u}\left[\int_{\mathbb{R}} e^{-i\left(\tau+\mathfrak{u}_{1}(\tau)-u\right) v_{1}} e^{-v_{1}^{2} / 2} d v_{1}\right] d u\right) d v^{\prime} \\
& =\sqrt{2 \pi} \int_{\mathbb{R}^{d-1}} e^{-i\left\langle\mathfrak{u}^{\prime}(\tau), v^{\prime}\right\rangle} e^{-\left\|v^{\prime}\right\|^{4} / 2}\left(\int_{0}^{+\infty} e^{-\left\|v^{\prime}\right\|^{2} u} e^{-\left(\tau+\mathfrak{u}_{1}(\tau)-u\right)^{2} / 2} d u\right) d v^{\prime} .
\end{aligned}
$$

By using the following obvious equality

$$
\left\|v^{\prime}\right\|^{2} u+\left(\tau+\mathfrak{u}_{1}(\tau)-u\right)^{2} / 2=\frac{1}{2}\left[\left(u+\left\|v^{\prime}\right\|^{2}-\left(\tau+\mathfrak{u}_{1}(\tau)\right)\right)^{2}-\left\|v^{\prime}\right\|^{4}+2\left(\tau+\mathfrak{u}_{1}(\tau)\right)\left\|v^{\prime}\right\|^{2}\right],
$$

and by setting $y^{\prime}=\sqrt{2\left(\tau+\mathfrak{u}_{1}(\tau)\right)} v^{\prime}$ (for $\tau$ large enough), we obtain:

$$
\begin{aligned}
J_{1}(\tau) / \sqrt{2 \pi}= & \int_{\mathbb{R}^{d-1}} e^{-i\left\langle u^{\prime}(\tau), v^{\prime}\right\rangle} e^{-\left(\tau+\mathfrak{u}_{1}(\tau)\right)\left\|v^{\prime}\right\|^{2}}\left(\int_{0}^{+\infty} e^{-\frac{1}{2}\left[u+\left\|v^{\prime}\right\|^{2}-\left(\tau+\mathfrak{u}_{1}(\tau)\right)\right]^{2}} d u\right) d v^{\prime} \\
= & \int_{\mathbb{R}^{d-1}} e^{-i\left\langle u^{\prime}(\tau), v^{\prime}\right\rangle} e^{-\left(\tau+\mathfrak{u}_{1}(\tau)\right)\left\|v^{\prime}\right\|^{2}}\left(\int_{\left\|v^{\prime}\right\|^{2}-\left(\tau+\mathfrak{u}_{1}(\tau)\right)}^{+\infty} e^{-\frac{x^{2}}{2}} d x\right) d v^{\prime} \\
= & \left(2\left(\tau+\mathfrak{u}_{1}(\tau)\right)^{-\frac{d-1}{2}} \times\right. \\
& \quad \int_{\mathbb{R}^{d-1}} e^{-i\left\langle\frac{u^{\prime}(\tau)}{\sqrt{2\left(\tau+u_{1}(\tau)\right)}}, y^{\prime}\right\rangle-\frac{\left\|y^{\prime}\right\|^{2}}{2}}\left(\int_{\frac{\left|y^{\prime}\right|^{2}}{2\left(\tau+u_{1}(\tau)\right)}-\left(\tau+\mathfrak{u}_{1}(\tau)\right)}^{+\infty} e^{-\frac{x^{2}}{2}} d x\right) d y^{\prime} .
\end{aligned}
$$

Finally, since $\tau+\mathfrak{u}_{1}(\tau) \sim_{\tau \rightarrow+\infty} \tau$ by (24), Lebesgue's theorem and (33a) give

$$
\begin{aligned}
\lim _{\tau \rightarrow+\infty} \tau^{(d-1) / 2} J_{1}(\tau) & =\sqrt{2 \pi} 2^{-(d-1) / 2} \int_{\mathbb{R}^{d-1}} e^{-i\left\langle\frac{\ell^{\prime}}{\sqrt{2}}, y^{\prime}\right\rangle} e^{-\frac{\left\|y^{\prime}\right\|^{2}}{2}}\left(\int_{-\infty}^{+\infty} e^{-\frac{x^{2}}{2}} d x\right) d y^{\prime} \\
& =\sqrt{2 \pi} 2^{-(d-1) / 2} \sqrt{2 \pi}(\sqrt{2 \pi})^{d-1} e^{-\left\|\ell^{\prime}\right\|^{2} / 4} \\
& =2 \pi^{(d+1) / 2} e^{-\left\|\ell^{\prime}\right\|^{2} / 4} .
\end{aligned}
$$

Hence the desired property for $J_{1}(\tau)$.

## 3 Applications to additive functionals of Markov chains

In this section, $\left(X_{n}\right)_{n \geq 0}$ denotes a Markov chain with state space $(E, \mathcal{E})$, transition kernel $Q(x, d y)$ and initial distribution $\mu$. We assume that $Q$ admits an invariant probability measure, denoted by $\pi$. We denote by $\mathbb{P}_{\mu}$ the probability distribution of $\left(X_{n}\right)_{n \geq 0}$ with respect to the initial distribution $\mu$. The associated expectation is denoted by $\mathbb{E}_{\mu}$. Finally we consider a measurable function $\xi: E \rightarrow \mathbb{R}^{d}$ and we define the associated additive functional:

$$
\begin{equation*}
\forall n \geq 1, \quad S_{n}=\xi\left(X_{1}\right)+\cdots+\xi\left(X_{n}\right) . \tag{34}
\end{equation*}
$$

The next moment conditions on $\xi$ will ensure that $\xi$ is $\pi$-integrable. We can then define the first moment vector $\vec{m}$ of $\xi$ w.r.t. to $\pi$. We assume that $\vec{m}$ is nonzero, that is

$$
\begin{equation*}
\vec{m}=\mathbb{E}_{\pi}\left[\xi\left(X_{0}\right)\right]=\int_{E} \xi d \pi \neq 0 . \tag{35}
\end{equation*}
$$

Set $\xi_{c}:=\xi-\vec{m}$, and for each $n \geq 1$ define the following random variable, taking values in the set of nonnegative symmetric $d \times d$-matrices:

$$
S_{n, c}^{\otimes 2}=\sum_{k, \ell=1}^{n} \xi_{c}\left(X_{k}\right) \xi_{c}\left(X_{\ell}\right)^{*},
$$

where * stands for the transposition. The next conditions on $\xi$ will also enable us to define the following nonnegative symmetric $d \times d$-matrix:

$$
\begin{equation*}
\Sigma=\vec{m} \cdot \vec{m}^{*}+\lim _{n} \frac{1}{n} \mathbb{E}_{\mu}\left[S_{n, c}^{\otimes 2}\right] . \tag{36}
\end{equation*}
$$

Finally we use the following standard (Markov) nonlattice condition:

## Nonlattice Condition.

We say that $\xi$ is nonlattice if there do not exist any $(b, H, A, \theta)$ with $b \in \mathbb{R}^{d}, H \neq \mathbb{R}^{d}$ a closed subgroup in $\mathbb{R}^{d}, A \in \mathcal{E}$ a $\pi$-full $Q$-absorbing ${ }^{2}$ set, and finally $\theta: E \rightarrow \mathbb{R}^{d}$ a bounded measurable function, such that we have

$$
\forall x \in A, \quad \xi(y)+\theta(y)-\theta(x) \in b+H \quad Q(x, d y)-p . s .
$$

Our first application concerns $\rho$-mixing Markov chains, namely: the strong ergodicity property (6) holds on the usual Lebesgue space $\mathbb{L}^{2}(\pi)$ (see [20]). For instance, this condition is fulfilled if $\left(X_{n}\right)_{n \geq 0}$ is ergodic, aperiodic and satisfies the so-called Doeblin condition.

Hypothesis $\mathbf{H}_{\rho}$. The Markov chain $\left(X_{n}\right)_{n \geq 0}$ is $\rho$-mixing and $\mu=\pi .{ }^{3}$ Moreover $\xi$ is nonlattice and satisfies the following moment condition

$$
\begin{equation*}
\exists \varepsilon_{0}>0, \quad \mathbb{E}_{\pi}\left[\left\|\xi\left(X_{0}\right)\right\|^{m_{d}+\varepsilon_{0}}\right]<+\infty \tag{37}
\end{equation*}
$$

Our second application concerns $V$-geometrically ergodic Markov chains, namely: given some unbounded function $V: E \rightarrow[1,+\infty[$, Property (6) holds on the weighted supremumnormed space $\left(\mathcal{B}_{V},\|\cdot\|_{V}\right)$ composed of all the measurable functions $f: E \rightarrow \mathbb{C}$ satisfying : $\|f\|_{V}:=\sup _{x \in E}|f(x)| / V(x)<\infty$, see [18]. In particular we have $\pi(V)<\infty$.

Hypothesis $\mathbf{H}_{V}$. The Markov chain $\left(X_{n}\right)_{n \geq 0}$ is $V$-geometrically ergodic and $\mu(V)<\infty$. ${ }^{4}$ Moreover $\xi$ is nonlattice and satisfies the following domination condition:

$$
\begin{equation*}
\exists \varepsilon_{0}>0, \sup _{x \in \mathbb{R}^{d}} \frac{\|\xi(x)\|^{m_{d}+\varepsilon_{0}}}{V(x)}<\infty \tag{38}
\end{equation*}
$$

Our last application concerns Lipschitz iterative models. Here we suppose that $(E, d)$ is a complete metric space in which every closed ball is compact. The space $E$ is equipped with its borel $\sigma$-algebra $\mathcal{E}$. Consider a measurable space $(G, \mathcal{G})$ and a sequence $\left\{\vartheta_{n}\right\}_{n \geq 1}$ of $G$-valued i.i.d. random variables. Let $F:(E \times G, \mathcal{E} \otimes \mathcal{G}) \rightarrow(E, \mathcal{E})$ be jointly measurable and Lipschitz continuous in the first variable. Then, given $X_{0}$ an $E$-valued r.v. independent of the sequence $\left\{\vartheta_{n}\right\}_{n \geq 1}$, the associated Lipschitz iterative model (LIM) is the sequence $\left(X_{n}\right)_{n \in \mathbb{N}}$ of r.v. recursively defined as follows (starting from $X_{0}$ ):

$$
\begin{equation*}
\forall n \geq 1, \quad X_{n}:=F\left(X_{n-1}, \vartheta_{n}\right) \tag{39}
\end{equation*}
$$

The LIM $\left(X_{n}\right)_{n \in \mathbb{N}}$ is said to be strictly contractive when

$$
\begin{equation*}
\mathcal{C}:=\sup _{(x, y) \in E^{2}, x \neq y} \frac{d\left(F\left(x, \vartheta_{1}\right), F\left(y, \vartheta_{1}\right)\right)}{d(x, y)}<1 \quad \text { almost surely. } \tag{40}
\end{equation*}
$$

[^2]Hypothesis $\mathbf{H}_{\text {Lim }}$. The Markov chain $\left(X_{n}\right)_{n \in \mathbb{N}}$ is a strictly contractive LIM satisfying

$$
\begin{equation*}
\exists s \geq 0, \exists \varepsilon_{0}>0, \quad \mathbb{E}\left[d\left(F\left(x_{0}, \vartheta_{1}\right), x_{0}\right)^{(s+1) m_{d}+\varepsilon_{0}}\right]<\infty \tag{41}
\end{equation*}
$$

where $x_{0}$ is some point in $E$. Moreover we assume that $\mathbb{E}\left[\left(d\left(X_{0}, x_{0}\right)^{(s+1) m_{d}+\varepsilon_{0}}\right]<\infty^{5}\right.$ and that $\xi$ is nonlattice and satisfies

$$
\begin{equation*}
\exists S \geq 0, \forall(x, y) \in E \times E, \quad\|\xi(x)-\xi(y)\| \leq S d(x, y)\left[1+d\left(x, x_{0}\right)+d\left(y, x_{0}\right)\right]^{s} \tag{42}
\end{equation*}
$$

Corollary 1 Assume that one of the set of Hypotheses $\mathbf{H}_{\rho}, \mathbf{H}_{V}$ or $\mathbf{H}_{\text {Lim }}$ holds. Then $\vec{m}$ in (35) is well-defined, the limit in (36) exists, and $\Sigma$ is invertible. Moreover, for any set $A \in B\left(\mathbb{R}^{d}\right)$ whose boundary has zero Lebesgue-measure, we have:

$$
\begin{equation*}
\lim _{\tau \rightarrow+\infty}(2 \pi \tau)^{\frac{d-1}{2}} \sum_{n=1}^{+\infty} \mathbb{P}_{\mu}\left(S_{n}-\tau \vec{m} \in A\right)=\frac{L_{d}(A)}{(\operatorname{det} \Sigma)^{\frac{1}{2}}\left\|\Sigma^{-\frac{1}{2}} \vec{m}\right\|} \tag{43}
\end{equation*}
$$

Proof. We apply Theorem 1 with $f=1_{E}$. The fact that $\vec{m}$ in (35) is well-defined is obvious under Hypotheses $\mathbf{H}_{\rho}$ or $\mathbf{H}_{V}$. Under Hypothesis $\mathbf{H}_{\text {Lim }}$, we have $\|\xi(\cdot)\| \leq\left\|\xi\left(x_{0}\right)\right\|+S(1+$ $\left.d\left(\cdot, x_{0}\right)\right)^{s+1}$, so that $\|\xi(\cdot)\|$ is $\pi$-integrable under Conditions (40) (41), see [7, 3]. The others conditions of Hypothesis (H) follow from the results proved in [13] (centered case). Indeed, note that $\xi_{c}=\xi-\vec{m}$ is $\pi$-centered. Then the existence of $\Sigma_{c}:=\lim _{n} \frac{1}{n} \mathbb{E}_{\mu}\left[S_{n, c}^{\otimes 2}\right]$ is proved in [13, Sect. 4] under the three above hypotheses. Moreover, since $\xi$ is nonlattice, so is $\xi_{c}$. The matrix $\Sigma_{c}$ is then definite from [14, p. 437], thus so is $\Sigma$ in (36). Now define $S_{n, c}=\xi_{c}\left(X_{1}\right)+\cdots+\xi_{c}\left(X_{n}\right)$. We have

$$
\begin{equation*}
\forall n \geq 1, \forall t \in \mathbb{R}^{d}, \quad \mathbb{E}_{\mu}\left[e^{i\left\langle t, S_{n}\right\rangle}\right]=e^{i n\langle t, \vec{m}\rangle} \mathbb{E}_{\mu}\left[e^{i\left\langle t, S_{n, c}\right\rangle}\right] . \tag{44}
\end{equation*}
$$

From [13, Sect. 4], under anyone of Hypotheses $\mathbf{H}_{\rho}, \mathbf{H}_{V}$ or $\mathbf{H}_{\text {Lim }}$, the sequence $\left(X_{n}, S_{n, c}\right)_{n \geq 0}$ satisfies Hypothesis $\mathcal{R}(m)$ for some $m>m_{d}$. Denote by $\lambda_{c}(\cdot), L_{c}(\cdot)$, and $R_{n, c}(\cdot)$ the associated complex-valued functions ${ }^{6}$. Then the sequence $\left(X_{n}, S_{n}\right)_{n \geq 0}$ satisfies Hypothesis $\mathcal{R}(m)$ with $\lambda(\cdot), L(\cdot)$, and $R_{n}(\cdot)$ given by:

$$
\begin{equation*}
\lambda(t):=e^{i\langle t, \vec{m}\rangle} \lambda_{c}(t), \quad L(t)=L_{c}(t), \quad R_{n}(t):=e^{i n\langle t, \vec{m}\rangle} R_{n, c}(t) . \tag{45}
\end{equation*}
$$

The fact that $\sum_{n \geq 1} R_{n}(\cdot)$ (resp. $\sum_{n \geq 1} \mathbb{E}\left[e^{i\left\langle t, S_{n}\right\rangle}\right]$ ) converges on the ball $B_{R}$ (resp. on the annulus $K_{r, b}$ ) and defines a function in $\mathcal{C}_{b}^{m}\left(B_{R}, \mathbb{C}\right)\left(\right.$ resp. in $\mathcal{C}_{b}^{m}\left(K_{r, b}, \mathbb{C}\right)$ ) can be easily derived from (45) (resp. (44)) and the spectral formulas given in [13]. Finally we know that $\lambda_{c}(0)=1$, $\nabla \lambda_{c}(0)=0$ (since $\xi_{c}$ is $\pi$-centered), and that $L_{c}(0)=1$ in case $f=1_{E}$. Thus $-i \nabla \lambda(0)=\vec{m}$, $\operatorname{Hess} \lambda(0)=-\left(\Sigma_{c}+\vec{m} \cdot \vec{m}^{*}\right)$, and $L(0)=1$. Consequently Hypothesis $(\mathbf{H})$ is fulfilled.

Actually, under each of hypotheses $\mathbf{H}_{\rho}, \mathbf{H}_{V}$ or $\mathbf{H}_{\text {Lim }}$, Theorem 1 applies for a large class of nonnegative functions $f$ (use the refinements stated in [13]). Moreover Corollary 1 can be extended to the lattice case, see [12].

[^3]The domination or moment condition on $\xi$ in Hypotheses $\mathbf{H}_{\rho}, \mathbf{H}_{V}$ or $\mathbf{H}_{\text {Lim }}$ involves the optimal order $m_{d}$ of the i.i.d. case [23] (up to $\varepsilon_{0}>0$ ). Corollary 1 can be derived from the results of [2] but under much stronger moment conditions (the comparisons with [2] in terms of moment conditions are the same as in [13]).

For example, consider in $\mathbb{R}^{3}$ the autoregressive model $X_{n}=A X_{n-1}+\vartheta_{n}$, where $X_{0}, \vartheta_{1}, \vartheta_{2}, \ldots$ are $\mathbb{R}^{3}$-valued i.i.d. random variables, and $A$ is a contractive matrix of order 3. Clearly, taking $d(x, y)=\|x-y\|$, the sequence $\left(X_{n}\right)_{n \geq 0}$ is a strictly contractive LIM. Now let us consider $S_{n}=X_{1}+\ldots+X_{n}$ (i. e. $\left.\xi(x)=x\right)$. Condition (42) is fulfilled with $S=1$ and $s=0$. Consequently, if we have $\mathbb{E}\left[\left\|X_{0}\right\|^{2+\varepsilon_{0}}+\left\|\vartheta_{1}\right\|^{2+\varepsilon_{0}}\right]<+\infty$ for some $\varepsilon_{0}>0$, then (41) holds and $X_{0}$ satisfies the moment condition stated in Hypothesis $\mathbf{H}_{\text {Lim }}$. Then, if $\xi(x)=x$ is non-lattice, we have (43) with $\vec{m}=\mathbb{E}_{\pi}\left[X_{0}\right]$ and $\Sigma$ defined in (36).

## Additional remarks in Markov setting.

Theorem 1 may be applied to general Markov random walks ( $\left.X_{n}, S_{n}\right)_{n \geq 0}$, see (5). Above we have only considered the special instance of additive functionals $S_{n}=\xi\left(X_{1}\right)+\cdots+\xi\left(X_{n}\right)$. For general MRWs, Hypothesis $\mathcal{R}(m)$ involves the increments $Y_{n}:=S_{n}-S_{n-1}$ in place of the function $\xi$, e.g. see [9] for MRWs associated with $\rho$-mixing driving Markov chains. In particular, for the three above Markov models, Hypothesis $\mathcal{R}(m)$ is investigated in [9, 15] for bivariate additive functionals of type $S_{n}=\sum_{k=1}^{n} \psi\left(X_{k-1}, X_{k}\right)$.

Under some strong non-lattice conditions, asymptotic refinements of (43) have been obtained under the $V$-geometrical ergodicity assumption in [10], and under the uniform ergodicity assumption in [25]. By using the weak spectral method [14], some results of [10, 25] could be improved in terms of moment conditions.

The notion of convergence cone (see [2]) is not investigated here. In fact, this study requires to define the Laplace kernels (in place of the Fourier kernels). The definition of such kernels needs some exponential (operator-type) moment conditions. Consequently the usual spectral method applies as stated in [2].

## A Proof of Propositions 2-3

This appendix completes and details some arguments summarized in [2]. Roughly speaking, the dyadic decomposition consists in writing an integral on $\mathbb{R}^{d}$ as the sum of integrals on the dyadic annuli $D_{n}:=\left\{2^{n} \leq\|x\|<2^{n+1}\right\}, n \in \mathbb{Z}$. Here some asymmetric annuli (in place of $D_{n}$ ) must be considered to take into account the mean direction $\vec{m}=\|\vec{m}\| \vec{e}_{1}$. Let us first specify some notations.

For any real number $m>0$, we set $\tau:=m-\lfloor m\rfloor$, and for any open subset $\mathcal{O}$ of $\mathbb{R}^{d}$, any $K \subset \mathcal{O}$ and $f \in \mathcal{C}_{b}^{m}(\mathcal{O}, \mathbb{C})$, we define

$$
\|f\|_{m, K}=\sum_{|\beta| \leq\lfloor m\rfloor}\left\|\partial^{\beta} f\right\|_{0, K}+\sum_{|\beta|=\lfloor m\rfloor}\left[\partial^{\beta} f\right]_{\tau, K} .
$$

Let us recall that, for $x=\left(x_{1}, x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d}$, we have set $x^{\prime}=\left(x_{2}, \ldots, x_{d}\right) \in \mathbb{R}^{d-1}$ and
$w(x)=-i x_{1}+\left\|x^{\prime}\right\|^{2}$. Next define the following:

$$
\begin{align*}
& \text { for } 0<\omega_{0}<\omega_{0}^{\prime}: \quad \Gamma_{0, \omega_{0}, \omega_{0}^{\prime}}:=\left\{x \in \mathbb{R}^{d}: \omega_{0} \leq|w(x)| \leq \omega_{0}^{\prime}\right\}  \tag{46a}\\
& \forall k \in \mathbb{Z}, \forall x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{R}^{d}, \quad D_{k}(x):=\left(\frac{x_{1}}{4^{k}}, \frac{x_{2}}{2^{k}}, \ldots, \frac{x_{d}}{2^{k}}\right)  \tag{46b}\\
& \forall k \in \mathbb{Z}, \Gamma_{k, \omega_{0}, \omega_{0}^{\prime}}:=D_{k}\left(\Gamma_{0, \omega_{0}, \omega_{0}^{\prime}}\right)=\left\{x \in \mathbb{R}^{d}: \frac{\omega_{0}}{4^{k}} \leq|w(x)| \leq \frac{\omega_{0}^{\prime}}{4^{k}}\right\},  \tag{46c}\\
& \forall k \in \mathbb{Z}, \Gamma_{k}:=\Gamma_{k, \frac{1}{4}, 1}=\left\{x \in \mathbb{R}^{d}: \frac{1}{4^{k+1}} \leq|w(x)| \leq \frac{1}{4^{k}}\right\}  \tag{46d}\\
& \widetilde{\Gamma_{0}}:=\Gamma_{0, \frac{1}{8}, 2} \subset \Gamma_{-1} \cup \Gamma_{0} \cup \Gamma_{1} . \tag{46e}
\end{align*}
$$

We will repeatedly use the following obvious inclusions:

$$
\begin{array}{ll}
\forall k \in \mathbb{N}, & \Gamma_{k, \omega_{0}, \omega_{0}^{\prime}} \subset B\left(0,\left(\omega_{0}^{\prime 2}+\omega_{0}^{\prime}\right)^{1 / 2} / 2^{k}\right) \\
\forall k \in \mathbb{Z}, & D_{k}\left(\widetilde{\Gamma_{0}}\right) \subset \Gamma_{k-1} \cup \Gamma_{k} \cup \Gamma_{k+1} . \tag{47b}
\end{array}
$$

Now let us fix a real number $r>0$ and $k_{0} \in \mathbb{N}^{*}$ such that $\frac{\sqrt{2}}{2^{k_{0}-1}}<r$. For each $k \geq k_{0}-1$ we clearly have $\Gamma_{k} \subset B\left(0, \frac{\sqrt{2}}{2^{k}}\right) \subset B\left(0, \frac{\sqrt{2}}{2^{k_{0}-1}}\right) \subset B_{r}$. Moreover we have

$$
\begin{equation*}
\forall k \geq k_{0}, \quad D_{k}\left(\widetilde{\Gamma_{0}}\right) \subset B\left(0, \sqrt{2} / 2^{k-1}\right) \subset B_{r} . \tag{48}
\end{equation*}
$$

For any function $u: B_{r} \rightarrow \mathbb{C}$, we define the following functions:

$$
\forall k \in \mathbb{N}, \forall x \in B_{r}, \quad u_{k}(x)=u\left(D_{k} x\right) .
$$

Observe that, if $k \geq k_{0}$, then $u$ is defined on $D_{k}\left(\widetilde{\Gamma_{0}}\right)$, so that $u_{k}$ is well-defined on $\widetilde{\Gamma_{0}}$.

## A. 1 Construction of a partition of the unity on $\mathbb{R}^{d} \backslash\{0\}$

Starting with $\widetilde{\Gamma_{0}}=\left\{x \in \mathbb{R}^{d}: \frac{1}{8} \leq|w(x)| \leq 2\right\}$, let us define for all $k \in \mathbb{Z}$

$$
\begin{equation*}
\widetilde{\Gamma_{k}}:=D_{k}\left(\widetilde{\Gamma_{0}}\right)=\left\{x \in \mathbb{R}^{d}: \frac{1}{8} \frac{1}{4^{k}} \leq|w(x)| \leq 2 \frac{1}{4^{k}}\right\} . \tag{49}
\end{equation*}
$$

$\widetilde{\Gamma_{k}}$ contains $\Gamma_{k}\left(\right.$ cf. (46d)). Now let $\gamma \in \mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$be compactly supported in $\widetilde{\Gamma_{0}}$, such that

$$
\forall x \in \Gamma_{0}, \quad \gamma(x)=1
$$

Note that $\gamma \circ D_{-k} \in \mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}^{+}\right)$is compactly supported in $\widetilde{\Gamma_{k}}$. Next we set

$$
\forall x \in \mathbb{R}^{d}, \quad \phi(x)=\sum_{k \in \mathbb{Z}} \gamma\left(D_{-k} x\right) .
$$

We have $\phi(0)=0$, and for $x \neq 0$ :

$$
x \in \widetilde{\Gamma_{k}} \Leftrightarrow \quad k \in\left[\frac{-\ln 8-\ln |w(x)|}{\ln 4}, \frac{\ln 2-\ln |w(x)|}{\ln 4}\right] .
$$

Since the length of the previous interval is 2 , a point $x \neq 0$ belongs at most to three sets among the $\widetilde{\Gamma_{k}}$ 's, and since $\mathbb{R}^{d} \backslash\{0\}=\cup_{p \in \mathbb{Z}} \Gamma_{p}=\cup_{p \in \mathbb{Z}} \widetilde{\Gamma_{p}}$, we have: $1 \leq \phi(x)<+\infty$. Notice also that we have by definition of $\phi$

$$
\begin{equation*}
\forall \ell \in \mathbb{Z}, \phi \circ D_{\ell}=\phi \tag{50}
\end{equation*}
$$

Proposition A. 1 The positive function $\rho:=\gamma / \phi$ is infinitely differentiable on $\mathbb{R}^{d} \backslash\{0\}$. Moreover $\rho$ vanishes on $\mathbb{R}^{d} \backslash\left(\widetilde{\Gamma_{0}} \cup\{0\}\right)$, and we have: $\forall x \in \mathbb{R}^{d} \backslash\{0\}, \quad \sum_{k \in \mathbb{Z}} \rho\left(D_{-k} x\right)=1$.

Proof. For $p \in \mathbb{Z}$, we denote by $\operatorname{Int}\left(\Gamma_{p} \cup \Gamma_{p+1}\right)$ the interior of $\Gamma_{p} \cup \Gamma_{p+1}$. Since $\mathbb{R}^{d} \backslash\{0\}=$ $\cup_{p \in \mathbb{Z}} \operatorname{Int}\left(\Gamma_{p} \cup \Gamma_{p+1}\right)$, it suffices to check that $\phi$ is $\mathcal{C}^{\infty}$ on the open subset $\operatorname{Int}\left(\Gamma_{p} \cup \Gamma_{p+1}\right)$. Let $x \in \operatorname{Int}\left(\Gamma_{p} \cup \Gamma_{p+1}\right)$, namely: $\frac{1}{4^{p+2}}<|w(x)|<\frac{1}{4^{p}}$, and let $k \leq p-2$. Since $\frac{1}{4^{p}} \leq \frac{1}{16} \frac{1}{4^{k}}$, we have $|w(x)|<\frac{1}{8} \frac{1}{4^{k}}$. Thus $x \notin \widetilde{\Gamma_{k}}$, and so $\gamma\left(D_{-k}(x)\right)=0$. Similarly, if $k \geq p+3$, then $4 \frac{1}{4^{k}} \leq \frac{1}{4^{p+2}}$, thus $|w(x)|>2 \frac{1}{4^{k}}$, and so $x \notin \widetilde{\Gamma_{k}}$ and $\gamma\left(D_{-k}(x)\right)=0$. It follows that the restriction of $\phi$ to $\operatorname{Int}\left(\Gamma_{p} \cup \Gamma_{p+1}\right)$ is the finite sum $\sum_{k=p-1}^{p+2} \gamma \circ D_{-k}$. This proves the first point of Proposition A.1. The two last assertions are obvious.

## A. 2 Proof of Proposition 2

Recall that $r>0$, that $k_{0} \in \mathbb{N}^{*}$ is such that $\frac{\sqrt{2}}{2^{k_{0}-1}}<r$, and that $\Gamma_{k} \subset B_{r}$ for all $k \geq k_{0}-1$. Define

$$
\mathcal{C}:=\cup_{j \geq k_{0}+1} \Gamma_{j}=\left\{x \in \mathbb{R}^{d}, 0<|w(x)| \leq 4^{-\left(k_{0}+1\right)}\right\}
$$

and set $r^{\prime}=2^{-1 / 2} 4^{-\left(k_{0}+1\right)}$. Then it can be easily seen that $B\left(0, r^{\prime}\right) \backslash\{0\} \subset \mathcal{C} \subset \overline{\mathcal{C}} \subset B_{r}$. Let us consider $\eta \in \mathcal{C}_{b}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}\right)$, compactly supported in $\overline{\mathcal{C}}$, such that we have:

$$
\forall x \in B\left(0, r^{\prime}\right), \quad \eta(x)=1
$$

Recall that $m_{d}:=\max (2,(d-1) / 2)$. Let $m>m_{d}$ and let $\theta$ and $v$ be complex-valued functions on $B_{r}$ satisfying the hypotheses of Proposition 2. Recall that $q:=1_{B_{r}} \theta / v$. The function $q_{1}:=(1-\eta) q$ is in $\mathcal{C}_{b}^{\lfloor m\rfloor}\left(\mathbb{R}^{d}, \mathbb{C}\right)$ and is compactly supported in $\bar{K}_{r^{\prime}, r}$. Moreover its restriction to $K_{r^{\prime}, r}$ is in $\mathcal{C}_{b}^{m}\left(K_{r^{\prime}, r}, \mathbb{C}\right)$. It follows from Proposition 1 applied with $\mathcal{O}=K_{r^{\prime}, r}$ and $u=q_{1}$ that $\lim _{\|a\| \rightarrow+\infty}\|a\|^{(d-1) / 2} \hat{q}_{1}(a)=0($ use $m>(d-1) / 2)$.

From the previous remark and the fact that $\eta \theta$ satisfies the same hypotheses as $\theta$, it suffices to prove Proposition 2 in the case when $q$ is compactly supported in $\overline{\mathcal{C}}$. From now on, in addition to the assumptions of Proposition 2, we assume that $q$ is compactly supported in $\overline{\mathcal{C}}$.

To prove that $q$ is integrable and to estimate $\hat{q}$, we use Proposition A.1. Observe that

$$
D_{-k}(\mathcal{C})=\cup_{j \geq k_{0}+1} D_{-k}\left(\Gamma_{j}\right)=\cup_{\ell \geq k_{0}+1-k} \Gamma_{\ell}
$$

Hence, if $k \leq k_{0}-1$, then $D_{-k}(\mathcal{C}) \subset \cup_{\ell \geq 2} \Gamma_{\ell}$. Since $\widetilde{\Gamma_{0}}$ and $\cup_{\ell \geq 2} \Gamma_{\ell}$ are disjoint, it follows from Proposition A. 1 that, for each $k \leq k_{0}-1$, the function $\rho \circ D_{-k}$ vanishes on $\mathcal{C}$. Moreover we have $q(x)=0$ if $x \notin \mathcal{C} \cup\{0\}$. Thus

$$
\forall x \in \mathbb{R}^{d} \backslash\{0\}, \quad q(x)=\sum_{k=k_{0}}^{+\infty} \rho\left(D_{-k} x\right) q(x)
$$

For each $k \geq k_{0}$, we set:

$$
\forall x \in \mathbb{R}^{d}, \quad \psi_{k}(x):=\left\{\begin{array}{cl}
\rho(x) q\left(D_{k} x\right) & \text { if } x \in \widetilde{\Gamma_{0}} \\
0 & \text { if } x \notin \widetilde{\Gamma_{0}}
\end{array}=\left\{\begin{array}{cl}
\rho(x) \frac{\theta_{k}(x)}{v_{k}(x)} & \text { if } x \in \widetilde{\Gamma_{0}} \\
0 & \text { if } x \notin \widetilde{\Gamma_{0}}
\end{array}\right.\right.
$$

The following proposition is the key statement to prove Proposition 2.

Proposition A. 2 For each $k \geq k_{0}$, we have $\psi_{k} \in \mathcal{C}_{b}^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right)$, and there exists $K>0$ such that: $\forall k \geq k_{0},\left\|\psi_{k}\right\|_{m, \widetilde{\Gamma_{0}}} \leq K 2^{\bar{k}}$.

The proof of Proposition A. 2 is postponed in Subsection A.4.
Proof of Proposition 2. Let $k \geq k_{0}$. Setting $t=D_{-k} x$ and using Proposition A.2, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{d}} \rho\left(D_{-k} x\right)|q(x)| d x=\left(\frac{1}{2^{k}}\right)^{d+1} \int_{\mathbb{R}^{d}} \rho(t)\left|q\left(D_{k} t\right)\right| d t \leq \frac{K L_{d}\left(\widetilde{\Gamma_{0}}\right)}{2^{k d}} \tag{51}
\end{equation*}
$$

Thus $\sum_{k \geq k_{0}} \int_{\mathbb{R}^{d}} \rho\left(D_{-k} x\right)|q(x)| d x<\infty$. So $q$ is integrable, and we have for all $a \in \mathbb{R}^{d}$ :

$$
\begin{align*}
\hat{q}(a):=\int_{\mathbb{R}^{d}} q(x) e^{-i\langle x, a\rangle} d x & =\sum_{k=k_{0}}^{+\infty} \int_{\mathbb{R}^{d}} \rho\left(D_{-k} x\right) q(x) e^{-i\langle x, a\rangle} d x \\
& =\sum_{k=k_{0}}^{+\infty}\left(\frac{1}{2^{k}}\right)^{d+1} \int_{\mathbb{R}^{d}} \rho(t) q\left(D_{k} t\right) e^{-i\left\langle t, D_{k} a\right\rangle} d t \\
& =\sum_{k=k_{0}}^{+\infty}\left(\frac{1}{2^{k}}\right)^{d+1} \widehat{\psi_{k}}\left(D_{k} a\right) \tag{52}
\end{align*}
$$

From Proposition A. 2 and Proposition 1 applied with $u:=\psi_{k}$ and $\mathcal{O}:=\operatorname{Int}\left(\widetilde{\Gamma_{0}}\right)$, one can deduce the following property.

$$
\begin{equation*}
\forall k \geq k_{0}, \quad \forall b \in \mathbb{R}^{d}, \quad\|b\|^{m}\left|\widehat{\psi_{k}}(b)\right| \leq C K 2^{k} \tag{53}
\end{equation*}
$$

Moreover Proposition A. 2 gives with $K^{\prime}:=K L_{d}\left(\widetilde{\Gamma_{0}}\right): \forall k \geq k_{0}, \forall b \in \mathbb{R}^{d},\left|\widehat{\psi_{k}}(b)\right| \leq K^{\prime} 2^{k}$. Then, from (53) and $m>\frac{d-1}{2}$, we obtain

$$
\forall k \geq k_{0}, \quad \forall b \in \mathbb{R}^{d}, \quad\|b\|^{\frac{d-1}{2}}\left|\widehat{\psi_{k}}(b)\right| \leq\left(\|b\|^{m}+1\right)\left|\widehat{\psi_{k}}(b)\right| \leq\left(C K+K^{\prime}\right) 2^{k}
$$

Let $a \in \mathbb{R}^{d}$. By using the fact that $\|a\| \leq 4^{k}\left\|D_{k} a\right\|$, we obtain for all $k \geq k_{0}$

$$
\begin{equation*}
\|a\|^{\frac{d-1}{2}}\left(\frac{1}{2^{k}}\right)^{d+1}\left|\widehat{\psi_{k}}\left(D_{k} a\right)\right| \leq\left(4^{k}\right)^{\frac{d-1}{2}}\left(\frac{1}{2^{k}}\right)^{d+1}\left(C K+K^{\prime}\right) 2^{k}=\frac{C K+K^{\prime}}{2^{k}} \tag{54}
\end{equation*}
$$

from which we deduce that

$$
\lim _{k_{1} \rightarrow+\infty}\|a\|^{\frac{d-1}{2}}\left|\sum_{k=k_{1}}^{+\infty}\left(\frac{1}{2^{k}}\right)^{d+1} \widehat{\psi_{k}}\left(D_{k} a\right)\right|=0 \text { uniformly in } a \in \mathbb{R}^{d}
$$

By (53), we have $\forall a \in \mathbb{R}^{d} \backslash\{0\},\left|\widehat{\psi_{k}}\left(D_{k} a\right)\right| \leq \frac{4^{k m} C 2^{k}}{\|a\|^{m}}$, and since $m>\frac{d-1}{2}$, we obtain

$$
\forall k_{1}>k_{0}, \quad \lim _{\|a\| \rightarrow+\infty}\|a\|^{\frac{d-1}{2}} \sum_{k=k_{0}}^{k_{1}-1}\left(\frac{1}{2^{k}}\right)^{d+1} \widehat{\psi_{k}}\left(D_{k} a\right)=0
$$

From (52) and from the two previous properties, it follows that $\lim _{\|a\| \rightarrow+\infty}\|a\|^{\frac{d-1}{2}} \hat{q}(a)=0$, as claimed in Proposition 2.

## A. 3 Proof of Proposition 3

Here the function $q$ is defined by $q:=1_{B_{r}} \theta /(v \tilde{v})$, with $\theta, v$ and $\tilde{v}$ satisfying the hypotheses of Proposition 3. As above one may suppose that $q$ is compactly supported in $\overline{\mathcal{C}}$. The proof of Proposition 3 is then similar to the previous one, up to the following changes. First the function $\psi_{k}(\cdot)$ is replaced with:

$$
\forall x \in \mathbb{R}^{d}, \quad \widetilde{\psi}_{k}(x):=\left\{\begin{array}{c}
\rho(x) \theta_{k}(x) /\left(v_{k}(x) \tilde{v}_{k}(x)\right) \quad \text { if } x \in \widetilde{\Gamma_{0}} \\
0 \quad \text { if } x \notin \widetilde{\Gamma_{0}}
\end{array}\right.
$$

Second, Proposition A. 2 is replaced with the following one (proved in Subsection A.4):
Proposition A. 3 For each $k \geq k_{0}$, we have $\widetilde{\psi}_{k} \in \mathcal{C}_{b}^{m}\left(\mathbb{R}^{d}, \mathbb{C}\right)$, and there exists $L>0$ such that, for all $k \geq k_{0}$, we have $\left\|\widetilde{\psi}_{k}\right\|_{m, \widetilde{\Gamma_{0}}} \leq L\left(2^{k}\right)^{2-\nu}$ with $\nu:=\min (m-2,1)$.

Note that $\nu>0$ since $m>m_{d} \geq 2$ by hypothesis. Next the term $O\left(2^{-k d}\right)$ in (51) is replaced with $O\left(2^{-k(d-1+\nu)}\right)$ : this yields the integrability of $q$ and a formula analogous to (52). The term $O\left(2^{k}\right)$ of (53) is replaced with $O\left(2^{k(2-\nu)}\right)$ : this gives the property analogous to (54) with $O\left(2^{-k \nu}\right)$ (in place of $O\left(2^{-k}\right)$ ). We can then conclude as above.

## A. 4 Proof of Propositions A. 2 and A. 3

For any $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$, we set $\alpha!:=\alpha_{1}!\ldots \alpha_{d}!$. If $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right) \in \mathbb{N}^{d}$, the notation $\alpha \leq \gamma$ means: $\forall i=1, \ldots, d, \alpha_{i} \leq \gamma_{i}$. We shall use Leibniz's formula, namely: if $\Omega$ is an open subset of $\mathbb{R}^{d}$ and if $\gamma \in \mathbb{N}^{d}$ is such that $|\gamma|:=\gamma_{1}+\ldots+\gamma_{d} \leq k\left(k \in \mathbb{N}^{*}\right)$, then we have for all $f, g \in \mathcal{C}_{b}^{k}(\Omega, \mathbb{C})$

$$
\begin{equation*}
\partial^{\gamma}(f \cdot g)=\sum_{\beta \leq \gamma}\binom{\gamma}{\beta} \partial^{\beta} f \partial^{\gamma-\beta} g \tag{55}
\end{equation*}
$$

where $\binom{\gamma}{\beta}=\frac{\gamma!}{\beta!(\gamma-\beta)!}$ We shall also use repeatedly the following lemma.
Lemma A. 1 Let $\sigma \in] 0,1]$ and let $\mathcal{O}$ be an open subset of $\mathbb{R}^{d}$. For any $f, g \in \mathcal{C}{ }_{b}^{\sigma}(\mathcal{O}, \mathbb{C})$, we have $f g \in \mathcal{C}_{b}^{\sigma}(\mathcal{O}, \mathbb{C})$ and $[f g]_{\sigma, \mathcal{O}} \leq\|f\|_{0, \mathcal{O}}[g]_{\sigma, \mathcal{O}}+\|g\|_{0, \mathcal{O}}[f]_{\sigma, \mathcal{O}}$.

Recall that $\widetilde{\Gamma_{0}}=\left\{x \in \mathbb{R}^{d}: 1 / 8 \leq|w(x)| \leq 2\right\}$ and that, for any function $u: B_{r} \rightarrow \mathbb{C}$, we have set: $\forall k \in \mathbb{N}, \forall x \in B_{r}, u_{k}(x)=u\left(D_{k} x\right)$. Observe that all the partial derivatives of the function $\rho(\cdot)$ are bounded on $\widetilde{\Gamma_{0}}$. From this fact and from (55), Propositions A. 2 and A. 3 easily follow from the next Lemmas A.2, A. 3 and A.4.

Below we denote by $\theta, v, \tilde{v}$ three functions from $B_{r}$ into $\mathbb{C}$, we consider a real number $m>2$, and we set $\tau:=m-\lfloor m\rfloor$.

Lemma A. 2 If $\theta \in \mathcal{C}_{b}^{m}\left(B_{r}, \mathbb{C}\right)$ satisfies $\theta(0)=0$, then there exist a constant $C>0$ such that, for all $k \geq k_{0}$, we have

$$
\begin{array}{ll}
|\beta| \leq\lfloor m\rfloor & \Rightarrow
\end{array}\left\|\partial^{\beta} \theta_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq C 2^{-k}, ~=\left[\partial^{\beta} \theta_{k}\right]_{\tau, \widetilde{\Gamma_{0}}} \leq C 2^{-k}
$$

Proof. Since the first partial derivatives of $\theta$ are bounded on $B_{r}$, there exists $M>0$ such that: $\forall x \in B_{r},|\theta(x)| \leq M\|x\|$. From (48), it follows that $\left\|\theta_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq M \sqrt{2} / 2^{k-1}$. Let $\beta \in \mathbb{N}^{d}$ such that $1 \leq|\beta| \leq\lfloor m\rfloor$, and let $x \in B_{r}$. We have $\left|\partial^{\beta} \theta_{k}(x)\right| \leq \frac{1}{2^{k|\beta|} \mid}\left|\partial^{\beta} \theta\left(D_{k} x\right)\right|$. So (56a) follows from the fact that the partial derivatives of $\theta$ of order $j=1, \ldots,\lfloor m\rfloor$ are bounded on $B_{r}$. Now assume that $|\beta|=\lfloor m\rfloor \geq 2$. Then we have for all $(x, y) \in \widetilde{\Gamma_{0}} \times \widetilde{\Gamma_{0}}$ :

$$
\left|\left(\partial^{\beta} \theta_{k}\right)(x)-\left(\partial^{\beta} \theta_{k}\right)(y)\right| \leq 4^{-k}\left|\left(\partial^{\beta} \theta\right)\left(D_{k} x\right)-\left(\partial^{\beta} \theta\right)\left(D_{k} y\right)\right| \leq 4^{-k}\left[\partial^{\beta} \theta\right]_{\tau, B_{r}}\|x-y\|^{\tau}
$$

hence we have (56b).

Lemma A. 3 If $\theta \in \mathcal{C}_{b}^{m}\left(B_{r}, \mathbb{C}\right)$ satisfies $\theta(0)=0$ and if all the first and second partial derivatives of $\theta$ vanish at 0 , then there exist a constant $D>0$ such that, for all $k \geq k_{0}$, we have with $\nu:=\min (m-2,1)$ :

$$
\begin{align*}
& |\beta| \leq\lfloor m\rfloor \quad \tag{57a}
\end{align*} \quad \Rightarrow \quad\left\|\partial^{\beta} \theta_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq D 2^{-k(2+\nu)}, \quad\left[\partial^{\beta} \theta_{k}\right]_{\tau, \widetilde{\Gamma_{0}}} \leq D 2^{-k(2+\nu)} .
$$

Proof. By hypothesis we have $\theta(0)=0,\left(\partial_{j} \theta\right)(0)=0$, and $\left(\partial_{j \ell}^{2} \theta\right)(0)=0$ for every $(j, \ell) \in$ $\{1, \ldots, d\}^{2}$. If $|\beta| \leq 2$, then (57a) holds since there exists a constant $K_{\beta}>0$ such that: $\forall x \in B_{r},\left|\partial^{\beta} \theta(x)\right| \leq K_{\beta}\|x\|^{2+\nu-|\beta|}$. For $2<|\beta| \leq\lfloor m\rfloor,(57 \mathrm{a})$ is obvious. Now assume that $|\beta|=\lfloor m\rfloor$. Let $(x, y) \in{\widetilde{\Gamma_{0}}}^{2}$. We have

$$
\begin{aligned}
\left|\left(\partial^{\beta} \theta_{k}\right)(x)-\left(\partial^{\beta} \theta_{k}\right)(y)\right| & \leq 2^{-k\lfloor m\rfloor}\left|\left(\partial^{\beta} \theta\right)\left(D_{k} x\right)-\left(\partial^{\beta} \theta\right)\left(D_{k} y\right)\right| \\
& \leq 2^{-k\lfloor m\rfloor}\left[\partial^{\beta} \theta\right]_{\tau, B_{r}}\left(\frac{1}{2^{k}}\right)^{\tau}\|x-y\|^{\tau}
\end{aligned}
$$

Since $\lfloor m\rfloor+\tau=m$, this gives (57b).

Sublemma A. 1 If $v \in \mathcal{C}^{m}\left(B_{r}, \mathbb{C}\right)$ satisfies (21) and (22), then there exist $c, c^{\prime}, c^{\prime \prime}>0$ such that, for all $k \geq k_{0}$, we have:

$$
\begin{array}{rll}
|\beta| \leq\lfloor m\rfloor & \Rightarrow & \left\|\partial^{\beta} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq c 4^{-k} \\
|\beta| \leq\lfloor m\rfloor-1 & \Rightarrow & {\left[\partial^{\beta} v_{k}\right]_{1, \widetilde{\Gamma_{0}}} \leq c^{\prime} 4^{-k}} \\
|\beta|=\lfloor m\rfloor & \Rightarrow & {\left[\partial^{\beta} v_{k}\right]_{\tau, \widetilde{\Gamma_{0}}} \leq c^{\prime \prime} 4^{-k}} \tag{58c}
\end{array}
$$

Proof. From (22), we obtain $\left|v_{k}(x)\right| \leq b\left|w\left(D_{k} x\right)\right| \leq b 4^{-k}|w(x)|$, hence $\left\|v_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq 2 b 4^{-k}$. Moreover we have $\forall x \in B_{r},\left(\partial_{1} v_{k}\right)(x)=4^{-k}\left(\partial_{1} v\right)\left(D_{k} x\right)$, thus $\left\|\partial_{1} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq 4^{-k}\left\|\partial_{1} v\right\|_{0, B_{r}}$. Next we have: $\forall j \in\{2, \ldots, d\}, \forall x \in B_{r},\left(\partial_{j} v_{k}\right)(x)=2^{-k}\left(\partial_{j} v\right)\left(D_{k} x\right)$. From (21) and the mean value inequality (notice that the second order partial derivatives of $v$ are bounded on $B_{r}$ ), there exists $M>0$ such that: $\forall x \in B_{r},\left|\left(\partial_{j} v\right)(x)\right| \leq M\|x\|$. From (48), it follows that $\left\|\partial_{j} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq M 2 \sqrt{2} 4^{-k}$. This proves (58a) for $|\beta|=1$. Now, if $2 \leq|\beta| \leq\lfloor m\rfloor$, then

$$
\forall x \in B_{r}, \quad\left(\partial^{\beta} v_{k}\right)(x)=\left(\frac{1}{2^{k}}\right)^{\beta_{1}}\left(\frac{1}{4^{k}}\right)^{\beta_{2}+\ldots+\beta_{d}}\left(\partial^{\beta} v\right)\left(D_{k} x\right)
$$

and therefore we have $\left\|\partial^{\beta} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq \frac{1}{4^{k}}\left\|\partial^{\beta} v\right\|_{0, B_{r}}$. The proof of (58a) is then complete.
Let us first prove (58b) in case $\beta=0$. Set $V(x)=v(x)-\left(\partial_{1} v\right)(0) x_{1}$ for $x \in B_{r}$. We have $\left(\partial_{1} V\right)(0)=0$, and $\left(\partial_{2} V\right)(0)=\cdots=\left(\partial_{d} V\right)(0)=0$ thanks to (21). So there exists $M>0$ such that: $\forall j \in\{1, \ldots, d\}, \forall x \in B_{r},\left|\left(\partial_{j} V\right)(x)\right| \leq M\|x\|$. This fact and the mean value inequality applied on $B\left(0, \frac{\sqrt{2}}{2^{k-1}}\right)$ imply that there exists $C^{\prime}>0$ such that we have: $\forall(x, y) \in{\widetilde{\Gamma_{0}}}^{2},\left|V\left(D_{k} x\right)-V\left(D_{k} y\right)\right| \leq \frac{C^{\prime}}{2^{k}}\left\|D_{k} x-D_{k} y\right\|$. Since $v_{k}(x)=V\left(D_{k} x\right)+\left(\partial_{1} v\right)(0) \frac{x_{1}}{4^{k}}$, we obtain $\left|v_{k}(x)-v_{k}(y)\right| \leq \frac{C^{\prime \prime}}{4^{k}}\|x-y\|$ for some $C^{\prime \prime}>0$. Thus $\left[v_{k}\right]_{1, \widetilde{\Gamma_{0}}} \leq \frac{C^{\prime \prime}}{4^{k}}$.

Now we establish (58b) in case $|\beta| \in\{1, \ldots,\lfloor m\rfloor-1\}$. Since all the partial derivatives of order $|\beta|+1$ of $v$ are bounded on $B_{r}$, there exists $M>0$ such that we have for all $(x, y) \in{\widetilde{\Gamma_{0}}}^{2}$ :

$$
\begin{aligned}
\left|\left(\partial^{\beta} v_{k}\right)(x)-\left(\partial^{\beta} v_{k}\right)(y)\right| \leq \frac{1}{2^{|\beta| k}}\left|\left(\partial^{\beta} v\right)\left(D_{k} x\right)-\left(\partial^{\beta} v\right)\left(D_{k} y\right)\right| & \leq M 2^{-|\beta| k}\left\|D_{k} x-D_{k} y\right\| \\
& \leq M 4^{-k}\|x-y\|
\end{aligned}
$$

This yields (58b). The proof of (58c) is similar to that of (56b).
Lemma A. 4 If $v \in \mathcal{C}_{b}^{m}\left(B_{r}, \mathbb{C}\right)$ satisfies (21) and (22), then there exist a constant $E>0$ such that, for all $k \geq k_{0}$, we have

$$
\begin{align*}
& |\beta| \leq\lfloor m\rfloor \quad \tag{59a}
\end{align*} \quad \Rightarrow \quad\left\|\partial^{\beta}\left(1 / v_{k}\right)\right\|_{0, \widetilde{0_{0}}} \leq E 4^{k} .
$$

Proof. From (22) and (49), we have $\left\|1 / v_{k}\right\|_{0, \widetilde{\Gamma_{0}}} \leq \frac{2.4^{k+1}}{a}$. Let $j \in\{1, \ldots, d\}$. From (58a) and the previous inequality, we obtain

$$
\left\|\partial_{j}\left(\frac{1}{v_{k}}\right)\right\|_{0, \widetilde{\Gamma_{0}}} \leq\left(\left\|\partial_{j} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}}\right)\left(\left\|\frac{1}{v_{k}}\right\|_{0, \widetilde{\Gamma_{0}}}^{2}\right) \leq \frac{c}{4^{k}} \frac{4^{2 k+3}}{a^{2}}=\frac{64 c}{a^{2}} 4^{k} .
$$

Now, let us proceed by induction. Let $\ell \in\{1, \ldots,\lfloor m\rfloor-1\}$, and assume that, for all $\beta \in \mathbb{N}^{d}$ such that $|\beta| \leq \ell$, there exists $C_{\beta}>0$ such that $\left\|\partial^{\beta}\left(\frac{1}{v_{k}}\right)\right\|_{0, \widetilde{\Gamma_{0}}} \leq C_{\beta} 4^{k}$. Let $\gamma \in \mathbb{N}^{d}$ such that $|\gamma|=\ell+1$. Since $\partial^{\gamma}\left(v_{k}^{-1} \cdot v_{k}\right)=0$, Leibniz's formula gives:

$$
\begin{equation*}
\partial^{\gamma}\left(\frac{1}{v_{k}}\right)=-\frac{1}{v_{k}} \sum_{\beta \leq \gamma, \beta \neq \gamma}\binom{\gamma}{\beta} \partial^{\beta}\left(\frac{1}{v_{k}}\right) \cdot \partial^{\gamma-\beta}\left(v_{k}\right) . \tag{60}
\end{equation*}
$$

Thus we have (use the induction hypothesis and (58a)):

$$
\begin{aligned}
\left\|\partial^{\gamma}\left(\frac{1}{v_{k}}\right)\right\|_{0, \widetilde{\Gamma_{0}}} & \leq\left\|\frac{1}{v_{k}}\right\|_{0, \widetilde{\Gamma_{0}}} \sum_{\beta \leq \gamma, \beta \neq \gamma}\binom{\gamma}{\beta}\left(\left\|\partial^{\beta}\left(\frac{1}{v_{k}}\right)\right\|_{0, \widetilde{\Gamma_{0}}}\right)\left(\left\|\partial^{\gamma-\beta}\left(v_{k}\right)\right\|_{0, \widetilde{\Gamma_{0}}}\right) \\
& \leq \frac{24^{k+1}}{a} \sum_{\beta \leq \gamma, \beta \neq \gamma}\binom{\gamma}{\beta} C_{\beta} 4^{k} \frac{c}{4^{k}} \\
& \leq\left(\frac{8 c}{a} \sum_{\beta \leq \gamma, \beta \neq \gamma}\binom{\gamma}{\beta} C_{\beta}\right) 4^{k} .
\end{aligned}
$$

The proof of (59a) is complete. To prove (59b), we need the following.
Sublemma A. 2 Under the hypotheses of Lemma A.4, there exist a constant $c>0$ such that, for all $k \geq k_{0}$, we have

$$
\begin{equation*}
|\beta| \leq\lfloor m\rfloor-1 \quad \Rightarrow \quad\left[\partial^{\beta}\left(1 / v_{k}\right)\right]_{1, \widetilde{\Gamma_{0}}} \leq c 4^{k} \tag{61}
\end{equation*}
$$

Proof. If $\beta=0$, then we have for all $(x, y) \in{\widetilde{\Gamma_{0}}}^{2}$ (use (58b) and proceed as for (59a))

$$
\left|\frac{1}{v_{k}(x)}-\frac{1}{v_{k}(y)}\right|=\frac{\left|v_{k}(x)-v_{k}(y)\right|}{\left|v_{k}(x) \| v_{k}(y)\right|} \leq \frac{1}{a^{2}} 4^{2 k+3}\left[v_{k}\right]_{1, \widetilde{\Gamma_{0}}}\|x-y\| \leq \frac{64 c^{\prime}}{a^{2}} 4^{k}\|x-y\|
$$

Hence $\left[\frac{1}{v_{k}}\right]_{1, \widetilde{\Gamma_{0}}} \leq 64 c^{\prime} 4^{k} / a^{2}$. Now, let us consider the case $|\beta|=1$. Let $j \in\{1, \ldots, d\}$. By using Lemma A.1, (58a) (59a) and the previous inequality, we obtain

$$
\begin{aligned}
{\left[\partial_{j} \frac{1}{v_{k}}\right]_{1, \widetilde{\Gamma_{0}}}=\left[\left(\partial_{j} v_{k}\right) \cdot \frac{1}{v_{k}^{2}}\right]_{1, \widetilde{\Gamma_{0}}} } & \leq\left\|\partial_{j} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}}\left[\frac{1}{v_{k}^{2}}\right]_{1, \widetilde{\Gamma_{0}}}+\left[\partial_{j} v_{k}\right]_{1, \widetilde{\Gamma_{0}}}\left\|\frac{1}{v_{k}^{2}}\right\|_{0, \widetilde{\Gamma_{0}}} \\
& \leq\left\|\partial_{j} v_{k}\right\|_{0, \widetilde{\Gamma_{0}}}\left(2\left\|\frac{1}{v_{k}}\right\|_{0, \widetilde{\Gamma_{0}}}\left[\frac{1}{v_{k}}\right]_{1, \widetilde{\Gamma_{0}}}+\left[\partial_{j} v_{k}\right]_{1, \widetilde{\Gamma_{0}}}\left(\left\|\frac{1}{v_{k}}\right\|_{0, \widetilde{\Gamma_{0}}}\right)^{2}\right. \\
& \leq 2 \frac{c}{4^{k}} d 4^{k} \frac{64 c^{\prime}}{a^{2}} 4^{k}+\frac{c^{\prime}}{4^{k}}\left(d 4^{k}\right)^{2}:=c^{\prime \prime \prime} 4^{k}
\end{aligned}
$$

This gives (61) for $|\beta|=1$. To complete the proof of (61), let us again proceed by induction. Assume that, for some $\ell \in\{1, \ldots,\lfloor m\rfloor-2\}$ and for all $\beta \in \mathbb{N}^{d}$ such that $|\beta| \leq \ell$, there exists $D_{\beta}>0$ such that

$$
\begin{equation*}
\left[\partial^{\beta}\left(\frac{1}{v_{k}}\right)\right]_{1, \widetilde{\Gamma_{0}}} \leq D_{\beta} 4^{k} \tag{62}
\end{equation*}
$$

Let $\gamma \in \mathbb{N}^{d}$ such that $|\gamma|=\ell+1$, and let $\beta \leq \gamma$ such that $\beta \neq \gamma$. By applying Lemma A.1, we get (below $\|\cdot\|_{0}$ and $[\cdot]_{1}$ stand for $\|\cdot\|_{0, \widetilde{\Gamma_{0}}}$ and $[\cdot]_{1, \widetilde{\Gamma_{0}}}$ respectively) :

$$
\begin{aligned}
{\left[\frac{1}{v_{k}} \cdot \partial^{\beta}\left(\frac{1}{v_{k}}\right) \cdot \partial^{\gamma-\beta}\left(v_{k}\right)\right]_{1} \leq } & {\left[\frac{1}{v_{k}}\right]_{1}\left\|\partial^{\beta}\left(\frac{1}{v_{k}}\right) \cdot \partial^{\gamma-\beta}\left(v_{k}\right)\right\|_{0}+\left\|\frac{1}{v_{k}}\right\|_{0}\left[\partial^{\beta}\left(\frac{1}{v_{k}}\right) \cdot \partial^{\gamma-\beta}\left(v_{k}\right)\right]_{1} } \\
\leq & {\left[\frac{1}{v_{k}}\right]_{1}\left\|\partial^{\beta}\left(\frac{1}{v_{k}}\right)\right\|_{0}\left\|\partial^{\gamma-\beta}\left(v_{k}\right)\right\|_{0} } \\
& +\left\|\frac{1}{v_{k}}\right\|_{0}\left(\left[\partial^{\beta}\left(\frac{1}{v_{k}}\right)\right]_{1}\left\|\partial^{\gamma-\beta}\left(v_{k}\right)\right\|_{0}+\left\|\partial^{\beta}\left(\frac{1}{v_{k}}\right)\right\|_{0}\left[\partial^{\gamma-\beta}\left(v_{k}\right)\right]_{1}\right) .
\end{aligned}
$$

From (58a) (58b) (59a) and (62) (observe that $|\beta| \leq \ell$ ), we get $\left[\frac{1}{v_{k}} \partial^{\beta}\left(\frac{1}{v_{k}}\right) \partial^{\gamma-\beta}\left(v_{k}\right)\right]_{1} \leq L_{\beta} 4^{k}$ for some $L_{\beta}>0$. From (60), it follows that $\left[\partial^{\gamma}\left(\frac{1}{v_{k}}\right)\right]_{1, \widetilde{\Gamma_{0}}} \leq D_{\gamma} 4^{k}$ for some $D_{\gamma}>0$.

Finally we prove (59b). Let $\gamma \in \mathbb{N}^{d}$ be such that $|\gamma|=\lfloor m\rfloor$. If $\beta \leq \gamma, \beta \neq 0, \beta \neq \gamma$ (thus $|\beta| \leq\lfloor m\rfloor-1$ and $|\gamma-\beta| \leq\lfloor m\rfloor-1)$, we have $\left[\frac{1}{v_{k}} \partial^{\beta}\left(\frac{1}{v_{k}}\right) \partial^{\gamma-\beta}\left(v_{k}\right)\right]_{1, \widetilde{\Gamma_{0}}} \leq E 4^{k}$ for some $E>0$ (use Lemma A. 1 as above and (58a) (58b) (59a) (61)). Set

$$
s_{k}=-\frac{1}{v_{k}} \sum_{\beta \leq \gamma, \beta \neq 0, \beta \neq \gamma}\binom{\gamma}{\beta} \partial^{\beta}\left(\frac{1}{v_{k}}\right) \partial^{\gamma-\beta}\left(v_{k}\right)
$$

The previous remark shows that $\left[s_{k}\right]_{1, \widetilde{\Gamma_{0}}} \leq E^{\prime} 4^{k}$ for some $E^{\prime}>0$. The same inequality holds for $\left[s_{k}\right]_{\tau, \widetilde{\Gamma_{0}}}$ because $\widetilde{\Gamma_{0}}$ is bounded. Finally, from (60), we get $\partial^{\gamma}\left(\frac{1}{v_{k}}\right)=-\frac{1}{v_{k}^{2}} \partial^{\gamma} v_{k}+s_{k}$, and Lemma A. 1 and (59a) (58c) give $\left[\partial^{\gamma} v_{k} / v_{k}^{2}\right]_{\tau, \widetilde{\Gamma_{0}}} \leq E^{\prime \prime} 4^{k}$ for some $E^{\prime \prime}>0$.

Remark A. 1 Lemmas A.2 and A.4, and so Proposition A.2, hold when $m=1$. Consequently the conclusion of Proposition 2 is fulfilled as soon as $m>\max (1,(d-1) / 2)$. However the condition $m>\max (2,(d-1) / 2)$ (i.e. $m>m_{d}$ ) seems to be necessary to prove Proposition 3.
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[^1]:    ${ }^{1}$ This LLT, established by Fourier techniques, extends to $d \geq 2$ the one-dimensional result of [21].

[^2]:    ${ }^{2}$ Recall that $A \in \mathcal{E}$ is said to be $\pi$-full if $\pi(A)=1$, and $Q$-absorbing if $Q(a, A)=1$ for all $a \in A$.
    ${ }^{3}$ The stationarity condition $\mu=\pi$ may be replaced with $d \mu=\phi d \pi$ provided that the density function $\phi$ is in $\mathbb{L}^{p}(\pi)$ for some $p>p_{\varepsilon_{0}}$, with $p_{\varepsilon_{0}} \in(1,+\infty)$ depending on $\varepsilon_{0}$. See [13, cor. 4] for details.
    ${ }^{4}$ For instance this condition holds when $\mu=\pi$ or $\mu$ is the Dirac distribution $\delta_{x}$ at some $x \in E$.

[^3]:    ${ }^{5}$ This condition holds when $X_{0} \sim \delta_{x}$. Under Assumptions (40) (41), it holds for $X_{0} \sim \pi$, see [7, 3].
    ${ }^{6}$ They are derived from the perturbation theorem due to Keller and Liverani [16]: $\lambda_{c}(t)$ is the perturbed eigenvalue of the Fourier operators associated with $\left(X_{n}, S_{n, c}\right)_{n \geq 0}$, while $L_{c}(\cdot)$ and $R_{n, c}(\cdot)$ are linked to some spectral projections.

