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Abstract—Mashups are getting more complex with the addition
of rich-media and real-time services. The new resezh

challenges will be how to guarantee the quality ¢he aggregated
services and how to share them in a collaborative amner. This

paper presents a metadata-based mashup framework ifNext
Generation Wireless Network (NGWN), which guarantee the
quality and supports social interactions. In contrat to existing
quality-assured approaches, the proposed mashup meld
addresses the quality management issue from a neverspective
through defining the Quality of Service (Qo0S) metadta into two

levels: fidelity (user perspective) and modality (pplication

perspective). The quality is assured from quality-aare service
selection and quality-adaptable service delivery. Withermore,

the mashup model is extended for users to annotateervices
collaboratively. The annotation occurs in two wayssocial tagging
(e.g., rating and comments), and QoS attributes (@, device type
and access network etc.). In order to apply this reork-

independent metadata model into NGWN architecture, we

further introduce a new entity named Multimedia Mashup

Engine (MME) which enables seamlessly access to thensces
and Adaptation Decision Taking (ADT). Finally, our prototype

system and the simulation results demonstrate theepformance

of the proposed work.

Keywords-Mashup, Next Generation Wireless Networking,
Quality of Service, Sociality

. INTRODUCTION

The evolution of Web 2.0 has brought a significampact
on the Internet service provisioning by encouragithg
contribution from end-user for contents and sewvicesation.
This phenomenon, termed User Generated Content JW&C

Web and NGN, mobile mashup is promising for thetnex
generation user-driven multimedia delivery [2, 3].

With the proliferation of services available on tinéernet
and the emergence of user-centric technologiedjonsl of
users are able to voluntarily participate in theal@ment of
their own interests and benefits by means of servic
composition [4]. The concept of composition is teate a new
service by combining several existing elementaryises. A
number of composition mechanisms have been propsset
as workflow technique and Atrtificial IntelligencAlj Planning
[5]. However, as most of the existing solutions aatél
professional developer inclined, the arduous dereent task
always discourages users to contribute themseleeshe
service creation process. In this context, mastunich is well
known with its intrinsic advantages of easy and ifatggration,
is a promising choice for the user-driven servioenposition
issues. Generally, the mashup mechanism is provigded
combine non real-time Web services such as trams)atearch
and map etc. by leveraging the programming Appbcat
Programming Interfaces (APIs). With the prolifepati of
mobile devices and wireless networks, real-time iasturce-
consuming multimedia services have been ubiquitmg all-
pervasive. Thus, in this paper we consider mastupisar-
driven multimedia aggregation. We argue that ther-dsiven
multimedia delivery is more challenging than thevmuler-
driven model. Firstly, to non-expert usérgs desirable to have
a mashup model which hides the backend complexity a
simplifies the aggregation process. Moreover, theerging
mashups are getting more and more complicated ttigerich-
media and real-time services are aggregated. Nwless, the
diverse terminals, heterogonous networks as weNaa®us

User Generated Service (UGS), aim to enlarge usgfser requirements constrain multimedia mashupviogaality,

personalization through the “Do IT Yourself (DIYjhanner.
Mashup, as a general term in the UGC/UGS domairmanis
application that incorporates elements coming froore than
one source into an integrated user experiencaMéhnwhile,
in Telecom there is an ongoing process of transdtion and
migration from so called legacy technology to anb#2ed
Next Generation Networking (NGN), or Next Genenatio
Wireless Network (NGWN), which enables people tcess
multimedia anytime and anywhere. With the advantafgan
All-over-IP network, the opportunity for integratioand
convergence is amplified, where the most promire@mple
is the Web-NGN convergence. Toward the convergesfce

especially in the mobile network environment. Therdt
challenge is raised from the sociality point ofwieSince the
great success of social networking has shown trssr u
experiences are enriched by sharing, aggregatimd)tagging
collaboratively, the social phenomena behind mashup
worth being explored.

Our paper presents a NGWN-based mashup framework,
which is featured by an intermediate metadata madtél the
guarantee of quality and the support of socialitye metadata-
based framework brings the benefits in three aspédtstly,
the human-readable metadata is the higher levedrigéen



language compared with programming APIs, which biale
the programming complexity from non-experts. Setgrithe
scalable quality management can be enforced byit§ual
Service (QoS) metadata. The concept of scalabifitythis
paper means that the aggregated media can beethitord
adapted to diverse terminals and heterogeneousretwiith
the assured quality, which aims to provide the bestr
experiences across aggregated multimodal servidasdly,
these metadata entities can be further enrichddbaohtively
by end-users through social annotation. In thisepapve

proposed a context-aware multimedia middleware khic
supports multimedia content filtering, recommenaiatiand
adaptation according to changing context [9, 1Gje Hrticle
[11] described an approach for context-aware ang-Quabled
learning content provisioning. L. Zhou et al. prasd a
context-aware middleware system in heterogeneotisorie
environments, which facilitates diverse multimeséavices by
combining an adaptive service provisioning middlewva
framework with a context-aware multimedia middlesvar
framework [12]. The scheduling and resource allogaissues

propose to extend the CAM4Home metadata as our upashwere discussed for multimedia delivery over wirelegtwork
model. CAM4Home is an ITEA2 project enabling a novel way [13, 14]. However, these systems or solutions bstatgeted

of multimedia provisioning by bundling different pigs of
content and service into bundles on the level dhdeta [6]. In
our solution, rich-media services including videaudio,
image, and even text can be encapsulated as Caltato
Aggregated Multimedia (CAM) Objects, which can thert
aggregated into CAM Bundles. We further proposmtegrate
MPEG-21 metadata within the CAM4Home model.

enforce QoS by two ways, quality-aware servicecsiele at
design-time, and quality-adaptable service deliarmun-time.
The human-readable part of QoS metadata facilits¢egice
selection firstly. Meanwhile it will enable adapiatlelivery.
Prominently, our system supports collaborative gatian. The
annotation occurs in two ways, social tagging (eajing and
comments), and QoS tagging (e.g., device type am@sa
network etc.). The former may facilitate servicdeston,
while the latter will enhance QoS-aware mashup woion.

The rest of the paper is organized as follows. iGedt
reviews the background and related works. In Sedtip we
describe a scenario and present the metadata-basael, in

We

one type of media. When more and more rich-mediaices
are aggregated or composed, the quality issuettimgenore
challenging. In addition, the social phenomena betwusers
are ignored by the past research works.

Typically, a mashup process can be divided inteetsteps:
service selection, service aggregation and sergi@zution.
The quality issue is across these three steps, gmdrich
research efforts are firsty made to QoS-aware iGerv
selection. A composite service can be constructed a
deployed by combining independently developed carapb
services, each one may be offered by differentigess with
different non-functional QoS attributes. A randoeiestion
may not be optimal for its targeted execution esnwinent and
may incur inefficiencies and costs [15]. Therefaeselection
process is needed to identify which constituentises are to
be used to construct a composite service that fests the
QoS requirements of its users. To formally defihe QoS
level required from the selected provider, the levand the
user may engage in negotiation process, which oaltes in

which we illustrate QoS management and social na¢dad the creation of a Service Level Agreement (SLA).eTh

Section IV discusses the approach to apply the datanodel
into the NGN-based service architecture. A protetgystem
and the performance evaluation are described itiobe¥ .
Section VI concludes the paper and presents sosoedsfor
future research.

Il.  RELATED WORK

The past few years have witnessed the great sdicces$s
user-driven model, such as Wikipedia, Blog and Yihd,
which is known as UGC. The next big user-driven ehyyill

management of QoS-based SLAs has become a veme acti
area of research, including the QoS-aware serseription,
composition, and selection [16]. However, QoS-avwsaerice
selection is just the initial step to guarantee goality. The
other two steps may also bring a lot of impactgh® final
quality. Most prominently, the context of servigeation could
be different to that of service execution, espéciah the
mobile environment, where the diverse terminalsgrogonous
networks as well as various user requirements @insthe
multimedia access to low quality. This problem éttipg more
and more complicated when the rich-media services a

happen in the service arena, i.e. UGS. Considerabkarches aggregated. As a result, a scalable model with QoS

have been conducted on mashup and service congpositost
of which utilize Web-based programming technolodies.,
Web  Service Description Language (WSDL)
Representational State  Transfer (REST)) for
implementation. In order to facilitate the creatimhmashup,

management is significantly important for mashugspecially
for the mobile mashups in a highly dynamic service

a?denvironment.
e

Since the mechanism of mashup is to combine data fr

some Web platforms have been proposed by differerflifferent sources, it is desired to have an ovepadllity model
communities, among which Yahoo Pipes [7] and Miofbs across aggregated services. T.C. Thang et al. §1have

Popfly [8] are well-known examples. Nevertheleskese
platforms are far from being popularized for thdioary users
due to their complexity. It is desirable to haveashup model
which hides the backend complexity from user amacpfies

the service creation interface, as well as sasidfiee service
creation variety requirements.

Unlike traditional data services, multimedia seegidace
more challenges in the heterogeneous environmantst of
research works have been conducted in this are¥u £t al.

intensively studied the quality in multimedia deliy. They
identified the quality from two aspects: perceptgaality and
semantic quality. The former known as fidelity refdo a
user’s satisfaction, while the latter is the amafrinformation
the user obtains from the content. The former imetones
referred as Quality of Experience (QoE), while Iditer is as
Information Quality (1Q). In some cases, the peteapquality
of a media service is unacceptable or its semantaity is
much poorer compared with that of a substitute HiydaA



possible solution for this problem is to convert tmodality.
For example, when the available bandwidth is tow ko
support the video streaming service for a footbadlfch, the
text-based statistics service would be more apjatgpthan the
adapted video with poor perceptual quality. Thisisypical
case of video-to-text modality adaptation. Appdgenthe
combination of fidelity and modality can enhanceerus
experiences. Dynamic adaptation is seen as an f{amor
feature enabling terminals and applications to attaphanges
in access network, and available QoS due to mphfitusers,
devices or sessions [20]. The previous researchksvon
multimedia adaptation are more concerned with #regptual
quality from the aspect of end user. However, thtensive
studies in [17-19] state that the semantic quaditpuld be
considered in some cases. They argue that modalityersion
could be a better choice than unrestricted adaptain fidelity.
The Overlapped Content Value (OCV) model is inticmtlin
[17] to represent conceptually both quality and eadibyl
Unfortunately, a quality model for mashup has nebeen
mentioned in the literature. In this paper, we ps®to apply
both fidelity and modality into the quality of magh We
argue that both perceptual quality and semantitityuseed to
be considered in order to provide quality-assurshmg.

Considering video as the most prominent media, ake t
video as the example for quality adaptation. Theme some
issues that cannot be ignored for video adaptasoich as
complexity, flexibility and optimization. In this egard,

across the process of mashup should be furtheromxdl
especially for the quality issue.

In this paper, we present a mashup framework astiidited
in Fig. 1. We enforce the quality by two ways, dfyshware
service selection, and quality-adaptable servidevaty. The
proposed quality model considers both fidelity amadality to
meet QoS requirements in the diverse terminalgrbgéneous
networks as well as dynamic network conditions. We
concentrate on both the user level by specifyingrus
perceivable service parameter and the applicativel | by
adapting multimedia services according to the nesou
availability of terminal and network. Furthermorge extend
the mashup model allowing users to annotate theicesr
collaboratively.

H

Model

Quality
Model

Metadata ‘

Mashup Flow

‘ Selection H Aggregation H Execution ‘

w

Figure 1. Mashup Model

Scalable Video Coding (SVC) has emerged as a phognis

video format. SVC is developed as an extension of m
H.264/MPEG-4 Advance Video Coding (AVC) [21]. SVC ‘
offers spatial, temporal and quality scalabilitesbit-stream This section firstly describes the concept of matadased
level, which enables the easy adaptation of videsdbecting a mashup model through an example scenario, follolethe

MASHUP MODEL

sub-set of the bit-stream. As a result, the SV&téams can
be easily truncated in spatial, temporal, and gudimensions
to meet various constraints of heterogeneous emvienits [19].
The three-dimensional scalability offers a greexibility that

enables customizing video streams for a wide ranfe
terminals and networks. SVC can trallw a very simple, fast
and flexible adaptation to the heterogeneous né&svand

illustration of the model decomposition. The mashupdel is

further decomposed into three essential parts: immodial

service aggregation, metadata-based QoS manageanent
metadata-based social enrichment.

A. Concept of Mashup Model
Let's take “Sports Live Broadcasting” service as an

diverse terminalsM. Eberhard et al. have developed a SVCgyample. The scenario is the last round of thebfdbteague

streaming test bed, which allow dynamic video aalamh [22].
It is desired to apply the advantages of SVC intasimup
coping with the quality issue.

The ubiquitous multimedia results in the overwhelgni
multimedia services where it has become difficaltrétrieve

where more than one team has the chance to wichdrapion.
All teams start playing at the same time. Fansaatehing the
live TV broadcasting of their team. At the samestiithey may
also want to be updated on the information (e.@l,gquenalty,
and red card etc.) of other simultaneous matchesag¥éume

specific ones. Semantic metadata is a solution he t that there are two relevant services from diffenerviders.

overwhelming resources. The lack of semantic métads
becoming a barrier for the in-depth study and veigplication.
Recently, the great success of social networkirsgshawn that
user experiences are enriched by sharing, aggnegadind
tagging collaboratively. Under this trend, folksamo also
known as social tagging or collaborative annotatiraws
more and more attention as a promising source wiastc
metadata. Several works have been launched to iexp
knowledge of the mass in order to improve the casitjom
process by considering either social networks dlialcorative

The first one is an Internet Protocol TV (IPTV) gram
delivering a live football game. The IPTV servicengponent
can be configured by a set of offered alternatiperating
parameters (e.g., frame sizes, frame rates andtbi etc.), by
which IPTV can be adjusted dynamically accordinguser
context. The second one is a real-time literal thcaating
service delivering statistics data synchronizedaltofootball
matches. A user composes the “Sports Live Broaihcgst
mashup containing above two services. Before matfim
session, the quality model firstly selects the iserwersion

environments [23-25]. However, they only make ude oaccording to the static capabilities of terminatsnetworks.

sociality for service selection or recommendatibime sociality

During session, this service element of IPTV carabtlapted
according to dynamic network condition or user grefices.
Moreover, if the adapted IPTV service cannot previtie



expected user-perceived quality, a cross-modaltatiap from
IPTV to Text may occur. Besides the quality adaptatthe
fan can share the metadata-based mashup with dridedfile
sharing and annotate it by comment, rating as agluser-
generated QoS parameters.

B. CAM4Home Metadata

The essential part of mashup model is the multirhod
service aggregation. In this paper, we use CAM4Hom

framework as the metadata model for multimodal iserv
aggregation. The CAM4Home is an

Multimedia (CAM) [6]. The concept of CAM refers to
aggregation and composition of individual multimredontents
into a content bundle that may include referencesontent-
based services and can be delivered as a sembnticherent
set of content and related services over variousnuanication
channels. This project creates a metadata-enabieternt

delivery framework by bundling semantically cohéren
of metadata. The

contents and services on the level
CAM4Home metadata model supports the representafian
wide variety of multimedia content and service iIANC
Element as well as its descriptive metadata. CANEQs the
integrated representation of CAM Element and CAMngnt
Metadata on the association rule “isMetadataOf’. MCA
Bundles are the aggregation of two or more CAM Clisj®on
the association rule “containsCAMODbjectReferenc€EAM

Object and CAM Bundle can be uniquely identified by

“camElementMetadatalD” and “camBundleMetadatalDiy. F
2 illustrates a conceptual view of CAM Bundle andNC

Object. Moreover, some complicated rules such aiapmnd
synchronization are also defined for enhanced agdgan.

CAM Bundle

CAM Object
*« CAM Element
¢ CAM Element Metadata

CAM Object
« CAM Element
¢ CAM Element Metadata

Figure 2. Conceptual view of CAM object and CAM bundle

The taxonomy of CAM Element has two subclasses

Multimedia Element and Service Element. The Multime
Element is the container of a specific multimed@ntent,
which is further divided into four types, documeiage,
audio and video. The Service Element is the coetaof a
specific service. The physical content in CAM Elemés
referred by the attribute “EssenceFileldentifierhigh is a
Universal Resource Locator (URL). The Service Eleime
includes the other attribute “ServiceAccessMethimdlicating
the methods used to access the service. With #tiedtive of
CAM, we use the metadata-based approach for thiemoand
service delivery. The service capabilities are desd by a
CAM object containing Service Element and relateztatiata,
while the converged service is described by a CAldbe

%ich-media aggregation model. Fig. 3 shows an ekafiop the

ITEA2 project
implementing the concept of Collaborative Aggredate

containing several CAM objects of service capabdit For
instance, the attribute “EssenceFileldentifier” dze used to
indicate the Public Service Identity (PSI) of thervice
capability. And the other attribute “ServiceAccessMbd”
indicates the SIP methods (e.g., INVITE) accestiegservice.
However, the described services are not limite&l®-based.
This model can be used to encapsulate any typssraites. In
this paper, the CAM4Home metadata model is adoatethe

aforementioned “Sports Live Broadcasting” service.

CAMElementMetadata
CAMElement 1 1 +ID

¢ +Version
+EssenceFileldentifier

+CreationDateTime
+ServiceAccessMethod

+Title

IPTV Text

Service

Multimedia

+EssenceFileldentifier

Figure 3. CAM4Home metadata example

C. QoS Metadata

It is necessary to provide a quality-guaranteed and
interoperable mashup delivery across various dsviard
heterogeneous networks as well as an optimized afse
underlying delivery network bandwidth and QoS
characteristics. Generally, it is a computing istea process
for adaptation decision-taking involved for choasthe right
set of parameters that yield an adapted versione Th
computational efficiency of adaptation can be dyeathanced
if this process could be simplified, in particulby using
metadata that conveys pre-computed relationshigaekea
feasible adaptation parameters and media chastasri
obtained by selecting them [26]. Moreover, the tguaent of
an interoperable multimedia content adaptation éwork has
become a key issue for coping with this heterodgnef
multimedia content formats, networks and terminals.

Toward this purpose, MPEG-21 Digital Item Adaptatio
(DIA) specifying metadata for assisting adaptatieas been
finalized as part of the MPEG-21 Multimedia Framef27].
MPEG-21 DIA aims to standardize various adaptatilated
metadata including those supporting decision-talkang the
constraint specifications. MPEG-21 DIA specifiessmative
description tools in syntax and semantic to assith the
adaptation. The central tool is the Adaptation a®0S)
representing the metadata supporting decisiongaKihe aim
of AQoS is to select optimal parameter settings Baisfy
constraints imposed by a given external context lewhi
maximizing QoS. The adaptation constraints maypezified
implicitly by a variety of Usage Environment Degtion
(UED) tool describing user characteristics (e.g.erus
information, user preferences, and location), teami



capabilities, network characteristics, and natemlironment
characteristics (e.g., location, time). The comstsacan also be
specified explicity by Universal Constraints Ddptibn
(UCD). Syntactically, the AQoS description consisfstwo
main components: Module and Input Output Pin (IQPin
Module provides a means to select an output vailvengone
or several input values. There are three types ofiutes,
namely, Look-Up Table (LUT), Utility Function (UF)yand
Stack Function (SF). IOPin provides an identifeethiese input
and output values.

The mashup QoS management is proposed on two Jleve

fidelity and modality. The fidelity is to adapt onaf the
aggregated service component adjusting QoS paresnég,
multimedia adaptation with the perceptual qualitgni the
perspective of end-user. The modality is to setbet most
appropriate modality among aggregated multimodaVices
components, i.e., modality conversion with the s#ina
quality from the application point of view. The oa# quality
model is illustrated in Fig. 4. We propose to imétg MPEG-

21 DIA into CAM4Home model enabling QoS management

Originally in MPEG-21 DIA, the output values arélinéd by
Bitstream Syntax Description (BSD) for content-ipdedent

adaptation. However, in the proposed mashup moldel t

adapted target is altered to CAM Bundle. Specificathe
AQoS is embedded in each CAM Object for qualitypdton
as well as for modality adaptation. In this regdat, quality

The proposed model takes advantage of social ntaténla
enrich the sociality of mashup from two aspectsyvise
discovery and QoS management. Accordingly, usees ar
allowed to annotate the services collaborativelywo ways:
social tagging (e.g., rating and comments), and @t®utes
(e.g., device type and access network etc.). Famele, Bob
can tag a CAM entity that is relevant to him andade the
tags he believes best to describe the entity. Byavéards Bob
chooses help organize and categorize the seréreeek in a
way that is meaningful to him. Later, Bob or otmeembers

an use those tags to locate data using the mdahing

eywords. In order to introduce ambiguous sociggitag into
structured metadata, the CAM4Home metadata framewor
defines some attributes of social metadata whicludte social
tag, user comment, and user rating. As mentionedeahs the
second point, the QoS metadata can also be gethdratesers.
For example, Bob can tag a CAM entity indicating thlevant
service inside is not suitable for a mobile dewidgth limited
bandwidth. Usually, it is the service provider e tvalue chain
of service delivery to take the responsibility @eaifying these
QoS parameters. However, it is cost-inefficient aide-
consuming. The user-generated QoS metadata could be
complementary to the provider-generated.

IV. MOBILE MASHUP ARCHITECTURE
In this section, we firstly describe the mashupnieavork in

adaptation the output values (e.g. bit rate, frame ratedetail. Then we propose the extension of sessigatiaion.

resolution) are utilized to yield an adapted versim a single
service component

Overall Quality Model

‘ Combination

JL
‘ Modality

Fidelity ‘

‘ Semantic Quality ‘

Information Quality

1Q)

Perceptual Quality ‘

Quality of Experience

(QoE)

User Level Application Level

Figure 4. Mashup quality model

D. Social Metadata

Collaborative tagging describes the process by hvhiany
users add metadata in the form of keywords to shematent
[28]. Social metadata is data generated by col&ther
tagging, such as tags, ratings, and comments added to
content by individual users other than content torsa
Examples can be found everywhere on the web, satamgl
comments on YouTube, tagging in Digg. The socialadata
can help users navigate to relevant contents ewecker
because members can use them to provide contexebavant
description to the content.

A. NGN-based Mobile Mashup Framework

IP Multimedia Subsystem (IMS) has been widely
recognized to be the service architecture for NGBV,
offering multimedia services and enabling servioevergence
independent to the transport layer and the ac@gs.lThe
IMS architecture is made up of two layers: the isentayer
and the control layer. The service layer comprigeset of
Application Servers (ASs) that host and executetimabia
services. Session signaling and media handlingersrmed
in the control layer. The key IMS entity in this/éa is the Call
Session Control Function (CSCF) which is a SIP eserv
responsible for session control. There are thredskof CSCF,
among which Serving CSCF (S-CSCF) is the core dssisn
controlling and service invocation. Home SubscriSarver
(HSS) is the central database storing the substipeofile.
Regarding the media delivery, the key componentésiia
Resource Function (MRF) that can be seen as mediarsfor
content delivery.

The IMS-based mashup framework firstly supports the
combined delivery of multimodal services based on
CAM4Home model. Further, the QoS management erdorce
by MPEG-21 DIA metadata is applied into IMS service
architecture. Especially, the cross-modal adaptatis
implemented as service switching among aggregardcss.
AS also interacts with MRF in order to ensure tdepmive
delivery of media. Fig. 5 illustrates the conceptoashup
framework in IMS. The essential component in theppsed
mashup platform is Multimedia Mashup Engine (MMEBEpwn
in Fig. 5. MME provides the controlled network enoviment
between the mashup clients and the service reppsMME
enables easy and seamless access to the sendsitogp and



supports the delivery of quality-assured experisn@eross
various devices, heterogeneous access networksnaitigble

service models (e.0., Web-based,
Aforementioned, mashup is a user-driven model fawise
delivery. Therefore, MME is firstly proposed as angric
component of Service Deliver Platform, responsilite

service-related functionalities, such as serviggstetion and
service discovery etc. Services represented as @Gadvhdata
entities (e.g. object or bundle) are registereMME. To end
users, the rich semantic information may facilitsrvice
composition and service discovery. The service iy

holds both service objects and service bundlesbh& aoted
that the service repository can be in MME or inexternal
database alternatively. For instance, the CAM4Hqrwect
provides a web service platform for metadata geimgra
storing and searching. In this case, MME needsctess the
external platform through Web service interfaces.

AS1

AS2

Control
Layer

Transport
Layer

Access
Layer

Figure 5. Conceptual mobile mashup framework

Besides above functionalities, the vital role of EMs
service routing. MME provides the address resatutiecision-
making on ASs. As shown in Fig. 5, MME is locatextvieeen
S-CSCF and AS. For the consideration of scalabitihd
extensibility, we collocate MME in a SIP AS behayias
Back-to-Back User Agent (B2BUA). One hand, MME is
configured to connect with IMS. On the other haMiME
interfaces with SIP ASs which host those aggregategice
elements. In order to enable quality-assured mashegxtend
MME mainly from three aspects: Adaptation-Decisibaking
Engine (ADTE), UED collecting and social metadatiiface.
ADTE either selects appropriate content modaliéisg®ng the
aggregated service components or to choose adaptati

parameters for a specific media service. AdditignadiIME
needs to collect UED as inputs of ADTE. For mogalit

Telco-basedyelection, MME can act on the incoming requests aude

them to AS according to the outputs of ADTE. Thanés
MPEG-21 QoS management, it is more intelligent carag
with the routing criterion in [29] where it is baken the user
requested service element. Secondly, MME suppbetsacial
metadata interface, through which end-users maicterthe
original CAM metadata collaboratively.

For quality adaptation, we hereafter take videthagarget
considering video is the most challenging mediaetyi/e
introduce the Media Aware Network Element (MANE} a
shown in Fig. 5. The concept of MANE is definednaswork
element, such as a middlebox or application lagtevgay that
is capable of adapt video in real-time according the
configuring parameters. It is desirable to contha data rate
without extensive processing of the incoming da&ay., by
simply dropping packets. Due to the requiremenhamdle
large amounts of data, MANEs have to identify reaide
packets as quickly as possible. In our solutioa,dbjective of
MANESs is to manipulate the forwarded bit stream 3 C
according to the network conditions or terminal atafities.
The target configurations of video that can be gmrd
include bit rate, resolution and frame rate thataict come as
the outputs of ADTE.

B. Session Negotation Extension

The scalability we describe in this paper relies tha
information exchange between client and server, clwhi
includes both static capabilities (e.g. terminahetwork) and
dynamic conditions (e.g. network or user prefergriteallows
participants to inform each other and negotiateuitioe QoS
characteristics of the media components prior tesise
establishment. SIP together with Session Descrig@mtocol
(SDP) is used in IMS as the multimedia session tiin
protocol. However, the ability is very limited f@DP to
indicate user environment information such as teai
capabilities and network characteristics. The Useent
Profile (UAProf) [30] is commonly used to specifysan
terminal and access network constraints. It is atdoenough,
because UAProf contains only static capabilitiéadthough
RFC 3840 [31] specifies mechanisms by which a S$Eru
agent can convey its capabilities and charactesigt other
user agents, it is not compatible with MPEG-21 Ha&BTE.

It is important to reach interoperability betwee&TF
approaches for multimedia session management amd th
MPEG-21 efforts for metadata-driven adaptationpider to
enable personalized multimedia delivery [32]. I owodel,
UCD and UED serve as the input of ADTE. These input
values are in the format of XML document with a wmo
schema. UCD includes the constraints imposed byicger
providers. We can assume that UCD is availableADITE.
However, UED should be collected for dynamic mudtdia
session in real time since it is the constraint aega by
external user environment. Therefore, there shbeld way to
query and monitor UED, particularly terminal capities and
network characteristics.



In order to collect UED, we propose to extend theto be monitored in real-time, for example netwookditions.

Offer/Answer mechanism. According to [33], SDP négmn
may occur in two ways, which are referred
“Offer/Answer” and “Offer/Counter-Offer/Answer”. Irthe
first way, the offerer offers an SDP, the answeeetonly
allowed to reject or restrict the offer. In thetémtway, the
answer makes a “Counter-Offer” with additional eésns or
capabilities not listed in the original SDP offéke slightly
modify the latter way to put querying information the
“Counter-Offer”. DIA defines a list of normative reantic
references by means of a classification scheme, [8Hich
includes normative terms for the network bandwidithe
horizontal and vertical resolution of a displaydao on. For
instance, the termID “6.6.5.3” describes the averagilable

In case that any parameter varies out of the tbtdstet by

to asAQoS, a SIP UPDATE with the specific SDP is feedbtr

MME. Once ADTE in MME receives the inputs and makes
decision, the adaptation starts with session reff@gm. In
case of quality adaptation, MME commands the MANiEhw
the new parameters.

V. PROTOTYPE ANDEVALUATION

To verify the proposed approach, we develop a ppé&
system to demonstrate the scenario mentioned itioBeid!.
The prototype system is the integration of sevepan source
projects as illustrated in Fig. 6. On the servdesiOpen IMS
Core [36] is deployed as IMS testbed. We make didgGr

bandwidth in Network Condition. Table | show someAdvanced IPTV [37] to provide IPTV service. MME afiéxt
examples of the semantic references. To indicatseth AS is set up by Mobicents SIP Serviet [38] and iaed to

normative terms in SDP, we define a new attribuatiele pair
as shown in Table Il. “Offer” and “Answer” are digjuished
by “recvonly” and “sendonly” respectively. The valun
“Offer” means the threshold set by offerer, whishoptional.

The value in “Answer” is mandatory as return. Ineth

adaptation framework, MME extracts the semantiaispof

AQoS and format them into SDP formats. During the

Offer/Answer session negotiation procedure, theuested
parameters are sent to UE in SDP. We assume thiad th a
module in User Equipment (UE) responsible for pdow)
answers and monitoring dynamic conditions if neassge.qg.
presented by [35]). Accordingly, the answering ealare also
conveyed in SDP sending back to MME activating ¢atam.

TABLE . EXAMPLES OF SEMANTIC TERMD IN DIA
termID Semantic References
6.5.9.1 The horizontal resolution of Display Cafigbi
6.5.9.2 The vertical resolution of Display Capaili
6.6.4.1 The max capacity of Network Capability
6.6.4.2 The minimum guaranteed bandwidth of Netweakability
6.6.5.3 The average available bandwidth in Netv@okdition
TABLE Il SDPEXTENSION
Method Syntax
Offer (for query) a=* ?r:e:v(;?lrl;rz] I<I?/2';1lue>)
Answer (as reply) a=* ?sz;é?r:{c:lggalueﬂ

The proposed adaptation process is divided inteethr

phrases: session initiation, session monitoring aadsion
adaptation. In the session initiation phrase, thetypwho
invokes the service offers the default parameterSDP by a
SIP signaling message, normally SIP INVITE. Besittexsse

connect with Open IMS Core. The client is simulatedhe
signaling plane and in the media plane separately.

E0PENSOURCE

Figure 6. Prototype system

The CAM4Home metadata are central to the proposed
mashup model. Aforementioned, the CAM4Home project
provides a web service platform for metadata geimgra
storing and searching. In order to enable our tlizaccess the
service, we have deployed a gateway between IMS and
CAM4Home. For metadata generating, a minimal setabd is
required, such as title, description, essenceaddatifier etc. In
our case, CAM objects with QoS metadata (e.g. IRd
Text) are generated by service providers and diggbgi the
platform. End-users can search, aggregate, sham@)rmtate
these multimedia resources through the gateway.

The system performance is analyzed in the signallage
and in the media plane respectively. In the siggatilane, we
emulate IMS signaling client by SIPp [39]. The ptgpe
system demonstrates that the proposed SIP/SDP séxten
works compatibly with the standardized IMS platforkive
observe that there are notably two kinds of laterdizD
collecting and ADTE. The first one is more related the

well known parameters as answer, MME extracts inpugharacteristics of UED themselves. For instancéhefscreen

parameters in AQoS and offers them again as reqBeste
input parameters can be answered immediately sugh
terminal capabilities and network capabilities, ethiis
enough for modality selection. However, some oftheeed

size is considered in UED, it could be retrievednadliately by
YE. But in terms of available bandwidth, it deperuts the
time for sampling. Without considering UED, we het
observe that ADTE-incurred delay is 100ms averagély
some extent, this result confirms that the metabated



adaptation is efficient, because the pre-computataves
significant time over parameter selection.

The media plane is correlated with quality adaptatiwe
simulate three types of terminal with various rasohs:
mobile phone, smart phone, and laptop. These taisiare
assumed to be connected with three kinds of acuets®rks,
General Packet Radio service (GPRS), Universal Mobi
Telecommunications System (UMTS) and Worldwide
Interoperability for Microwave Access (WiMAX) respevely.
The terminal settings are listed in Table Ill. Theality
adaptation is simulated under the constraints dofvork
bandwidth and terminal resolution. The SVC refeeenc
software JSVM 9.18 [40] is used as the video codée. test
sequence is ICE which is encoded with three spédigdrs
(QCIF, CIF, and 4CIF), five temporal layers (1.835/5, 7.5,
15, and 30 fps) and two quality layers. The sugubhitrates at
various Spatial-Quality and Temporal are summarin€tiable
IV. Fig. 7 shows the average bitrates of adaptedos. Fig. 8
presents the output Peak Signal to Noise Ratio BSNrves
of adapted videos.

TABLE llI. TERMINAL, ACCESS NETWORK AND SETTINGS
. . Access :
Terminal Resolution Network Bandwidth
Mobile Phone QCIF GPRS 100 kbps
Smart Phone CIF UMTS 500 kbps
Laptop ACIF WiIMAX 2000 kbps
TABLE IV. AVERAGE BITRATE
Bitrates
[kbps] 1.875 3.75 7.5 15 30
QCIF 30.9 - 43.7 - 60.6 — 81.5 - 102.7 -
62.5 62.5 125.6 171.3 215.7
CIF 114.8 - 156.7 — 2125 - 282.0 — 345.2 —
211.0 302.8 441.8 628.4 827.2
ACIE 353.0 - 497.8 — 711.2- | 1001.1-| 1295.9-
700.7 1009.2 1503.4 2211.0 3046.0
2500 ;
I oCF
E cF
sl I cF |
1600 F e
1000 F e
s00f e
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Figure 7. Output bitrate of adapted video
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Figure 8. Output PSNR of adapted video

It can be seen that the average bitrates of adajteds are
consistent with the settings. And the adapted wdbave
different qualities, measured by means of PSNR.i@isly the
bitrates co-relate with the values of PSNR. As ae see, SVC
with the support ADTE is very suitable for qualagsured
mashup. Considering this plane is more related s$er u
experience, we plan to run usability tests in oturfe work.

VI. CONCLUSION

This paper presented a metadata-based multimediaupa
framework in NGWN. It not only provided scalable o
management but also enhanced the sociality of rpasha
achieve that, we proposed a flexible framework gisihe
CAM4Home metadata model as a bundle of multimodadien
MPEG-21 DIA was further integrated into CAM4Home aeb
to meet end-to-end QoS requirements. We addrebsadsues
in supporting QoS from two aspects, namely fidel#yd
modality, in order to tailor and adapt multimedieathe diverse
terminals and the heterogeneous networks, as wellyfaamic
network conditions. The social annotations wereluseenrich
CAM4Home metadata collaboratively. Finally, a pigpe
system was developed on IMS architecture to validhe
proposed model. With the use of rich metadata, estont
awareness and personalization could be challengipigs in
the future.
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