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Abstract

Facial animation details like wrinkles or bulges are vergfukfor the analysis
and the interpretation of facial emotions and expressiblmsvever, outfitting a virtual
face with expression details for real-time applications idifficult task. In this pa-

per, we propose a mono-camera acquisition technique alfanimation details and

2

http://mc.manuscriptcentral.com/cavw - For Peer Review



Page 3 of 28 Computer Animation and Virtual Worlds

a technique which add a wrinkle map layer (fine-scale anonatio a skinning layer

©CoO~NOUTA,WNPE

10 (large-scale animation) for real-time rendering of a @H8D face. The acquisition is
12 based on ratio image computed from two pictures of a same \fiatteand without ex-
pression. The real-time dynamic wrinkles technique is thasea small set of reference
17 poses. These two methods offer an easy and low-cost way toredpcial animation

19 details and use it for real-time facial animation.

23 Keywords: Facial animation, wrinkle acquisition, fine-scale aniroatiRBF interpolation
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1 Introduction

Facial animation details like wrinkles or bulges are vergfukfor the analysis and the
interpretation of facial emotions and expressions [1]. Ewesv, outfitting a virtual face
with expression details for real-time applications is diclift task. The main reason is the
difficulty to capture or synthesize wrinkle phenomena whidman used to see every day,
especially in a real-time context.

Since many works have been proposed for large-scale awinsatind deformations
[2, 3], only a few of them deal with real-time animation of dhsxale details on face.
We denote small-scale details in animationcontext,i.e. wrinkles and bulges appearing
while muscles contractions, instead of the micro-striegiwof the skin independent to fa-
cial expressions. An interesting approach was proposedabyAQ it consists on blending
wrinkle maps to render animated details on a human face. t€bilmique provides good
results at an interactive time by using common bump-mapigcdignique for the rendering.
However, it requires manual tuning of blending coefficieteading to manual efforts for
each new animation, and requires wrinkle maps which mayflieudi to create.

Capturing these facial animation details is still a chalieg issue. On one hand, current
capture methods focus on capturing the whole 3D geometryaafeawith heavy active sys-
tem based on lasers, structured lights or gradient-basedimation, with multiple cameras
[5, 6, 7]. Even if recent researches propose passive sy$&mk stereo aspect is still the

minimum, with often six or more high resolution cameras. @& dther hand, many appli-
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cations want to apply captured motions to other faces thaotle filmed. Thus, they do not
need 3D high resolution meshes of the actor from which de$e&tures are hard to extract
and to transfer.

In this paper, we propose two techniques to both capturelsletad apply them on a
real-time facial animation. To avoid complex motion captsystem, we propose an easy
and low-cost technique to capture facial details. On sé¥enatal photos of different facial
expressions, we capture corresponding normal maps withy annual effort of landmark-
ing on pictures. By considering only frontal single-camaeavs, we address the problem of
normal reconstruction using the shading information inrereise problem, where classical
facial capture approaches use stereo. Our dynamic wrigklenique consists on adding a
wrinkle map layer to a skinning layer. The skinning layer isoanmon bone-based large-
scale animation technique on which we add the fine-scaldsl#tanks to a local-area based
wrinkle map layer. In order to apply wrinkle map, we use a $reai of reference poses.
A reference pose is a pair of a large-scale deformation (tskepose) and its associated
small-scale details (a wrinkle map). During the animattbe,current skeleton pose is com-
pared with the reference poses and wrinkle maps coefficaetautomatically computed
with the use a non-linear function. Notice that comparisoddne at a bone level resulting

in local blends and independence between areas of the face.
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2 Related Work

Since our approach is based on single camera for the nornpa atauisition, we focus on
single image shape reconstruction, and specially on iev&@rading approaches which have
to be be classified in the class of Shape from Shading (Sf®)gms. The SfS problem has
been widely studied in the computer vision area [10]. It iswn as difficult because of its
ill-posedness [11]. Consequently, few approaches have tiee on real photographs [12].
By considering the normal-map reconstruction instead ef3b shape we relax a bit the
difficulty of the problem [13]. Moreover, normal maps are hglited to real-time render-
ing and to our wrinkles-synthesis-from-example method. &Val. propose an interesting
interactive normal reconstruction from a single image [1By aiming at reconstructing
only local features such as wrinkles, we can limit the phdseser interaction which is
mainly dedicated to give global information. Considerifp{o of face gives an a priori on
the shape form which helps to solve the ill-posedness agpetallows to reconstruct the
large scale aspect of a face [14]. To our knowledge, statkeeohtt on SfS (understanding
mono-camera) does not show convincing results on skin \asn&cquisition. Thus, they
are often procedurally synthesized [15].

While some techniques were proposed to generate wrinkleslmtrary surface [16,
17], few approaches focused on real-time facial applicatid.arboulettest al. proposed a
technique to simulate dynamic wrinkles [18]. The user dsfimgnkling areas by drawing a

perpendicular segment of wrinkles (wrinkling area), fallog by the choice of a 2D discrete
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control curve (wrinkle template). The control curve conssrits length while the mesh
deformation, generating amplitude variations. Wrinkles @btained by mesh subdivision
and displacement along the wrinkle curve. Many methods adedh resolution mesh or a
on-the-flymesh subdivision scheme to generate or animate wrinkle2[1]9 Due to real-
time constraints and the resource sharing, these techmimag be difficult to use in an
efficient way. GPU computing allows to render efficiently fatetails by using bump maps
for interactive rendering. Oat presented in [4] a GPU teghaito easily blend wrinkle maps
applied to a mesh. Maps are subdivided in regions, for eagiongcoefficients allow to
blend the wrinkle maps. This technique requires few contmrtal and storage costs, three
normal maps are used for a neutral, a stretched and a coragresgsressions. Furthermore
itis easily implemented and added to an existing animataméwork. The main drawback
of this method is that it requires manual tuning of the wrenkiaps coefficients for each
region. Similarly, De Melcet al. synchronize a normal map with a pseudo-muscular model
to avoid manual coefficient tuning [21]. Normal maps are iad by a manual image
manipulation step. They directly use luminance informatm a single photography and
manually fit details to the character’s texture. Our dewilsaction approach is more formal
and requires less manual intervention. Our animated deta#thod aims at providing a
real-time dynamic wrinkling system for skinned face whi@mgrates automatically wrinkle

maps coefficients and does not require a mask map.
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3 Acquisition of the skin details normal maps

In this section, we detail how we capture the skin detailsradmaps of several facial ex-
pressions. Since we do not need to capture the entire geowofetne face, our approach
uses the illumination variation between two pictures of medace with different expres-
sions. LetZ be the image of the neutral pose, aidhe image of the expression pose where
the details we want to extract are. We seek to compute thealonap which will be applied

during the real-time facial animation to produce details.

3.1 Normal map generation

The first step of our method consists of computing the rat@gento extract light variation
[22]. In order to work on pixel at correct positions, we startdeformZ’ into 7}, to fit
Z. This allows us to obtain a mapping between each pixel, antbdmow the difference
of illumination at each point of the face surface. The defetinnmageZ is obtained by
using a Radial Basis Functions (RBF) scattered data intgipo [23] between two sets of
landmarks manually picked on the two imageandZ’. The ratio imageéR is computed by

dividing Z to Z);:

R="24 (1)

Then, we perform a blurring filter t® to reduce acquisition noise. To avoid artefacts

due to eventual registration errors, we give the possittititdefine regions of interest with
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a simple painting tool. Furthermore, these masks help tadadefining a large number
of landmarks to obtain a perfect mapping, even in the arestshie user does not need to
extract features. Figure 1 shows an example of picturesftd@reint expressions with the
associated ratio image.

Let C; the intrinsic color of the skin(; the color of the Iight,]\7 = (N, N, N,)* (resp.
N' = (N, N,, N.)") the normal at the surface of the skin of the neutral imagep(rehe
interpolated expression imageandL the light-direction vector. If we assume that skin is a
diffuse surface, under the Lambertian modek C,; x C; x N-Landl, = Cyx C;x N'- L.
We will retrieve N in two step: the normal tiltV, and the normal orientatio(ri\ﬂ, ﬁy). The

Formula 1 gives:

R_Icll_CdXClXN,' _]\7/-
vA CdXClXN'L ]\7

I

()

S

By using the flash light of the camera, we can approximateite tirection toL =
(0,0,—1), givenR = N./N,. We make the approximation that regions of interest are
locally plane at the neutral pose. By default, we assumethieste planes are parallel to
the camera plane, resulting M, = 1, but the user can define different values 9r if
considered necessary, to refine the result.

Equation 2 shows that the ratio image intensity is depenttatite orientation of the
surface. MoreR is dark, moreV, is small and more the wrinkles are deep. Notice that this

use of the ratio image avoids the painful problem of findirgitttrinsic color from a photo.

'Notice that we work into the tangent coordinate system ohagral image.

9
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We should now compute the normal orientatigv,, N,) for a given pixel of the wrinkles

at each pixel. For thigy! is not enough. We assume that the gradient of the image gatio i
a good approximation of the normal orientation, which ismhasimilar to the assumption
done in [24, 25]. Let5, andG, be the 2D normalized gradient & for the two axesr
andy. We want to findN; and N, such thatN;” + N, + N* = 1, andN, = oG, and

N, = aG, with o @ normalization coefficient. We obtain the formulae:

N, = G, xy/1— N2
N, = Gyx4/1-NZ (3)

We then converfV’ into a normal map norm. Figure 1 illustrates a normal mapinbth

with a ratio image.

3.2 3D character adaptation

The last step we perform for details acquisition is the péation between the capture space
to character texture space. It aims at ranging the compwedai map to the character. We

use the same method as for the interpolation between theashant the expression images,
two sets of landmarks are manually defined on both normal mdpcharacter’s texture

map, and a RBF based interpolation deformed the first to thensk(see Figure 2).

10
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4 Real-TimeFineDetails Animation

Our goal is to add a wrinkle map layer (fine-scale animatigerdato a bone-based facial
animation (large-scale animation). We use the wrinklea daptured at the acquisition step
to generate on the fly visual dynamic fine details such as \‘a#&r bulges on the face
surface. We explain in this section how we use a small setfefesce poses in real-time

and at arbitrary poses.

4.1 Reference Poses

A reference pose is a pair of a large-scale deformation (etelepose) and its associated
small-scale details (stored in the form of a normal map weveahkle map). To create a
reference pose, we deform the facial skeleton to obtaintpeession on which we want the
wrinkles appear. This expression should be strongly prooed to provide better results.
Then, we associate to the pose a wrinkle map extracted incipgisation step. Since in-
fluences work with bones or group of bones, it is possible fmdea pose where wrinkles
appear in various areas of the face. Having details in diffeareas will not cause that all
of these details appear at the same time at an arbitrary fr&oreexample, details around
the mouth would appear independently with forehead detikn if they are described in a

same reference pose.

11
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4.2 Pose Evaluation

While runtime, the first step is to compute the influence oheaéerence pose on each bone.
This consists in finding how the bone position at an arbitfeayne looks like its position
at the reference posesComputing these influences at the bone level instead of adsk
level allows to determine regions of interest. This offdrs possibility to apply different
reference poses at a same time. Resulting in the need oEliessmce poses (actually, only
2 may be sufficient for face: a stretched and a compressedssipn).

We define the influence, ;. of the posell, for the boneP; at the position?; ; for the

arbitrary posédl; by the following equation:

AB- AC
ajrr = nmun | 1, max O,f)) (4)
! ( ( | AC|

where AB = (ij ) AC = ( ik — ) - denotes the dot product and. ||
denotes the Euclidean distanca,; is the size of the segment between the orthogonal

projection of P f on the segmerjt’ k, jo] normalized by the size of the segm@ﬁ}k, jo]

4.3 BonesMasks

Once we know the reference poses influences for each bonepuwi@ ase them for the

per-pixel lighting. The main idea is to use skinning weigtdtscompute the influence of

Notice that we deal with bones positions in the head root lmmoedinates system, so we could assume

that head rigid transformation will not cause problems whpibse evaluation.

12
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reference poses for each vertex, and by the interpolatioa daring the rasterization phase,
for each fragment (Fig. 3). Since wrinkles and expressivaildeare greatly related to the
face deformations, we can deduce that these details atedelsth bones transformations
too. So we associate bones influence with reference posasno#ls. A mesh vertex
with a skinning weight ofv;; with the boneF, is influenced by the reference pddg at the

arbitrary posél, such as:

Bipr = Zn: Aij X 0(rr) (5)

=1

with
o )\ =1if w;; >0and)\; =0 else;

e ((x) the modulation function described in the next section.

4.4 Modulation function

Wrinkles do not appear on face linearly according to bonepldcements. Indeed, two
bones moving from the neutral position to the compressedwihereate wrinkles more

intensively at this end of the movement than at the beginriogthis purpose, we introduce
during the synthesis phase a non-linear functisuch ag : [0, 1] — [0, 1] which rules this

phenomena by modifying the distance used during the norragl plending. To propose
a function based on real wrinkles apparition, we run our raymmap acquisition algorithm
on each frame of a video sequence where a face start from emhpase to an expressive

13
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one. It provides for each pixel and for a given bones configamaa vector of normal map
displacement. The length of this vector indicates the mitgrof the wrinkles. Since the
wrinkle synthesis is done on the GPU, it would have been wiefft to store for each pixel

a set of discrete values for each bones configurations. Werped fit an analytic curve:

f(x) = LD EL 6)

Figure 4 shows the segment curve we capture and the curveopesg®. The cosine function
seems to be an interesting base if we apply to it a translatidra normalization to check our
constraints. We try to depict a smooth and progressive aaten of winkles amplitude.
We give priority to highest percentage of deformation, wheimkles are deepest, whereas
the distance between the two curves, which seems high ateja bf the deformation,
produces only a weak visual impact. Notice that user can @efinew function and/or

capture his own data to better fit his needs if necessary.

4.5 DetailsBlending

The final step of our method is to apply wrinkle maps to our mieglusing coefficients

6 (Bis1) computed at the previous step. Since normal maps only codédormations asso-
ciated with the expression, we should apply a finest blenttirayoid loss of static details
located on the neutral normal maipe( details such as pores, scares and other static fine
details). For example, with a simple averaging, a fragmefitienced by 100 percents of a

wrinkle map will be drawn without using the neutral map, t&ag in the fact that details

14
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of the neutral map will not appear. Lef; the final normaly’ the p normals provided by
the wrinkle maps, their coefficients’ and# the normal provided by the default normal
map, we first compute weighted normalsof the wrinkle maps and then compute the final

normal:

n' = (0,0,1) + w' x (n' = (0,0,1)") @)

Ny 4 00 P
Wr = | ny + X ®

b,
n, X [Ty m%

The addition of the two first coordinates makes a simple @regabetween the direction
of the two normals, given the desired direction. EBh@mponents are multiplied, this leads
to increase details obtained from the two normals. More small, and more the surface
will be bumpy, multiplication allows to add the neutral sagé variation to the wrinkled

surface.

5 Resultsand Discussion

Our acquisition technique provides good results with a féareand material. Despite the
lighting model approximation, which does not take into asdahe specular reflection of

the skin, we obtain very interesting visual results. Ourhodtprovides an alternative to

15
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others facial motion captures ystems if the goal is to oldalg animation fine-scale details
and not the full geometry of the face. Figure 5 shows an exawiplse of a captured normal
map by our monocular acquisition technique.

Our 3D test model®roog® is about 10000 triangles. The faces is rigged with 21 bones.
Animation runs at more than 100 fps on a common personnal atengvith an Athlon
64 3800+ CPU, 3Go RAM and a NVidia Geforce GTX 275 GPU. The fadushows the
neutral and the two reference poses used for demonstrateni-igure 7 shows the 6 basis
expressions oProog with and without our dynamic wrinkles and the Figure 5 sholes t
possibility to apply dynamic details on different area & face even if details are given on
a same wrinkle map.

Large scale skinning-based deformation are not modified addition of our method
to an existing implementation is easy. No additional reimdgpass is required. Our choice
to use skinning weights as bones masks offers many advantddeey allow us to relate
large scale and small scale deformations, and so, we do edtauitional mask textures.
They ensure that vertices influenced by reference posesestiees which are displaced
accordingly with bones too.

Although our technique easily provides wrinkles on faciaih@ation, several steps are
important to obtain good results. First, a good rigging isnary since we directly use

skinning weights as bones masks, and so, it defines how edetx vell be influenced by the

3@©Copyright 2006, Blender Foundation / Netherlands

Media Art Institute / www.elephantsdream.org
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different reference poses. Second, the reference posekistomsist on an orthogonal set of
skeleton poses as much as possible, to avoid an over fittiaticé\that blending reference
poses in a same area is possible but it becomes a problemldidimnes displacements lead
to different fine-details. Finally, detail maps quality gtlg influences the visual results.
Problems occur when capturing faces with beard where moetilsl can not be obtain
because of the incoherence in the ratio computation. Oumapp is more suited to soft

skin subjects.

6 Conclusion

We have presented two techniques. The first aims at captiagie) animation details from
two pictures of a same face with and without expression.quires few manual work and
does not need specific material. A simple camera with its figslhwas used. The second
is a technique which use reference poses to generate reariinn real-time wrinkles and
fine-details appearing with an arbitrary skinned face ationa In addition to providing
interesting visual results, the requirements that we clamed necessary and/or important
have been met. Our dynamic animation wrinkles runs in reat the use of per-pixel
lighting allows us to dispense with high-resolution mestrasostly subdivision techniques.
Furthermore, itis based on widely-used techniques suckimsisg and bump mapping. Its
implementation does not present technical difficulties doels not modify usual animation

and rendering pipeline. In futur works, it may be interegtio consider specular reflection
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of the skin in our acquisition step. We will also try to impeowur image-based details
extraction to a video-based one, allowing to apply winkleseal-time from a captured
face. Regarding the 3D aspect, last advances in graphidse/aes provide local tesselation
ability, it should be easy to adapt our bump-map method tacal Imesh refinement with

very similar input textures.
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(a) neutralexpregb)  expressioft) interpolated (d) mask (e) ratioimage (f) normal map

sion with details expression

Figure 1: Ratio image computation using two pictures of aestane with two expressions
and a mask to specify where details we want to capture are.laBh@nage is the normal

map obtained from the ratio image and its gradients.
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gg Figure 2: Interpolation of the extracted normal map (Fig.taffit the 3D character texture
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Figure 3: The two left images show the skinning influencesnaf tight eyebrow bones.
The third image shows the influence of a reference pose fdr eatex attached to these

bones.
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30 Figure 4: In green: the capture curve, in red: the functiopvegose for wrinkle appearance

by the reference pose ratio.
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Figure 5: Example of acquired normal map applied on our tarigaracter.
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31 Figure 6: The neutral and the 2 reference poses.
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vogs

Figure 7: The first row shows the 6 basis expressions (joy, dadust, surprise, fear,
angry) of our character with captured dynamic wrinkles. $beond row shows the same
expressions without dynamic wrinkles. The last row shovesréference poses influences

on the mesh (red for the first reference pose, and green feettend).
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