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Elliptic periods for finite fields

Jean-Marc Couveigné&sd Reynald Lerciéy
July 31, 2008

Abstract

We construct two new families of basis for finite field extems. Bases in the first fam-
ily, the so-callecelliptic basesare not quite normal bases, but they allow very fast Fralzeni
exponentiation while preserving sparse multiplicatiomfalas. Bases in the second family,
the so-calledhormal elliptic basesre normal bases and allow fast (quasi-linear) arithmetic.
We prove that all extensions admit models of this kind.

1 Introduction

The main computational advantage of normal basis for a fiigike extensior¥ . /F, is that they
allow fast exponentiation by since it corresponds to a cyclic shift of coordinates, arvait be
computed in time)(d). There is a concern however about how difficult is multigiica in this
context.

Let a and 3 be two elements iiff « with coordinates? = (a;)ocica—1 and3 = (8))ocicd
in the given normal basis. L€&t;)o<i<s—1 be the coordinates of the produetx 3. Eachvy; is
a bilinear form ina andﬁ. The number of non-zero terms i does not depend ohbecause
the d corresponding tensors are cyclic shifts of each otherss fitmber of terms is called the
complexityC of the normal basis. Multiplication with the straightfomslaalgorithm can be done
with 2dC operations C when coefficients of the bilinear formg are all+1). It was shown
by Mullin, Onyszchuk, Vanstone and Wilson [16] that the céemjiy C is at leasd — 1. This
bound is reached by the so-called optimal normal bases. @it gptimal normal bases only
exist for very special extensions. As a general fact, notmaaks with bounded complexity are
not known to exist, unless the degrétakes very special and sparse values.

Normal bases with low complexity usually are constructedgi&Sauss periodsis in work
by Ash, Blake and Vanstone [2] or Gao and Lenstra [11]. Thestaotion useg-th roots of
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unity wherer = kd + 1 is prime. It requires thaj generates the unique quotient of ordesf
(Z/rZ)*. The parametek is very important and should be kept as small as possibleuseche
complexity of the normal basis is bounded(ldy- 1)k +d and is not expected to be much smaller
[10, Theorem 4.1.4]. Optimal normal bases occur whea 1 or £k = 2. This corresponds to
very sparse values of In general, fory a prime, assuming the Extended Riemann Hypothesis,
it has been shown by Adleman and Lenstra [1] that there existand ar as above with- =
O(d*(log(dq))?). This is unfortunately of no use when bounding the compjekit some cases,
there is nat at all [22, Satz 3.3.4]. We shall not survey all the variamts mprovements for this
method. We just quote works by Christopoulou, GarefaladRenario and Thomson [7] where
traces of optimal normal bases are shown to have a reasawbf@exity in some special cases.
Wan and Zhou show [21] that the dual of type | optimal normaldsshave good complexity too.

Gao, von zur Gathen and Panario show [12] that fast multipbo methods (like FFT) can be
adapted to normal bases constructed with Gauss periodg.giteea multiplication algorithm in
such a normal basis with complexity( dk log(dk) log | log(dk)|). Thisis a considerable progress
for Gauss normal bases with boundedut in the general casé,being only upperbounded by
O(d*(log(dq))?), this is just too large.

In his thesis [10] Gao presented a new way of constructingnabbases with low complexity.
In Gao’s construction, the Lucas torus and its isogenieggeimportant, though implicit, role.
Gao thus constructs more normal bases with low complexityur work, we consider the re-
maining algebraic groups of dimension one: elliptic cun&isce there are many elliptic curves,
we can enlarge significantly the number of cases where a ndasé with fast multiplication
exists.

In order to state our results, we shall need the followingnitedn wherev, stands for the
valuation associated to the prime

Definition 1 Letp be a prime and; a power ofp. Letd > 2 be an integer.
We denote by, the unique positive integer such that for every prifne

o v,(d,) = ve(d) if £is prime tog — 1,
(] ’Ug(dq) =0 |f ’Ug(d) == 0,
o v,(d,) = max(2v(q — 1) + 1, 2v,(d)) if ¢ divides both; — 1 andd.

For example, ifl = 14 andq = 654323 theng — 1 = 2.19.67.257 andd,, = 23.7.
Note thatd, = d wheneved is prime tog — 1.

We now can state our first result.

Theorem 1 To every couplégq, d) with ¢ a prime power and/ > 2 an integer andl, < gz,
one can associate a normal ba$¥q, d) of the degreel extension oF, such that the following
holds:

e There exist a positive constalitand an algorithm that multiplies two elements given in the
basisO(q, d) at the expense 6f/?+2d multiplications andd® + 4d additions/subtractions
in F,. The amount of necessary memoryig{d log ¢ bits.



There is also a fast arithmetic version of Theorem 1.

Theorem 2 To every coupléq, d) with ¢ a prime power and/ > 2 an integer and/, < q%,
one can associate a normal ba$¥$q, d) of the degreel extension oF, such that the following
holds:

e There exist a positive constafAt and an algorithm that multiplies two elements given in
the basi®d (¢, d) at the expense df d log d log | log d| operations inkF,,.
e There exists an algorithm that divides two elements givémabasi® (q, d) at the expense
of
Kd(log d)*log | log d|

operations inf,,.

The basi®(q, d) that appears in Theorem 1 and Theorem 2 has a multiplicagitsot that
mainly consists of convolution products. We also construct a bd3ig, d) having a sparse
multiplication tensor. Sparsity is useful when using sushstrained devices as circuits. Further,
this basiq2(q, d) allows a faster elementary multiplication algorithm ttafy, d). It is not quite
a normal basis but exponentiation s still done in linear time.

Theorem 3 To every coupléq, d) with ¢ a prime power and/ > 2 an integer and{, < 22,
one can associate a bagiXq, d) of the degreel extension oF, such that the following holds:

e There exist a positive constahit and an algorithm that computes tlyeth power of an
element given in basi3(q, d) at the expense af— 1 multiplications and2d — 3 additions
in F,. The amount of necessary memoryig{d log ¢ bits.

e There exists an algorithm that multiplies two elementsmindasis2(q, d) at the expense
of (31d* 4 6d) /12 multiplications,d? /12 inverses and37d? + 30d) /12 additions/subtrac-
tions inF,. The amount of necessary memoryig{d log ¢ bits.

The following result is valid without any restriction.

Theorem 4 To every coupléq, d), one can associate a mode(q, d) of the degreel extension
of F, such that the following holds :
There exists a positive constalitsuch that the following is true :

e Elements irF . are represented by vectors with less thdr(log d)?(log(log d))? compo-
nents infF,.
¢ Addition (resp. substraction) of two elementdfip requires less than

Kd(log d)*(log(log d))?

additions (resp. substractions) I,
e Exponentiation by consists in a circular shift of the the coordinates.
e There exists an algorithm that multiplies two elements atetkpense of

Kd(log d)®|log(log d)/?

multiplications/additions/substractions i),
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e There exists an algorithm that divides two elements at therese of
Kd(log d)*|log(log d)/?
multiplications/additions/substractions i),

So, for every finite field extension, there exists a model #itlatvs both fast multiplication
and fast application of the Frobenius automorphism.

In Section 2, we recall simple relations between low deghggtie functions. We show in
Section 3 that evaluation of such functions at a well chosesa produces an almost normal
basis for the residue field. Relations between elliptic fioms result in nice multiplication for-
mulas in this basis. Such bases have similar propertieosetbonstructed by Gao in his thesis:
they have low complexity. This is shown in Subsection 3.3Séction 4, we construct normal
bases allowing fast (quasi-linear) multiplication. Wewhno Section 5 that an elliptic basis ex-
ists for any degred extension off', providedd is not too large. We explain in Subsection 5.2
what to do whenl is large. In Subsection 5.4, we introduce a polynomial bisiscan be related
efficiently to the elliptic (hormal) basis. We deduce a fastrsion algorithm for elliptic normal
bases.

We further support our claims with extensive experimentsgithe computational algebra
systemMAGMA [4]. We developed for this task a package, nareedsAsis, the sources of
which are available on the web page of the second author.

Acknowledgments We thank Cécile Dartyge, Guillaume Hanrot, Gerald Tenanband Jie
Wu for pointing lwaniec’s result on Jacobsthal’s problenuso

2 Linear and quadratic relations among elliptic functions

In this section, we study the simplest elliptic functionsose with degre@. We prove simple
linear and quadratic relations between these functiong mbnography [20] by J. Silverman
contains all the necessary background about elliptic ®urve

Let K be a field and let~ be an elliptic curve oveK. We assume® is given by some
Weierstrass equation

Y2Z +a XY Z+a3YZ? = X2+ au X2 Z +au X 7%+ ag 2.
Wesetr = X/Z,y=Y/Zandz = —z/y = —X/Y, and we find

1 ap
= gy — 0(z?),
x ST, @ azz + O(27)
1 a a9
y = —5—0—;—0—;—1-&3—'—0(2).

The involutionP = (z,y) — —P = (x, —y — a1z — a3) transforms: into

z(—P) z =—z—a2® — a3l — (a3 +a3)z" + O(2°).

_y+a1x+a3
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If A is a geometric point oy, we denote by, the translation byd. We denote by, =
z o 7_ 4 the composition of with the translation by- A. We definer 4 andy 4 in a similar way.
The composition of 4 with the involution fixingA is —z4 —a; 2% —a32% — (a3 +az) 2% + O(23).
The composition ot /24 with the involution fixingA is —1/z4 + a; + azz% + O(2%).

If A andB are two distinct geometric points afi, we denote by, 5 the function onE
defined as
u. . Yya—y(A-DB)
A —2(A=B)"
It has polar divisor-[A] — [B]. Itis invariant by the involution exchanging and 5,

UA7B(A—|— B— P) = UA7B(P) .

Its Taylor expansion al isus p = —1/24 — xa(B)za + (ya(B) + az)za® + O(23) .

If C is any third geometric point, we s€{ A, B,C) = u, 5(C). This is the slope of the
secant (resp. tangent) # going throughC' — A and A — B. It is well defined for any three
pointsA, B, C such that#{ A, B,C} > 2. Itis finite if and only if #{ A, B, C'} = 3. We check

I'(-A,—B,-C) = —I'(A,B,C) — a,. 1)
The Taylor expansions of, z at A and B are

1
wap = - z4(B)za + (ya(B) + a3)z5 + O(23)

= i — a1 +24(B)zp + (ya(B) + aﬂA(B))Z%; + O(Zj?é)'

As a consequenaes 4 = —ua p — a1, tp(A) = x4(B) andyp(A) = —ya(B) —a1z4(B) —as
and examination of Taylor expansionsgtB andC' shows that

uap+upc+uca=I(AB,C)—a (2)

and
F(A,B, C) = quc(A) = uC,A(B) = UA7B(C) = —UB,A(C) — a. (3)

We deduce

up,c = upc(A) = (2a(C) — 2a(B))2a + (ya(C) — ya(B))z4 + O(23).

By comparison of Taylor expansions.at B andC' we prove
UgBUAC =T+ UB,C(A)UB,C — u%C(A) — auaB + SL‘A(B) + CL’A(C) + a9
or, derived from Equation (2),

UABUAC = T+ F(A, B, C)UA,C + F(A, C, B)UA,B + as + JJA(B) + JJA(C) 4)
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Indeed,

(_% —24(B)za + (ya(B) + ag)zi)(—% —24(C)2a + (ya(C) + a3)z3) + O(23)
- i +24(B) +24(C) — (ya(B) +ya(C) + 2a3)z4 + O(23).

SO,us pusc—ra+aiusp—ra(B)—x4(C)—as cancels ad and its polar divisor is-[B]—[C].
Its residue aBB is —u 4 5(C). This proves Equation (4).

In the same vein, we prove

“?4,]3 =24+ — a1uap+2a(B) +ay. (5)
Indeed,
2 1 242 2
Uap = (_Z —2a(B)za+ (ya(B) + az)zy)” + O(2,)
1
= o +22a(B) = 2(ya(B) + a3)za + O(z2%)

A

and similarly

Wy = (L —ay + 2a(B)zs + (ya(B) + arra(B)23)? + O(3)

<B
1 2
= - i} + a2 + 21 4(B) + 2ya(B)zp + O(23) .
2p %B

SOU%’B —TA— B —|—CL1UA,B = $A<B) + as.

Here are more explicit formulas. Fdrand B distinct,

([ —uoa—a if B=0,
y+y(B)+as z(B)+as i -
z—z(B) if A= O,
a1 y(A)—3x(A)2—2as x(A)—a a1z+az+2y(A) ; _
UAB = - 2y(A)+ay :(:(A)2+a3 t - x—;(ASy if B=-A,

y(B)+y(A)+ar z(A)+a3
z(B)—z(A)

4+ B)—2(A))(ytarztas)+(y(B)—y(4))z+y(A)z(B)—y(B)z(A)
\ (z—z(A))(z—z(B))

Especially, whem = O, providedB andC' are distinct and non-zero, we have

otherwise

32(B)%4a; (y(B)+a1x(B)+a3)+2 ag x(B)+ay . o
N 2y(B)+a; x(B)+as if C = —B,
(0, B,C) = ©
y(O)+y(B)+arz(B)+as ;
2(C)—z(B) otherwise.

These formulae can be derived from the definitioi fi, B, C') as a slope, using the explicit
form of the addition law on elliptic curves.



3 Elliptic bases for finite fields extensions

In this section, we use elliptic functions to construct ietging bases for many finite field exten-
sions.

AssumekF is an elliptic curve over a finite fiell = [, and letd > 2 be an integer. Let
t € E(F,)[d] be a rational point of ordet. We callT the group generated iy Let¢ : £ — E

be the Frobenius endomorphism. bet £(K) be a point such that(b) = b + t. Sob belongs
to F£(L) whereL is the degreel extension ofK. We denote by~’ the quotientr /T and by
I : E — E'the quotient isogeny. We also assudbe# O € E. We seta = I(b) and check
a € E'(F,). For another use of Kummer theory of elliptic curves in orteconstruct efficient
representations for finite fields, see [9].

3.1 The elliptic basisf2
We denote by the systen{w;,)irez/qz defined as

wo = 1l andwy, = up i (b) € L for k # 0 mod d.
Lemma 1 With the above notation, the systém= (wg, w1, ...,wq_1) is aK basis ofL.

Proof. Indeed, let the\, for k € Z/dZ be scalars ifK such thaty, ,,,, Axwr, = 0. The
function f = Ao+>_g_1kez,az Avtio ke CaNcels ab and also at all itd conjugates oveK (because
f is defined oveK). But f has no more that poles (the pointsiff’). If f is non-zero, its divisor
is (f)o — (f)oe With (f)o = > ,crlb+t] @and(f)e = > _,cr[t]. We deducel x b is zero inE.
But this is impossible by hypothesis. Examination of polesvgs that all\, are zero.

[
We call such a basis &sanelliptic basis It enjoys nice properties as we shall see.

We set
Fk,l = F(O, kt, lt) eK

for any distinct non-zeré, [ € Z/dZ. For anyk € Z/dZ, we set furthermoreg;, = x,,(b) € L.
If £ # 0 mod d, we sety, = zo(kt) € K andp, = yo(kt) € K too.

Let now® : F, — F, be theg-Frobenius automorphism. We havg(b) = & and®(&,) =
zo(p(b)) = zo(b+1t) = x_(b) = £_;. There existl scalarg xy)o<k<i—1 iN K such that

§o = Z REWk- (7)

0<k<d—1

We have fork # 0, 1 mod d,

D(wi) = vore(P(b) = wou(b+1) = u_yk—1)(D)
= uO,(k—l)t(b) - uO,—t(b) + F(Ov —t, (k - l)t)
= Wp—1 —w_1+T 15 (8)
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using Equation (2). Similarly
O(wy) =uo(b+t) =u_ro(b) = —w_1 —a; andP(wy) = wp . 9)

Equations (8) and (9) show that the action of Frobenius isesged very easily in an elliptic
basis.

As far as multiplication is concerned, we set= O, B = kt andC' = [t in Equation (4), and
we evaluate ab. We find, fork and! distinct and non-zero i /dZ,

wrwy = &o + Uy qwp + Ty + v + v+ as . (10)
In the same vein, from Equation (5), we obtain for any norezen Z/dZ,
wp =& — awip + &+ vk +as. (11)

So, if we multiply twoK-linear combinations of the’'s, we quickly get a linear combination of
thew’s and¢’s using Equations (10) and (11). We then reduce (eliminktéhna £,) using the
expression of in the basiq? given by Equation (7). We also use Equation (8) to deduce the
expressions of alf;’s in the basig).

We don't need to store all constarits;. Equation (6) allows to recalculate all thegé
guantities from the,, andp,. Moreover, we use in the following that only a small amount of
these coefficients has to be computed due to symmetry neafB) and (1) and invariance by
translation.

Example. LetK = F; andd = 5, we first consider the elliptic curvE of order10 defined by
v +ay+5y=a23+322+3x+ 2. The pointt = (3, 1) generates a subgrodpcC F of order
5, and withE’ = E/T defined byy? + zy + 5y = 2% + 32? + 42 + 6 , we find

5 4+222+51x+6
zt+3224+4
(28 + 42" +32°+ 622 +3x+4)y+32° + 2t + 23+ 322 + 42+ 1

25+t 4+522+6 )

)

fr(f%)H(

Let nowa = (4, 2), we defineL with the irreducible polynomialr® + 272 + 57+ 6) — 4 (7% +
37244) =1 + 374 + 472 + 57 + 4, and we seb = (r : 7476),
We find

y+2 y+2 vy y+6)

=11
(UO,kt)kEZ/dZ < 7x+47x+37x+37x+4
So that,

Q — (17 7_108847 7_111647 7_9837 7_15166) ]

)



3.2 A cell decomposition of the torus

Equations (1) and (3) show that the quaniiy/, B, C') is covariant for the symmetric groug
and even foS; x {1, —1}. Itis also invariant by translation,

T'(A+P,B+P,C + P)=T(A,B,C).

Altogether,I is covariant for the grouf (K) x (Ss x {1, —1}).

These covariance properties are useful when computing,theve divide by12 the amount
of work. Since in that cased = 0, B = kt andC' = [t lie in the groupl’ =< t >, a cyclic
group or ordewl, it makes sense to study the action(@f/dZ) x (S3 x {1,—1}) on the group
(Z/dZ)3. In particular, we are interested in fundamental domainghfis action. It turns out that
it is more natural to study first the action®&f x (S; x {1, —1}) onR3. In this subsection we
justify the choice of fundamental domain that is made in $abtien 3.3.

Let+y : R* — C be the map that sends the triplet b, c) ontoa + bp + cp? wherep =
exp(2im/3). This is a group homomorphism. Its kernel is the diagonafsulp of R3. The
groupS; x {1, —1} acts onR? and we have the following covariance formulas

Y(a,c,b) = (a,b,c),
¢(Cv a, b) = P¢(aa b, C) )
(—a,—=b,—c) = —i(a,b,c).

So the map) induces a bijection between the quotient®dfby R x (S; x {1,—1}) and the
quotient ofC by pg x {1, conj} whereps is the group of sixth roots of unity an@dnj is complex
conjugation.

The image ofZ® C R3 by ¢ is the ring of Gaussian integers. SinZe is normalized by
S; x {1,—1}, the mapy induces a morphismp : U? — T, whereU = R/Z is the unit circle
andT, = C/(Z + pZ) the complex torus with zero modular invariant. This majs covariant.
We denote by\ the latticeZ + pZ. For anyd > 2 an integer, we denote By[d| the d-torsion
group ofU andTy[d] the one off},. We denote by), the map fromU[d]* to Ty[d] induced byy).

Let k£ and! be two elements ifi/ and letz = kp + Ip* € T, the image of(0, k, ) by .
We compute the stabilizer of in pug x {1,conj}. Itis clear that: = z mod A if and only if
k = I mod 1. The set of fixed points by complex conjugation is the circledm of real points
in Ty. In the same manner we show thapz = z mod A if and only if z lies on the circle
with equationk = 2/ mod 1. Similarly p?z = 2z mod A if and only if | = 0 mod 1. And
—z = zmod A ifand only if k = —l mod 1. And pzZ = z mod A if and only if £ = 0 mod 1.
At last —p?z = 2z mod A if and only if 2k = [ mod 1.

The only fixed point ofz mod A — —pz mod A is 0. The same is true fot mod A +—
—p?z mod A.

The map: mod A — pz mod A has three fixed points, namely(p— p?)/3 and its opposite.
These are the fixed points ofmod A +— p?z mod A also. Altogether, these three points form the
intersection of the three circles with equatidgns: 2/ mod 1, = 2k mod 1 andl = —k mod 1.

The complementary set of the six circles above consistg trfiangles. Each of these trian-
gles (with its boundary) is a fundamental domain for theaactf 15 x {1, conj} on the torus.
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Figure 1: Cell decomposition of the torus

The intersection of such a triangle wilh|d| gives a fundamental domain for the actiornygfx
{1, conj} onTy[d]. This is also a fundamental domain for the actiofi@fdZ) x (S3 x {1, —1})
on(Z/dZ)3.

3.3 Complexities

Given an elliptic basi€) = (wi)rez/qz, We now focus on the complexity of algorithms for
computing the Frobenius or the multiplication of two elertsefo be as efficient as possible, and
since operands of the algorithms are already of giog ¢, we assume that any precomputation,
the storage of which does not exceedilog q), is possible.

We first have the following result.
Lemma?2 Leta = Ef;ol a;w; € L. Then there exists algorithms that compdtéy) and

d~!(«a) at the expense of — 1 multiplications and2d — 3 additions inK, among which are
one multiplication and one addition because of the coefficig.

Proof. Plugging Equation (8) and Equation (9) EZ o i®(w;) or Z 0 a; @1 (w;) proves
the correctness of Algorithm 3.1 and Algorithm 3.2. And, empeecomputed th&,_, ;'s and
I'; 4—1’s, the complexity is obvious.

0
Multiplying two elements in such a basis can be done with gomdplexity too.

Lemma3 Leta = Yo, € Land3 = Y0 Biw; € L. Then there exists an algorithm
that computes the produat x 3 at the expense of

10



Algorithm 3.1 ELLIPTICFROBENIUS

Frobenius of an element given in an eIIiptic basis.

INPUT : & = (0)o<i<d—1 Such thaiw = ZZ 0 a,wz e L.
OUTPUT: 7 = (7i)o<i<d—1 Such thaty = 3" niw; = ®(a) € L.

d—1
return (ao — a1 + 2722 ade_l,j_l, o,y ...,0d_1,— Zj:l aj)

Algorithm 3.2 ELLIPTICFROBENIUSINVERSE

Inverse Frobenius of an element given in an elliptic basis.
INPUT : & = (oy)o<i<d—1 Such thaiw = ZZ 0 azwl e L.

OUTPUT: ¥ = (’yz)0<2<d 1 such thaty = ZZ 4 viwi = ®71(a) € L.

return (ao—i—z 104] jd—1 — a10q— 1,—2?;%0@,%,...,0@_2)

e (37d*+30d — 7e — 60)/12 additions,(32 d* + 42 d — 2¢ — 48)/12 multiplications and
(d* — €)/12 inversions inK,

wheree = 12,1, 4,9, 4,1 respectively ford = 0,...,5 mod 6, among which ardd* + 12d —
e — 24)/12 additions andd* + 36 d — € — 48) /12 multiplications because of the coefficient
(d* — ¢)/12 additions because of the coefficient

Proof. We prove the correctness of Algorithm 3.3 and establishoitspexity.
CorrectnessEquations (4) and (5), far < [, yield
wy if £ = 0,

Wpw; = wiwp =R &+ ag — arwy + P7F(&) + v wo if | =kandk >0,
&0+ as — aywy, + Uiy (wp — wy) + (e + 1) wy  Otherwise.

And we have,

d—1 d—1 -1
ax = o Siwpwy = Z Z B)(&o + az)
k=0 (=0 k=1
d—1
< O an)( Z Bi) + Z k) ( Zﬁl )
1 =
-1 d—1

+ aofowo + Z ag B (P7*(&) — vewo) + (Oékﬁo + Bravo)wi
k=1

??‘
)—n

Z akﬁzwk + Z LrianfBi(w —wi) . (12)

0<k,l<d 0<k,l<d
k;él
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Algorithm 3.3 ELLIPTICMULTIPLICATION
Product of two elements given in an elliptic basis.

INPUT : @ = (ai)ogigd_l andﬂ = (@')0@‘@—1 such thaty = Zg:_ol oGWi, ﬁ = Z?:_(]l ﬂiwi e L.
OUTPUT: 7 = (7;)o<i<d—1 Such thaty = S0 niw; = a x 8 € L.

250 =0;8,:=01;,7% :=0;,7 = —a1501;
fork:=2tod—1dos,+:= ap_1; sp+:= Br; Yk := —a1(spak + Sak) ;
Sat= g1 (0, -+ Yd—1)+= SaSp (Ko + a2, K1, ... Kg—1);

.8l = Z?;ll Qv sp = Z?;ll Bivi; Yo +i= SaS}, + S, Sp
.fork:=1tod—1do

§ = B o= 0 (®%(€0))o — vi) ; Yh—= 0 ) ki
fori:=1tok—1do Y+i= 6H(d—k+l) mod d»
forl:=k+1tod—1do Y+i= 5/{(d—k+l) mod d»

(Y05 -y vd—1) += (0 fo, @160 + P, - . ., g—180 + wfa-1);
10. if d mod 3 = 0 then

© 0N UAWN R

11. 9= —(38V3y5 + 2020943 + a1)/(2p2ay3 + a1vaays + az) — ar ;

12. 6 := g (a2a3Bass + Aay3Paas) s vodss == 01 Vass +:=10;

13. fork:=2to [(2d — 1)/3] by 2 do

14. l:=k/2;9:=(p+px +arvg +a3)/ (v — vg);

15. 11,19 : =21, d—1; j1,j2 :=d —21,1;

16. 12 1= g (viy By + vy, Biy) 5 021 1= g (aiy By + ajy Biy) 5 022 1= g (v, By + jp Biz) ;

17. Vir == 012 Viy —i= 021 + 022} ¥, +:= 021} Vj, +i= b12 + 22,

18. for k := |1 +d/2] to [(2d — 1)/3] do

19. l:==2kmodd; g:= (p+ pr +ar1vg +as3)/(v; — vx);

20. 11,19 := k, (2d — 2k) mod d; j1, j2 := (2k) mod d,d — k;

21. 11 := g (qi, B, + 0y Biy) s 22 == g (aiy B + 4y Bis) 5 612 1= g () By + gy Biy) ;

22. Vir == 011 + 012 Vip, —= 0225 Y5y +i= 011 Vj, +i= 022 + d12;

23. fork :=3to |(2d — 1)/3] do

24, forl := max(1,2k —d+1)to |[(k—1)/2] do

25. 9= (p1+ pr+ a1 +a3) /(v — v ;

26. Z‘172‘271‘3 = kad_ lud_ k+l;j17j27j3 =d— k7lak - l,

27. 12 == g (viy Bjy +ujp Biy) 3 613 1= g (viy Bjs + s Biy) 5 621 1= g (v By + vy Biy) ;
28. b23 = g (i Bjs + s Bi) 3 031 1= g (viz By, + vy Big) 5 832 1= g (vi B + v Big ) ;
29. Viy —= 012 + 013, Viy —= 21 + 023 ; iy —= 031 + I32;

30. Vjr = 021 + 031 ; Vjp +i= 012 + 032 ; Vj; +i= 013 + 023 ;

31. return (v;)o<i<d—1

12



The first two terms of this sum are computed at steps 3. andthedlgorithm. The three next
terms are computed in steps 5. to 9. Especially, steps 5.dorBzspond to the action " on
& (the quantity(®*(&,))o, at step 4., is the first coordinate ®f *(&,) written in basig?).

The constant§, ; satisfied 12 symmetry relations and we take advantage ofttheompute
the two last terms of the sum. More precisely, fand! distinct and non-zero i /dZ, we have

andFk,l = _Fl,k —ay .

Dhyg=T =T =1 =Ty =T s,
Dip=T_p =T =T ki =Ti—r =Tk,

All of these relations can be proved thanks to Equation (8) Bguation (1). For instance, to
checkthal'y; = I'j_j _x, we start fronl’ (O, kt, It) = uo gt (b+kt) +uge 12 (b+kt) + w0 (b+kt),
and we findF(O, kt, lt) = u_kt,o(b) + UO,(l—k)t(b) + U(l—k)u—kt(b) = F(O, (l — k‘)t, —k‘t) .

1 d—1
1 B N T e l

B e S B e i S A S

<Flk>+++ Ar+++4 Ly e e 4+

B R i Tk e T s

B Ao b kAt A R A S SR

R TRt ok T S S A S S A L e S S

B e TR e i T T S S AR AR S e S

B R R B R e S

B e v b T L S S

et RF AT trt kbt el g

SR T A R e e s tH+NF AT+

B e T e ot T S R T L e

SRR i A A A bt aE e S S SR S S S

A+ +**fk—hk**+++ R e

e R T e AR e e S S S

R o I A e ik T it 10 o A A U S S o e

k.l ++r¢4*++ R IR B R R

Al e FEXREF AT X RE

T G B e o o R A S A S A o N S

Attt B e T A e A A S e e ey

+ 4+t ‘“F—kl—w+ R R

+ 4+ + 4+ Fohr Db A\E R+

+ 44+t ++ A+ R AR R A T R N

4+t + o+t A+ B R e T

R 4t P A + 4+

+H+tE A+t I ++ +

B R AR S SR SR SRR AR A A + o+t ++ +

R B R A e ++ +

e+t ++ kb R+ o+t ++ +

B T e +++ ++ +

IR YR e +++
B T A R Tt

R LR T £ R TS ey
B AR b e SR SR SRR AR A
B e e s
B R B S e A
B e R B
B T e ik gk e AR A SRR AN
Bt o S R AR e
d—1 B e A A A

k
Figure 2: Symmetry relations on the coefficiehis (d = 42)

We use first that',; = —I';; — a; and we rewrite the last two terms of Equation (12) as
follows,

-1 k-1 k
—ar > (Bt Y Blwr+ > Tralawfi+ o) (w —wy).
=1 =1 =1 0<i<h<d

The first term of this sum is computed at at steps 1. and 2. ddlerithm. To compute the last
term, we consider in turn each orbit of the action defined leysymmetries on the coefficients
I'.;. We choose as a fundamental domain for this action the teasglimited by the circles

13



l=1,k=2lmoddandl = 2k mod d (cf. Figure 2). Itis cumbersome, but not difficult, to
check that any point of this domain, outside the two ciréles 2/ mod d andl = 2k mod d,
has an orbit of exactly2 points: we compute only once the constBpi corresponding to these
12 points and we calculate accordingly their contributiontte productv x 5. These are steps
23. to 30. of the algorithm.

Points on the liné&k = 2/ mod d have orbits of only6 points. We precisely have,y;; =
'y =Ty =-Ti9s—ay=-T_9,y—a; =—-I'1_;—ay, and this yield steps 13. to 17. of
the algorithm. Similarly, points on the line= 2 £ mod d have orbits of only6 points too. We
havel“k,gk = F—2k,—k = Fk,—k = _F2k,k —a; = _F—kz,—ka —a); = _F—k,k — aq and this y|6|d
steps 18. to 22. of the algorithm.

Finally, whend is divisible by 3, the two circles = 21 mod d and! = 2 k£ mod d meet at the
exceptional point2d/3, d/3), which is on thek + [ = 0 mod d line too. This point has an orbit
of only 2 pointsj.e. I'sg/3.4/3 = —1'4/3,24/3 — a1 . This yields steps 10. to 12. of the algorithm.

Complexity We precompute thé constants, andpy, the constant's /3 4/3 if d mod 3 = 0,
the d coordinates in the basf$ of &, their sume:_f K1, ko + as and thewg-coordinates of all
k(&) — v for0 <k < d—1.

Then, Steps 1.-2. needd — 7 additions andd — 4 multiplications inK (among which are
d — 2 additions and3d — 4 multiplications because af;), Step 3. needd + 1 additions and
d + 1 multiplications inK, Step 6. needs — 1 additions and®d — 2 multiplications inK, Steps
7.-8. need!®> — 2d + 1 additions andi®> — 2d + 1 multiplications inK, Step 9. need8d — 1
additions and®d — 1 multiplications inK, Steps 11.-12. neetladditions and multiplications
in K if d is a multiple of 3 (and cost nothing otherwise), Steps 13.-dohsist in|(d — 1)/3]
iterations and Steps 18.-22. consist{d—5+6¢’) /6] (wheres’ = 0if d mod 6 = 0 ande’ =1
otherwise), each of them neetls additions,11 multiplications andl inversion inK (among
which arel addition,1 multiplication because af; and1 addition because afs), and finally,
Steps 23.-30. consist i?/12| — |d/2] + £" iterations (where” = 0 if d mod 6 = 1,5 and
¢” = 1 otherwise), each of them needs additions,12 multiplications andl inversion inK
(among which aré addition,1 multiplication because af; and1 addition because ofs).

Adding all these complexities yields the complexity annmeoh

O
Depending on the characteristic Bf, it is classical to consider the reduced Weierstrass
Model to define elliptic curves. We give in Table 3 precise pterities for these cases, all
obtained with Lemma 3.

4  Elliptic normal bases

In this section, we assume that we are in the situation oi@e8t SoF is an elliptic curve over
a finite fieldK = IF, andd > 2 is an integer. Let € E(FF,)[d] be a rational point of ordet. We
call T the group generated by Let ¢ : E — E be the Frobenius endomorphism. ket £(K)
be a point such that(b) = b + t. So,b belongs toE(L) whereL is the degree extension of

K. We denote by’ the quotient? /T and by! : E — E’ the quotient isogeny. We also assume

14



\ Condition | Model \ Add. | Mult. | Inv. |

Char(K) # 2,3 Y? = X3 +asX + ag
Char(K) =3, jg#0 Y2 =X+ aX?*+ as i

Char(K) =2 jp#0 | Y2+ XY = X3+ apX? +qq | SLH2d===10
je=0] Y2 +aV = X3+ ayX +a | SLH3d=e=t

Figure 3: Elliptic multiplication complexities

db# O € E. We seta = I(b) and checks € E'(F,). We further assume there exists one point
Rin E(F,) such that/R # 0.

We construct a normal basis far, the degreel = #7T extension ofKK. In this basis, the
product of two elements can be computed at the expensecohvolution products between
vectors of dimensiod. Such bases may be preferred to the ones constructed imi$8atthen
d is large enough, depending on the implementation context.

4.1 The elliptic normal basis©
We start with a lemma concerning the s@ez/dz Ukt (k1) -

Lemma4 The sumzkez/dZ ure, (k1) 1S @ constant € K. If the characteristip of K divides
the degreel, thenc # 0.

Proof. The sumzkez/dZ Ukt (k+1)¢ 1S INVariant by translations ifi'. So it can be seen as a func-
tion on £’ = E/T. As such, it has no more than one pole. Therefore it is cohstan

Assume nowp dividesd and}_, ., Wkt (k+1c = 0. The sumd_, ;) kg (o1 IS thus
invariant by translations iffi". So it can be seen as a function 8 = E/T. As such, it has
no more than one pole. Therefore it is constant. Howeven asea function o, this sum
Zkez/dz kg, (k+1y: has a pole aD. A contradiction.

O
So at least one of the two following conditions holds: eitties prime top or ¢ # 0. In any
case, there exist two scalars# 0 andb in K such thatac + db = 1. Fork € Z/dZ we set
U = AUt (k+1)t T b andx, = .

We denote by the systentfy,)cz,qz defined ag;, = u(b). We havezkez/dZ 0, =1¢€ K.
and®(6y) = 0.

Lemma 5 With the above notation, the systém, u,, . .., uq_1) is a basis of
L=2L() [kt]).
keZ/dZ

15



The system® = (6, 61, ...,04_1) is aK basis ofL.

Proof. Indeed, let the\, for k € Z/dZ be scalars irK such thaty, ., ,, \eb = 0. The
function f = Zkez/dz Aruy cancels ab and also at all itgl conjugates oveK (becausef is
defined ovelK). But f has no more thai poles (the points ifT"). If f is non-zero, its divisor is
(f)o = (f)oo With (f)o = D ,cp[b+t] and(f)o = >, [t]. We deducel x bis zero inE. But
this is impossible by hypothesis. Sas constant equal to zero. This implies all's are equal
(look at poles). Since the sum of &JI's is non-zero, this implies that al,’s are null.

0
We call such a basis &3 anelliptic normal basis

If k,l € Z/dZ andk # [, + 1,1 — 1 mod d, then
upu; € L
whereL = L(};cz,q42[kt]) is theK-vector space generated by ajl, for m € Z/dZ. Further
Up_1uy + a’r, € £ andui — a’xy, — ez € L.

S0 if (g )ock<a—1 and(Br)o<k<a—1 are two vectors ifkk?, we have

O )Y Brur) = Y anBilwn + wp41) — a® Y a1 fprg — 0 Y Bragax mod L
k k k k k
= Cl2 Z(Oék — Oék_l)(ﬂk — ﬁk—l)xk mod L. (13)
k

Example. Let us continue the example of section.8, K = F; andd = 5. We find

5y+3 by+322+4 4 yRx+8)+32°+ 15z 2y+2x+6)

(ukt’(kﬂ)t)k:(x—l—él’ 2+5 Tx+3 (2 +5)(x+4) = x+4

sothatc = 3,a=5,b =0, and

O = (7_80837 7_131597 7_162857 7_95297 7_6163) ]

4.2 Change of coordinates

Thanks to Equation (2), thi&s can be given in the basisy ), as
awy + bu)() if k= 0,

Hk = —aw_q1 —alaw0+bw0 if k=d— 1,
W41 — Qwg + Cll—‘kJH_l wo + bwy otherwise.
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Inversely, we seh, = Zle I'; ;-1 and we observe that= \;_» — a;. We obtain

p

d—1

> o, if k=0,

=0

a0y — ba' 200 6, if k=1,

d—1
TN —a - (ba =) S 6 if k=1,

k—1 =0 d—1

a ') 6 — (kba~' + A1) ) _6; otherwise.
=0 =0

This shows that one can compute the change of variable fitam©, and back, at the expense
of O(d) operations irK.

4.3 Complexities

We exhibit an algorithm with quasi-linear complexity to riplly two elements given in an ellip-
tic normal basis. As often with FFT-like algorithms, it csts in evaluations and interpolations.

Notation. If & = (ay)o<i<a—1 andﬁ = (0:)o<i<a—1 are two vectors of length we denote by
a *j 3= > a;8;—; the j-th component of the convolution product. We denoteolyyt) =
(cvi—1); the cyclic shift ofa’. We denote byy o 3= (cv;3;); the component-wise product and by
& 3 = (a@=; (); the convolution product.

4.3.1 Reduction

Given a linear combination of thigs we may want to reduce it: expressit as a linear combination
of thed's.

Let = (1;)o<i<a—1 be the vector ifK¢ such that, = > o<ked—1 k-
& =" (&) = Z w® ™ (0h) = Z i = Z Li—iO-
0<k<d—1 0<k<d—1 0<k<d—1
Letd = (ay)o<i<d—1 andﬁ = (B;)o<j<a—1 be vectors irK? such that
> aki= ) B
0<i<d—1 0<j<d—1
We want to express the;’s as linear expressions in the's.

Z i = Z Q; Z Lie—iO

0<i<d—1 0<i<d—1  0<k<d—1

k [

k

We deduce@ =r*da. Soﬁ is the convolution product ofanda.

17



4.3.2 Evaluation

Let (a;)o<i<a—1 be scalars ifK. Let R € E(K) — E|d| be aK-rational point onZ' such that
dR # 0.

We want to evaluat¢ = >, , oz atall R+ jtfor0 < j < d— 1. We sets; =
f(R+ jt). We have

0<i<d—1 0<i<d—1

WherEfR = (ZL’Q(R + k’t))ogkgd_l. So,

Similarly, we want to evaluatg = >, , , cu; atall R + jt for 0 < j < d — 1. We set
B; = f(R+ jt). We have

0<i<d—1 0<i<d—1

WhereﬁR = (UO(R + kt))ogkgd_l. So,

2y
Il
:Ul
>*
Q1

(15)

4.3.3 Interpolation

Let R € E(K) — E[d] be aK-rational point onE such that{R # 0. The evaluation map
f = (f(R+ jt))ogj<a1 is a bijection fromC ontoK<.

Given thes; = f(R + jt) we want to compute the; such thatf = >, | au;. Since

(B = iz + a we just need to compute once for all the invegé—") of iy for the convolution
product. This inverse exists because the evaluation majeiie.

4.3.4 Multiplication

Let@ = (ay)o<i<a—1 andﬁ = (B)o<i<a—1 be two vectors irfK?. We want to multiply>_. a;6;
and) . 3:0;

We define four functions o,

A = ZQUZ,B Zﬁzum

= a Z i — OG- 1 ﬁi—l)xia
D = AB—C.
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The product we want to computeigb) B(b) = C(b) + D(b).
From Equation (13), we deduce th&tis in £. From Equation (14), we deduce that the
coordinates ir® of C'(b) are given by the vector

P+ (02(d = o(@) o (F = o(3)) .

According to Equation (15), the evaluation dfat the point§ R + jt); is given by the vector
iip*@. The evaluation at these pointsifis (i x@) o (ix* ) — Tr* (a(G—o(&))o(B—o(3))).
If we « multiply this late vector on the left by;(~" we obtain the coordinates @ in the basis
(uo, - .., uq—1). These are also the coordinategaf) in the basi®.

Altogether, we have proved what follows.

Lemma 6 The multiplication tensor for normal elliptic bases of types

@)+ (@~ o(@) o (F- (D)) +
R (i @) o (i x ) = (0%0) = (@ = (@) o (F = o()) )

It consists in5 convolution products? component-wise products,addition and3 subtrac-
tions between vectors of sizethe degree of the extension.

Note that convolution products can be computed at the expein3(d log d log | log d|) op-
erations inK using algorithms due to Schénhage and Strassen [18], Sagérih7], and Cantor
and Kaltofen [5].

Note also that it is standard to use elliptic curves (and eueves of higher genera) to bound
the bilinear complexity of multiplication. One should miemtin particular work by Chudnowsky
[8], Shokrollahi [19], Ballet [3], Chaumine [6]. The tensae produce here is not competitive
with theirs from the point of view of bilinear complexity. Bthis tensor is symmetric enough to
allow fast application of the Frobenius automorphism.

Example. In the setting of the examples of Section 3 and Sectiare4K = [, andd = 5,
we first precompute, witli® = (1, 2) a point of order 10 or¥,

r=(0,5,5,1,0), ig = (4,1,5,1,4), up"Y = (2,2,0,4,0) andZx = (1,5,5,1,2).

Now, we are going to multiply _, «;0; and} . 3,0, with&@ = (6, 3,6, 1, 2) andﬁ =(2,6,6,4,2).
We first easily findi — o(@) = (4,4,3,2,1), 3 — o(f) = (0,4,0,5,5) and thus(@ — o(a)) ¢

-

(5_ U(ﬁ)) = (0727 0737 5)

Therefore,
(@)« ((@—o(@)e(F-a(d) = 60455,
)O(ﬁR*ﬁ) = (074707370)7
G—o(B)) = (1,1,0,1,4).



It remains to compute
un =Y x (g * @) o (g % f) — (62Fp) * (@ — (@) o (F — (F)))) = (4,5,4,0,1),

and finally, we obtain

(ZO[ZQZ) X (Zﬁﬂz) :380+581+192+593+684

5 Beyond Gauss periods

Complexity estimates in Subsection 3.3 and Subsectiod 418jgest that an elliptic basis may
be preferred to standard normal basis.

In this section we first show that the main condition for theseence of an elliptic basis is
that the degree should not be too large. This is explainedibs&ction 5.1. If this condition
is not fulfilled, we may translate the field extension alongreak auxiliary base change. This
is explained in Subsection 5.2. We recall in SubsectiontaBfast inversion using Lagrange’s
theorem and addition chains is possible in the context gitelinormal bases. In Subsection 5.4
we associate a well chosen polynomial basis to any elligid We explain how to fast change
coordinates between either bases. This gives a quasi-tingsion algorithm for elliptic bases.

5.1 Existence conditions for elliptic bases

Let ¢ be a power of a primg. Given a finite fieldF, and an integed > 2, we want to construct
an elliptic basis for the degrekextension off,.
We first need some easy properties of dh€cf. Definition 1).

Lemma 7 Letp be a prime and, a power ofp. Letd > 2 be an integer.

If d is prime tog — 1 thend,, = d.

If ¢ — 1 is squarefree therd, < d3.

In any casel, < d*(q — 1)%.

If f > 1is aninteger prime tay(d) thend,s = d,.

We can now give a sufficient condition for the existence of llipte basis. The necessary
background about elliptic curves over finite fields can betbun chapter 5 of Silverman’s book
[20].

Lemma 8 Letp be a prime and, a power ofp. Letd > 2 be an integer. We assume that
d, < 24/9.

‘Then, there exists an elliptic curve overF,, a pointt of orderd in E(FF,) and a pointh in
E(F,) such thaty(b) = b + t and the order ob is a multiple ofd?. In particular db # 0.
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Proof. There are at least too consecutive multipleg gh the intervalg+1—-2,/q, ¢+1+2,/q].
One of them is not congruent tomodulop. We call M = \d, this integer and we sét=
¢+ 1— MandA = £ — 4q. Let O be the maximal order if@(v/A). There exists an ordinary
elliptic curve E overF, such thatt’ has) points over, andEnd(E) = O. Let( be a prime
divisor of d. We sete;, = v,(d).

Assume first that is prime tog — 1.

It cannot divide bothy + 1 — t andt® — 4¢. So/ is prime tot?> — 4¢ and is unramified ifZ[¢] and
in End(E). If £ were inert, it would divide botk» — 1 and its conjugate — 1 and also the trace
Tr(¢p—1) = t—2. Sincel dividesq + 1 — t this would imply that dividesq — 1, a contradiction.
So/ splits inZ[¢]. Letl = (¢, — 1) be the ideal ifEnd (£) abovel and containing> — 1. This
prime ideal dividesp — 1 exactlye times, wheree > ¢, is the valuation ofM at/. Let A be
the unique root of X + 1) — t(X + 1) + ¢ in Z, that is congruent t6 modulo/. The /-adic
valuation of)\ ise. The kernel of“** is cyclic of order/™°¢. The Frobeniug acts on this group
as multiplication byl + X. Letb, be a generator of this group. We get= ¢(b,) — b, and we
check that, has order* and isF,-rational. Indeed, is left invariant by because > e,.

Assume now dividesqg — 1.
Sow(M) > wve(d,) > 2ve(q — 1). We check

t?—dg=(¢—1)*+M*—-2M(qg+1)=(¢g—1)* +0O(£)

wheres = vy(M) > 2v,(q — 1) if Zis odd, ands = v,(M) + 2 > 2v,(q — 1) + 2if £ = 2.

We deduce? — 4¢ is a square ifZ, and/ splits inEnd(E). Let \; and), be the two roots of
(X 4+1)2—t¢(X +1)+qinZ,. Since\;\» = ¢+ 1 — t= M, one of these two roots hdsadic
valuation> e,. Assume for example,(\) = e; > e,. Thel“r*e¢-torsion groupE[¢“* ] has a
cyclic subgroug/; of order¢ert whereg acts as multiplication by + ;.

Let b, be a point of ordefe***¢ in V;. We sett, = ¢(by) — by = M\1b. This is a point of order
(e, 1t is left invariant by because; > e,. So again, is in E[(“*|(F,).

We now patch all these points together

We sett = >, t,andb = ), b,. We havep(b) — b = t andt has orderl. The order of the point
bis a multiple of[ [, £>*¢ = d?. In particulardb # 0.

U

Lemma 9 Letp be a prime and, a power ofp. Letd > 2 be an integer. We assume that

dy < 1/1.
‘Then, there exists an elliptic curve overF,, a pointt of orderd in E(FF,) and a pointh in
E(F,) such thatp(b) = b + t and the order o is a multiple ofd>. In particular db # 0. There
is also a pointR in E(F,) that such that/R # 0.

Proof. We apply lemma 8 above ta ¢ andd’ = 2d < 2,/q. We obtain an elliptic curvé’, a
pointt’ of orderd’ = 2d in E(F,) and a point/ such that(b') = b’ +t'. We sett = 2t/, b = 2V
andR = ¢t and we are done.

O
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5.2 Base change

Let ¢ be a prime power and letbe an integer. It is too large we may not be able to construct
an elliptic basis for the degregextension off,. We try to embed, into some small degree
auxiliary extensionK = F, with Q = ¢/ then construct an elliptic basis for the degrte
extensionl, of K. We shall need the following lemma.

Lemma 10 (lwaniec) There exists a constanf},,, > 1 such that the following is true.

Letk > 2 be aninteger and lety, po, ..., px be distinct prime integers. Let and ., be two
integers withu, — p1; > K k?*(log k). Let! be the intervaly,, us]. There is an integen in [
that is prime to every, for: € {1,2,... k}.

This lemma is proven by lwaniec in [15].

The number of prime divisors afis O(logd). We look for some integef such that

e fisprime tody(d),
o d;=d, < qg.

From Lemma 10, we find somgthat is

O(log, d, + (log d)*(log(log d))*) = O((log d)*(log(log d))?).

In this context, we calp, : F, — F, the absolute Frobenius &f, and®, = ®/ the Frobenius
of K. Once given an elliptic basis fdi/K, we can compute efficiently the action ®f,. Let
F be an integer such that< F' < d — 1 andfF = 1 mod d. The restriction ofbg toF,a is
®, : F,« — F,a. We thus can compute efficiently the Frobenius actioffgnusing the elliptic
basis forL /K.

Elements inF . being represented and treated as elemenis, iwe have a slight loss of
efficiency: the size is multiplied by. An element inF . is represented by log Q) bits instead
of dlogq.

5.3 Inversion using Lagrange’s theorem

We have constructed models for finite fields where additiantiplication and Frobenius action
can be quickly computed. We should worry now about inversion

The inverse ofo € F« can be computed as?'—2 because of Lagrange Theorem. This
exponentiation can be done at the expens@@bg ¢ + log d) multiplications inF,. using an
addition chain forl — 1 and another addition chain for— 2. This is [14, Theorem 2] of Itoh and
Tsuijii generalized in [13, Corollary 30] by von zur Gatherdaocker. The computation also
requiresO (log d) exponentiations by powers of
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5.4 Moving to a polynomial basis and quasi-linear inversion

Using Lagrange’s theorem for inversion is one of the poesibtivations for using normal bases
but it brings an extraog ¢ factor in the complexity. This may harmlibg ¢ is bigger than any
polynomial inlog d. So it makes sense to look for an inversion algorithm thas lesss than e.g.
Kd(log d)?*log | log d| operations ifF, where K does not depend ahnor ong.

In this subsection we show that to any elliptic basis one c@o@ate a polynomial r basis
such that changing coordinates between either bases cambeadquasi-linear time. This gives
another algorithm for fast multiplication in elliptic base More importantly, this allows fast
division in elliptic bases.

LetK =F,, d, L, E, t andb be as in the beginning of Section 4. We further assite# 0.
This is guaranteed if we use Lemma 9 and i 3. The unitary polynomial

(z) = (z —2()(x —x(b+1) - (zr —z(b+ (d — 1)t)) € K|z]

is then irreducible.

In order to simplify the presentation, we shall assume inféflewing thatd is odd. There
exist a degre¢d + 1)/2 unitary polynomialY; € K[z] and a degree (d — 3)/2 polynomial
Yy € K]z] such that the functiol; (x) —yYy(x) cancels ab, b+t,...,b+(d—1)t. Besides; and
Y, are coprime and; () — yYo(z) also cancels atdb. We precompute these two polynomials.

We denote byR C K(FE) the ring of functions having no pole outsi§@, ¢, 2t, . . ., (d—1)t}.
The idealb C R of the closed subs€b, b + ¢, b+ 2t,...,b+ (d — 1)t} is generated byl (x)
andY:(z) — yYo().

The system(1,uoy, . .., uo,a—1y) is aK-basis of£; = L(O +t+ 2t + --- + (d — 1)1)
and reduction modulé (evaluation ab) defines a bijection; : £, — K(b) = L. The system
(1,uo04(b), ..., uo,w@-1)(b)) is the elliptic basis?.

The systen(1,z,22, ..., 297 !) is free and generates a subspdgeof £((2d — 2)O). Re-
duction modulob (evaluation ath) defines a bijectiort; : £ — K(b) = L. The system
U = (1,z(b),z(b)?, ..., x(b)41) is aK-basis ofL.. This is a polynomial basis.

In order to change coordinates frafhto ¥ and back, we now explain how to quickly
evaluate the bijections ' o ¢; ande; ' o e,.

From( to V.
Recall we have set, = z(kt) for k € Z/dZ. Equation (6) shows that there exist constants
sk, = aqx(kt) + az + y(kt) in K such thatforl <k <d—1

Y+ Sk
T -

Ukt =

Any function f in £, is a combination

+s
f:a0+ Z Ozky k

1<k<d—1

!Recall that changing coordinates fradrto © and back is done in linear time as explained in Subsection 4.2
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with oy, € F,for0 <k < d — 1. We set

D)= [ (z-w)
1<k<(d—1)/2

We can rewritef as(U(z) +yV (z))/D(z) whereU(z) andV (z) are polynomials irK|z]
with degree< 2.

The numeratol/(z) + yV (x) can be computed at the expensefi(log d)? log | log d|)
operations irF, using a divide and conquer algorithm.

Now the functionf is congruent modul® to (U(x) + M (z)V(z))/D(z). There exists a
polynomial W (z) € K][z] with degree< d — 1 that is congruent to the later fraction modulo
II(z). We compute it at the expense @fd(log d)? log | log d|) operations irff, using standard
fast modular multiplication and inversion algorithms. FHolynomiallW (z) is nothing but
& ' (e(f))-

From W to .

Conversely, letV(x) € L, be a polynomial inK[z] with degree< d — 1. We look for a
functionf = oy + Zlgk@_l ar(y + si)/(x — ) In L4 that is congruent tdl/ () modulob.
Fork # 01in Z/dZ we set

D) = 11 (2 — 1) = D(@)/(x - ).

1<I<(d—1)/2, I#+k mod d

We assume we have precomputed thgv;) for 1 < k& < (d — 1)/2 using fast multipoint
evaluation of the derivativ®’(z) at the expense @d(d(log d)? log | log d|) operations irF,.

We first compute a degre€ d — 1 polynomial N (z) that is congruent t&V (x)D(x)Yy(x)
moduloTI(z). This is done at the expense ©fd(log d)?log |log d|) operations ifF, using a
standard fast modular multiplication and reduction altponi.

We have

N(z) = D(x)Yy(x)f = agD(x)Yo(x) + Z arDy(x)(Yi(x) + s£Yo(x)) mod b.

1<k<d—1

The leftmost and rightmost terms in the above congruencpaymomials inx with degree
< d — 1. Therefore they are equal. Sinfg = D_;, we obtain

N(@) = aoD(@)Yo(x)+ > (ex(Vi(x) + Yo (@) + a-r(Yi(x) + s_xYo(x))) Di().
1<k<(d—1)/2

We set

AO(JJ) = Z (OAkSk + Oé_ks_k)Dk and Al (JJ) = Z (ozk + Oé_k)Dk (16)

1<k<(d—1)/2 1<k<(d—1)/2

and we obtain
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N(z) = apD(x)Yy(x) + Ao(x)Yo(z) + Ar(2)Yi(2).

We now reduce this identity modulg (z). Let N(z) € K[z] be a polynomial with degree
< (d—1)/2 that is congruent tdV () / Yy () moduloY; (z). We haved,(z) = N(z) — apD(z)
whereqy is the only constant il such thatV(z) — oy D(z) has degree (d — 3)/2. Once we
know ag and Ag(x) we setd; (z) = (N(z) — agD(x)Yy(z) — Ao(x)Yo(x))/Yi(x).

From Equations (16) we deduce

agpsp +o_ps_y = Ao(vk)/Di(vk),
o +o_p = Al(l/k)/Dk(Vk)
This pair of equations allows us to compute all thefrom the Ay(vy), A1 (vx), and Dy ()

at the expense af)(d) operations inK. The Ay(v;) and A,(v,) are computed using a fast
multipoint evaluation algorithm at the expenseifi(log d)* log | log d|) operations irF,.
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