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Abstract

The exit time and the exit location of a non-Markovian diffusion is ana-
lyzed. More particularly, we focus on the so-called self-stabilizing process.
The question has been studied by Herrmann, Imkeller and Peithmann in
[HIP08]. They proved some results similar to the ones of Freidlin and
Wentzell. We aim to provide the same results by an approach more in-
tuitive and without reconstructing the proofs of Freidlin and Wentzell.
Our arguments are as follows. In one hand, we establish a strong version
of the propagation of chaos which permits to link the exit time of the
McKean-Vlasov diffusion and the one of a particle in a mean-field system.
In the other hand, we apply the Freidlin-Wentzell theory to the associated
mean-field system ; which is a Markovian diffusion.

Key words and phrases: Self-stabilizing diffusion ; Exit time ; Exit lo-
cation ; Large deviations ; Interacting particle systems ; Propagation of chaos ;
Granular media equation
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Introduction

The questions that we address in this paper concern the pathwise asymptotic
behavior of a particular class of inhomogeneous diffusions:

Xǫ
t = X0 +

√
ǫBt −

∫ t

0

bǫ (s,Xǫ
s) ds .

∗Supported by the DFG-funded CRC 701, Spectral Structures and Topological Methods

in Mathematics, at the University of Bielefeld.
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We study here the so-called self-stabilizing process. The term “self-stabilizing”
comes from the fact that each trajectory is attracted by the whole set of trajec-
tories in the following sense:

bǫ(t, x) := ∇V (x) + E {∇F (x−Xǫ
t )} .

The model is detailed subsequently. Let us present what we denote by exit
problem. We consider a domain D ⊂ R

d and we introduce

S(ǫ) := inf {t ≥ 0 | Xǫ
t ∈ D}

the first hitting time of Xǫ in the domain D. Then, we define

τ(ǫ) := inf {t ≥ S(ǫ) | Xǫ
t /∈ D}

the first exit time of Xǫ from the domain D. The exit problem denotes two
questions. What is the exit time? What is the exit location?
In the small-noise limit, the questions become:

1. What is the exit time τ(ǫ) for ǫ going to 0?

2. What is the exit location Xǫ
τ(ǫ) for ǫ going to 0?

The subject of this article is to study these questions. They have been solved
by Freidlin and Wentzell for homogeneous difffusions. See [FW98, DZ10] for
complete review. Let us briefly present their results. We look at the diffusion

xǫt = x0 +
√
ǫβt −

∫ t

0

∇U (xǫs) ds .

U is a C∞-continuous function from R
k (k ≥ 1) to R and β is a Brownian motion

in R
k. a0 is a minimizer of U and G is a domain which contains a0. Under

easy verifiable assumptions (which are detailed in Annex A), for all δ > 0, the
following Kramers’ type law holds:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − δ)

]
< τ(ǫ) < exp

[
2

ǫ
(H + δ)

]}
= 1 .

Here, the exit cost is H := inf
z∈∂G

U(z)−U(a0). We can immediately remark that

H =
1

2
lim
ǫ→0

ǫ log {τ(ǫ)}. Moreover, the exit location is near the points in the

boundary which minimize U . Indeed,

lim
ǫ→0

P

{
xǫτ(ǫ) ∈ N

}
= 0

if N ⊂ ∂D is such that inf
z∈N

U(z) > H .

Let us note that we also have results if we replace Brownian motion by Lévy
process, see [IPW09, IPS10].
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Let us present more precisely the model studied in the article. Let X0 be an
element of Rd, d ≥ 1. We consider the McKean-Vlasov diffusion

{
Xǫ

t = X0 +
√
ǫBt −

∫ t

0
∇W ǫ

s (X
ǫ
s) ds

W ǫ
t := V + F ∗ uǫt := V + F ∗ L (Xǫ

t )
. (I)

The star in the previous line corresponds to a convolution and uǫt is the own
law of the diffusion Xǫ at time t. Let us point out that E {∇W ǫ

t (X
ǫ
t )} is not

equal to E {∇V (Xǫ
t )}. It is equal to E {∇V (Xǫ

t ) +∇F (Xǫ
t − Y ǫ

t )} where Y ǫ is
an independent version of Xǫ.

Since the own law of the process intervenes in the drift, this equation is non-
linear ; in the sense of McKean. Three terms generate the dynamic. The first
one is a Brownian motion B in R

d with intensity ǫ
2 d. It permits to Xǫ to

visit the whole space. The second force describes the attraction between one
trajectory t 7→ Xǫ

t (ω0) and the whole set of trajectories. Indeed, we remark:
∇F ∗ uǫt (Xǫ

t (ω0)) =
∫
ω∈Ω

∇F (Xǫ
t (ω0)−Xǫ

t (ω)) dP (ω) where (Ω,F ,P) is the
underlying measurable space. Consequently, we say that F is the interaction
potential. The last term is V , the so-called confining potential. It forces the
diffusion to move to the minimizers of V . These three forces are concurrent.

As a first observation, we note that the future of the couple (Xǫ ; uǫ) is in-
dependent of its past if its present is known. However, the diffusion Xǫ is
not Markovian since the past intervenes in the drift ∇W ǫ

t through the law uǫt.
This kind of processes were introduced by McKean. The reader is referred to
[McK67]. Xǫ corresponds to the hydrodynamic limit of the interacting particles
system:

Zǫ,i,N
t = X0 +

√
ǫBi

t−
∫ t

0

∇V
(
Zǫ,i,N
s

)
ds (II)

− 1

N

N∑

j=1

∫ t

0

∇F
(
Zǫ,i,N
s − Zǫ,j,N

s

)
ds

for all 1 ≤ i ≤ N . The N Brownian motions are supposed independent and
B1 = B. Each particle is attracted by the whole set of particles. We talk about
mean-field system. The drift which intervenes in each diffusion Zǫ,i,N has a
writing similar to the one of the self-stabilizing diffusion (I):

W ǫ,N
t := V + F ∗

(
1

N

N∑

i=1

δ
Z

ǫ,i,N
t

)
. (III)

Heuristically, the empirical law
1

N

N∑

i=1

δ
Z

ǫ,i,N
t

of the system converges to uεt as

N tends to 0. This phenomenon is called propagation of chaos.

Under some hypotheses on V and F , the self-stabilizing diffusionXǫ corresponds
to the limit for large N of the first particle Zǫ,1,N in the following sense:

lim
N→∞

E

{
sup

t∈[0;T ]

∣∣∣
∣∣∣Xǫ

t − Zǫ,1,N
t

∣∣∣
∣∣∣
2
}

= 0
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for all T ∈ R+. See [Szn91, BRTV98, Mal01, Mal03, CGM08]. Proofs of
the classical results on propagation of chaos are in Annex B. The mean-field
system is Markovian. Indeed, by denoting Zǫ,N :=

(
Zǫ,1,N , · · · , Zǫ,N,N

)
, BN :=(

B1, · · · , BN
)

and ZN
0 := (X0, · · · , X0), equation (II) can be rewritten

Zǫ,N
t = ZN

0 +
√
ǫBN

t −N

∫ t

0

∇ΥN
(
Zǫ,N

s

)
ds (IV)

where the potential ΥN is defined by

ΥN (Z) :=
1

N

N∑

j=1

V (Zj) +
1

2N2

N∑

i=1

N∑

j=1

F (Zi − Zj) (V)

for all Z := (Z1, · · · , ZN) ∈
(
R

d
)N

. Then we can apply Freidlin-Wentzell

results to the homogeneous diffusion Zǫ,N . We note that the exit problem of
Zǫ,1,N from D is equivalent to the one of Zǫ,N from D × R

d(N−1). A strong
version of the propagation of chaos permits then to link the exit time of Xǫ

from D and the one of Zǫ,1,N from D.

Let us briefly recall some previous results on McKean-Vlasov diffusions. The
existence and the uniqueness of a strong solution Xǫ on R+ for equation (I) has
been proved in [HIP08] (Theorem 2.13). The asymptotic behavior of the law has
been studied in [CGM08, BRV98] (for the convex case) and in [Tug10, Tug11b]
in the non-convex case by using the results in [HT10a, HT10b, HT09] about the
non-uniqueness of the stationary measures and their small-noise behavior.

The exit problem of self-stabilizing processes has already been solved if both
V and F are uniformly strictly convex, see [HIP08]. The authors follow and
extend the method of Freidlin and Wentzell. The difficulty is the lack of Markov
property. Indeed, in inhomogeneous diffusions, the first exit time and the second
exit time can not be identified up to a shift. However, if V and F are uniformly
strictly convex that is to say if inf

x∈R
d
HessV (x) ≥ ϑ > 0 and inf

x∈R
d
HessF (x) ≥

α > 0, they proved a Kramers’ type law. The exit time τ(ǫ) of Xǫ from a
domain D satisfies the limit:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − δ)

]
≤ τ(ǫ) ≤ exp

[
2

ǫ
(H + δ)

]}
= 0

for all δ > 0. Here, H := inf
∂D

(V + F ∗ δa0) − V (a0) where a0 is the unique

minimizer of V . They also provide a result on the exit location which is similar
to the one of Freidlin-Wentzell. They also give an example of the influence of
self-stabilizing term on the exit location.

This paper proposes a new simpler and more intuitive approach of the problem.

The article is organized as follows. First, we present the assumptions on the po-
tentials and the definitions. Then, the uniform boundedness of the moments is
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established. This justifies the assumptions on the domain D. The main results
are written in the end of Section 1. In the second section, the exit problem of
the particle Zǫ,1,N is addressed by applying classical Freidlin-Wentzell theory.
The third section deals with a new version of the propagation of chaos. Finally,
the main results are proved.

The article contains also two annexes. One deals with the results and the hy-
potheses of the Freidlin-Wentzell theory and the other one presents the classical
results on the propagation of chaos, including the proofs.

1 Preliminaries and main results

First, let us denote by || . || the euclidian norm on R
d: ||x||2 :=

∑d
r=1 x

2
r for all

x = (x1, · · · , xd) ∈ R
d. The associated distance is d.

We assume the following properties on the confining potential V :

(V-1) V is a smooth function from R
d to R.

(V-2) V is uniformly strictly convex: HessV ≥ ϑ > 0.

(V-3) The unique minimizer of V is 0 and V (0) = 0.

We would like to point out that the aim of the hypothesis (V-3) is just to simplify
the writing. Indeed, if the point of the global minimum is a0 6= 0, it is sufficient
to consider the diffusion X̃ := X−a0 and the potential Ṽ := V (.+a0)−V (a0).
An immediate consequence of (V-1)–(V-3) is the following inequality:

〈x ; ∇V (x)〉 ≥ ϑ ||x||2 for all x ∈ R
d . (1.1)

Let us present now the assumptions on the interaction potential F :

(F-1) There exists a function G from R+ to itself such that F (x) = G (||x||).
(F-2) G is an even polynomial function such that deg(G) =: 2n ≥ 2.

(F-3) G is convex.

(F-4) G(0) = 0.

Let us note that (F-1)–(F-4) imply

∇F (x) = x
G′ (||x||)
||x|| = x

n∑

k=1

G(2k)(0)

(2k − 1)!
||x||2k−2 .

Since the initial law is a Dirac measure, we know that there exists a unique
strong solution Xǫ to the equation (I), see Theorem 2.13 in [HIP08] for a proof.
Moreover:

sup
t∈R+

E

{
||Xǫ

t ||2p
}
<∞ (1.2)

for all p ∈ N
∗. We immediately deduce the tightness of the family (uǫt)t∈R+

.

We present now some notations concerning the space
(
R

d
)N

=: RdN .
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Definition 1.1. 1. For all Z = (Z1, · · · , ZN) ∈ R
dN , we define the following

norm:

|||Z||| :=
{

1

N

N∑

i=1

||Zi||2n
} 1

2n

.

2. For all κ > 0, we introduce the ball:

B
N
κ :=

{
Z ∈ R

dN
∣∣∣ |||Z||| < κ

}
.

3. Finally, for all x ∈ R
d, the vector (x, · · · , x) ∈ R

dN is denoted by x.

We remark that |||x||| = ||x|| for all x ∈ R
d. In order to simplify the writing,

we use the following terminology in the whole article:

Definition 1.2. Let G be a subset of Rk and let U be a C∞-continuous function
from R

k to R. For all x ∈ R
k, we consider the dynamical system

ψt(x) = x−
∫ t

0

∇U (ψs(x)) ds .

We say that the domain G is stable by −∇U if the orbit {ψt(x) ; t ∈ R+} is
included in G for all x ∈ G.

We establish now an important result about the moments of Xǫ. Indeed,
since these moments intervene in the drift, the asymptotic behavior (determin-
istic) of the law uǫt is related to the asymptotic behavior (probabilistic) of the
trajectories. Moreover, it permits to understand what are the relevant sets from
which we shoud study the exit problem.

Proposition 1.3. 1. The 2n-moment is uniformly bounded:

sup
t∈R+

E

{
||Xǫ

t ||2n
}
≤ max

{
||X0||2n ;

(
2n− 1

2ϑ

)n

ǫn
}
. (1.3)

2. For all κ > 0 and ǫ > 0, we introduce the deterministic time

Tκ(ε) := min
{
t ≥ 0

∣∣∣ E
{
||Xǫ

t ||2n
}
≤ κ2n

}
.

For ǫ < κ2ϑ
2n−1 , we have the inequality:

Tκ(ε) ≤
1

nϑκ2n
||X0||2n . (1.4)

3. Moreover, for all t ≥ Tκ(ε), E
{
||Xǫ

t ||2n
}
≤ κ2n.
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Proof. 1. After applying the Itô formula and integrating, we obtain

||Xε
t ||2n = ||X0||2n + 2n

√
ǫ

∫ t

0

||Xε
s ||2n−2 〈Xε

t ; dBs〉

− 2n

∫ t

0

||Xε
s ||2n−2

{
〈Xε

t ; ∇V (Xε
s )〉+ 〈Xε

s ; ∇F ∗ uεs (Xε
s )〉
}
ds

+ n(2n− 1)ǫ

∫ t

0

||Xε
s ||2n−2

ds .

We put ξǫ(t) := E

{
||Xε

t ||2n
}

. The previous equality implies:

ξ′ǫ(t) =− 2nE
{
||Xε

t ||2n−2 〈Xε
t ; ∇V (Xε

t )〉
}

− 2nE
{
||Xε

t ||2n−2 〈Xε
t ; ∇F ∗ uεt (Xε

t )〉
}
+ n(2n− 1)ǫE

{
||Xε

t ||2n−2
}

=: aε(t) + bε(t) + cε(t) .

By definition, the second term bε(t) can be written as

bε(t) = E

[
||Xε

t ||2n−2 〈Xε
t ; ∇F (Xε

t − Y ε
t )〉
]

where Y ε is a solution of (I) independent from Xε. We can exchange Xε and
Y ε. Thereby, by using (F-1)–(F-4), we get:

bε(t) = E

{
G′ (||Xε

t − Y ε
t ||)

||Xε
t − Y ε

t ||
〈
||Xε

t ||2n−2Xε
t ; X

ε
t − Y ε

t

〉}

=
1

2
E

{
G′ (||Xε

t − Y ε
t ||)

||Xε
t − Y ε

t ||
〈
Xε

t ||Xε
t ||2n−2 − Y ε

t ||Y ε
t ||2n−2

; Xε
t − Y ε

t

〉}
.

This last term is nonnegative. Indeed, the Cauchy-Schwarz inequality implies

〈
x ||x||2n−2 − y ||y||2n−2

; x− y
〉
≥
(
||x||2n−1 − ||y||2n−1

)
(||x|| − ||y||) ≥ 0

for all x, y ∈ R
d. Therefore, we obtain bε(t) = E

{
||Xε

t ||2n−1 ∇F ∗ uεt (Xε
t )
}
≥ 0.

Moreover, inequality (1.1) implies

aε(t) = E

{
||Xε

t ||2n−2 〈Xε
t ; ∇V (Xε

t )〉
]
≥ ϑE

{
||Xε

t ||2n
}
= ϑξε(t) .

Hence, by using Jensen inequality, we deduce cε(t) ≤ n(2n− 1)ǫξε(t)
1− 1

2n . By
combining results on aε(t), bε(t) and cε(t), we obtain

ξ′ǫ(t) ≤ −2nϑξǫ(t) + n(2n− 1)ǫξǫ(t)
1− 1

n

≤ −2nϑξǫ(t)
1− 1

n

{
ξǫ(t)

1
n − (2n− 1)ǫ

2ϑ

}
. (1.5)
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Inequality (1.3) is an obvious consequence of (1.5).

2. From now on, we take ǫ < κ2ϑ
2n−1 . This implies κ2

2 > (2n−1)ǫ
2ϑ . Consequently,

for all t < Tκ(ε), we have

ξǫ(t)
1
n ≥ κ2 ≥ (2n− 1)ǫ

ϑ
.

We obtain from (1.5):

−ξ′ǫ(t) ≥ nϑκ2n .

By definition, if ξǫ(0) = E

{
||X0||2n

}
≥ κ2n:

∫ Tκ(ε)

0

nϑκ2ndt ≤
∫ Tκ(ε)

0

−ξ′ǫ(t)dt = ξǫ(0)− κ2n ≤ ||X0||2n .

(1.4) immediately holds.

3. Finally, for all T > 0, (1.5) implies sup
t≥T

ξǫ(t) ≤ max

{
ξǫ(T ) ;

(
(2n− 1)ǫ

2ϑ

)n}
.

Then, for all t ≥ Tκ(ε),

E

{
||Xt||2n

}
≤ max

{
ξǫ (Tκ(ε)) ;

(
(2n− 1)ǫ

2ϑ

)n}
≤ κ2n .

This means that the self-stabilizing process tends to be trapped in a ball with
center 0. This result concerns the law uεt and not the trajectories t 7→ Xε

t (ω).
But, it points out the importance of δ0 in the study. Indeed, Proposition 1.3
implies

lim
ǫ→0

lim sup
t→∞

E

{
||Xε

t ||2n
}
= 0 .

Consequently, the relevant sets for the exit problem of the McKean-Vlasov dif-
fusions are the ones which contain the attractive point 0.

Remark 1.4. In Proposition 1.3, we established the uniform boundedness of
the moment of degree 2n. We would like to point out that we can prove

sup
t∈R+

E

{
||Xǫ

t ||2p
}
≤ max

{
||X0||2p ;

(
2p− 1

2ϑ

)p

ǫp
}

for all p ∈ N.

We give now the assumptions on the domain D.
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Assumption 1.5. We consider the dynamical system

ϕt = X0 −
∫ t

0

∇V (ϕs) ds

where X0 is introduced in (I). There exists T0 ≥ 0 such that {ϕT0+t ; t > 0} is
included in D and the orbit {ϕt ; 0 < t < T0} is included in Dc.

We point out that the domain D is not necessary stable by −∇V .
In order to understand heuristically this assumption, let us look at the dynamical
system

ZN
t = X0 −N

∫ t

0

∇ΥN
(
ZN

s

)
ds (1.6)

where ΥN is defined in (V). We remark that ZN
t is equal to ϕt for all t ≥ 0.

Then, by Assumption 1.5, the orbit
{
ZN

T0+t ; t ∈ R+

}
is included in DN ⊂ D ×

R
d(N−1).

Let us note that this assumption is weaker than Assumption 4.1.i) in [HIP08].
We present now the other hypothesis:

Assumption 1.6. The open domain D is stable by −∇V −∇F =: −∇W .

This hypothesis is natural according to Proposition 1.3. Indeed, the law uεt
is as close as we want to δ0. Consequently, the drift ∇V +∇F ∗ uǫt is close to
∇V +∇F ∗ δ0 = ∇V +∇F .

Next, we define the exit cost.

Definition 1.7. The exit cost of a bounded domain D which contains 0 is

H := inf
z∈∂D

W (z)

with W (z) := V (z) + F (z).

We give now an example of a domain satisfying both Assumptions 1.5–1.6.

Lemma 1.8. For all H > 0, the domain KH :=
{
x ∈ R

d | V (x) + F (x) < H
}

satisfies Assumptions 1.5–1.6. Moreover, its exit cost is H.

Proof. Assumption 1.6 is obviously verified since KH is a level set of the potential
V + F and its exit cost is H by definition.

Let us prove the first hypothesis. We take any x ∈ R
d and we look at the

dynamical system

ϕt(x) = x−
∫ t

0

∇V (ϕs(x)) ds .

Since V is convex, ϕt(x) converges to 0 so there exists T0 ≥ 0 such that the
orbit {ϕt(x) ; t < T0} is included in Kc

H . Let us show {ϕt(x) ; t > T0} ⊂ KH .

9



For this, it is now sufficient to establish that KH is stable by −∇V :

d

dt
W (ϕt(x)) = −〈∇V (ϕt(x)) ; ∇V (ϕt(x))〉 − 〈∇V (ϕt(x)) ; ∇F (ϕt(x))〉

= − ||∇V (ϕt(x))||2 −
〈
∇V (ϕt(x)) ; ϕt(x)

G′ (||ϕt(x)||)
||ϕt(x)||

〉

≤ − ||∇V (ϕt(x))||2 − ϑG′ (||ϕt(x)||) ||ϕt(x)|| < 0 .

This finishes the proof.

Before giving the main results of the paper, we recall a simple fact.

Lemma 1.9. ΥN admits exactly one critical point: 0. Moreover, it is the point
of the global minimum.

The proof is similar - up to some details due to the dimension d - to the one
of Proposition 2.1 in [Tug11c]. Thereby, it is left to the reader.
Let us provide now the two main results.

Theorem: We consider a function V which satisfies (V-1)–(V-3), a function
F which satisfies (F-1)–(F-4). Under Assumptions 1.5–1.6, for all ξ > 0, we
have the limit:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − ξ)

]
< τ(ǫ) < exp

[
2

ǫ
(H + ξ)

]}
= 1

with H := inf
z∈∂D

W (z) where the potential W is defined as W (z) := V (z)+F (z).

Let N be a subset of ∂D such that inf
z∈N

W (z) > inf
z∈∂D

W (z). Then:

lim
ǫ→0

P

{
Xε

τ(ǫ) ∈ N
}
= 0 .

Let us note that this result is stronger than the one in [HIP08] since we do not
assume that the domain D is stable by −∇V .

Theorem: We consider a function V which satisfies (V-1)–(V-3), a function
F which satisfies (F-1)–(F-4). Let H and ρ be two positive real numbers. For
all δ > 0, there exist Nδ ∈ N

∗ and ǫδ > 0 such that:

sup
N≥Nδ

sup
ǫ<ǫδ

P




 sup
0≤t≤exp[Hǫ ]

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣ ≥ ρ




 ≤ δ .

This result establishes that - in the small-noise limit - the particle Zǫ,1,N is a
good approximation of the McKean-Vlasov diffusion, even in the long-time.
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2 Exit problem of Zε,1,N

In this section, we study the exit problem of the diffusion Zǫ,1,N from the domain
D with large N and small ǫ. We recall the equation satisfied by each particle

Zǫ,i,N
t =X0 +

√
ǫBi

t −
∫ t

0

∇V
(
Zǫ,i,N
s

)
ds

− 1

N

N∑

j=1

∫ t

0

∇F
(
Zǫ,i,N
s − Zǫ,j,N

s

)
ds .

And, the whole system Zǫ,N :=
(
Zǫ,1,N , · · · , Zǫ,N,N

)
verifies

Zǫ,N
t = X0 +

√
ǫBN

t −N

∫ t

0

∇ΥN
(
Zǫ,N

s

)
ds

where the potential ΥN is defined in (V). We observe that the exit problem of

Zǫ,1,N from D is equivalent to the one of Zǫ,N from D×R
d(N−1). Furthermore,

the diffusion Zǫ,N is homogeneous.

The domain D satisfies Assumptions 1.5–1.6. However, nothing ensures us that
the domain D×R

d(N−1) satisfies Assumption A.1, described in the annex. As-
sumption A.2 is obvious since the potential ΥN is convex due to the convexity
of both V and F . It is then necessary and sufficient to prove the stability of
D × R

d(N−1) by −N∇ΥN for applying the Freidlin-Wentzell theory. We recall
that the notion of “stable by” has been introduced in Definition 1.2.

As remarked previously, the drift term −∇V −∇F ∗uǫs is close to −∇V −∇F ∗δ0
for s sufficiently large. The propagation of chaos implies that −∇V − ∇F ∗(

1
N

∑N
j=1 δZǫ,j,N

s

)
tends also to −∇V −∇F ∗ δ0. Heuristically, since D is stable

by −∇V −∇F , we can imagine that it is stable by −∇V −∇F ∗ ν for all the

measures ν sufficiently close to δ0. This would imply that
(
D × R

d(N−1)
)⋂

B
N
κ

is stable by −N∇ΥN for κ sufficiently small.

Of course, this does not have any reason to be true. Consequently, we consider
two sequences of sets which frame the domain and which satisfy Assumption
1.6. Let us consider κ > 0. We recall that 2n = deg(G), see (F-1)–(F-2).

Definition 2.1. 1. B
∞
κ denotes the set of all the probability measures µ on R

d

satisfying
∫
R

d ||x||2n µ(dx) ≤ κ2n.
2. For all the measures µ, Wµ is equal to V + F ∗ µ.
3. For all ν ∈ (B∞

κ )
R+ =: M

∞
κ and for all x ∈ R

d, we also introduce the
dynamical system:

ψν
t (x) = x−

∫ t

0

∇Wνs (ψ
ν
s (x)) ds .

11



4. For all κ > 0, we introduce the following two domains:

Di,κ :=

{
x ∈ D | inf

ν∈M∞

κ

inf
t∈R+

d (ψν
t (x) ;Dc) > κ

}
(2.1)

and De,κ :=
{
ψν
t (x) | t ≥ 0, ν ∈ M

∞
κ , d (x , D) < κ

}
. (2.2)

Obviously, for all κ > 0, and for all µ ∈ B
∞
κ , the two sets Di,κ and De,κ are

stable by −∇Wµ = −∇V −∇F ∗ µ. Moreover, we have the inclusions

Di,κ2 ⊂ Di,κ1 ⊂ D ⊂ De,κ1 ⊂ De,κ2 ,

for all 0 < κ1 < κ2. More precisely:

d (Di,κ ; Dc) ≥ κ and d
(
D ; Dc

e,κ

)
≥ κ .

Now we justify why the two sets frame the open D.

Proposition 2.2. The following limits hold:

lim
κ→0

sup
z∈∂Di,κ

d (z ; Dc) = lim
κ→0

sup
z∈∂De,κ

d (z ; D) = 0 .

Proof. Step 1. Let µ be a measure in B
∞
κ . We note that, by applying Lemma

1.1 in [Tug11a], the drift ∇F ∗µ is the product of x with a polynomial function
of degree 2n− 2 of ||x|| and with a finite number of parameters of the form:

C(l0, l1, · · · , ld) :=
∫

R
d

d∏

i=1

〈x ; ei〉li ||x||l0 µ(dx)

where l0 +
∑d

i=1 li ≤ 2n. The definition of B∞
κ implies C(l0, l1, · · · , ld) ≤ κ2n

for all l0, · · · , ld ≥ 0 such that l0 + · · ·+ ld ≤ 2n. Thereby, for any compact set
K which contains D, there exists f(κ) which tends to 0 when κ goes to 0 such
that

sup
µ∈B∞

κ

sup
x∈K

||∇F ∗ µ(x)−∇F (x)|| ≤ f(κ) .

Moreover, (V-2) and (F-3) imply inf
x∈K

inf
µ∈B∞

κ

HessWµ(x) ≥ ϑ for any compact set

K as above.

Step 2. Let x0 be an element of D. Let us prove that x0 ∈ Di,κ when κ is
small enough. We introduce the dynamical system ψ(x0):

ψt(x0) = x0 −
∫ t

0

∇V (ψs(x0))ds−
∫ t

0

∇F (ψs(x0))ds .

We remark that ψt(x0) ∈ K for all t ≥ 0. We recall

ψν
t (x0) = x0 −

∫ t

0

∇V (ψν
s (x0))ds−

∫ t

0

∇F ∗ νs(ψν
s (x0))ds .

12



Assumption 1.6 implies that δ(x0) := inf
t≥0

d (ψt(x0) ; Dc) > 0. From now on,

we take κ < δ(x0)
4 . We introduce ξt(x0) := ||ψν

t (x0)− ψt(x0)||. Then, for all
ν ∈ M

∞
κ , if ψν

t (x0) ∈ K, we get

d

dt
ξt(x0)

2 =− 2 〈∇Wνt(ψ
ν
t (x0))−∇W (ψt(x0)) ; ψ

ν
t (x0)− ψt(x0)〉

=− 2 〈∇Wνt(ψ
ν
t (x0))−∇Wνt(ψt(x0)) ; ψ

ν
t (x0)− ψt(x0)〉

− 2 〈∇Wνt(ψt(x0))−∇W (ψt(x0)) ; ψ
ν
t (x0)− ψt(x0)〉

≤ − 2ϑξt(x0)
2 + 2ξt(x0) sup

µ∈B∞

κ

sup
x∈K

||∇F ∗ µ(x) −∇F (x)||

≤2ξt(x0) {f(κ)− ϑξt(x0)} . (2.3)

By taking κ sufficiently small, d (ψν
t (x0) ; ψt(x0)) ≤ δ(x0)

2 for all 0 ≤ t ≤ τK

with τK := inf {t ≥ 0 | ψν
t (x0) /∈ K}. We deduce: inf

t≥0
d (ψν

t (x0) ; Dc) ≥ δ(x0)

2
for all t ≤ τK . This implies τK = ∞ and inf

t≥0
d (ψν

t (x0) ; Dc) ≥ 2κ for all t ≥ 0

and for all ν ∈ M
∞
κ . This means that x0 ∈ Di,κ for κ small enough.

Step 3. We prove now lim
κ→0

sup
z∈De,κ

d (z ; D) = 0. Let x0 be a point in R
d

satisfying d (x0 ; D) ≤ κ. There exists y0 ∈ D such that d(x0, y0) ≤ 2κ. We
look at the two dynamical systems:

ψt(x0) = x0 −
∫ t

0

∇W (ψs(x0))ds and ψt(y0) = y0 −
∫ t

0

∇W (ψs(y0))ds .

Since HessW ≥ ϑ, the function t 7→ d(ψt(x0), ψt(y0)) is nonincreasing. This
means d(ψt(x0), ψt(y0)) ≤ 2κ for all t ≥ 0. By proceeding like in Step 2, the

distance d(ψt(x0), ψ
ν
t (x0)) is less than f(κ)

ϑ
. Hence:

d (ψν
t (x0), ψt(y0)) ≤ d (ψν

t (x0), ψt(x0)) + d (ψt(x0), ψt(y0)) ≤
f(κ)

ϑ
+ 2κ .

We deduce that sup
d(x ;D)≤κ

sup
t∈R+

d (ψν
t (x0) ; D) → 0 as κ goes to 0. It implies the

convergence of sup
z∈De,κ

d (z ; D) to 0 when κ tends to 0.

We define the two domains to which we will apply Freidlin-Wentzell theory:

D(N)
i,κ :=

(
Di,κ × R

d(N−1)
)⋂

B
N
κ

and D(N)
e,κ :=

(
De,κ × R

d(N−1)
)⋂

B
N
κ .

First, let us prove that the ball BN
κ is stable by −N∇ΥN . It is not an obvious

consequence of the convexity of ΥN because the norm ||| . ||| does not derive
from a scalar product.
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Lemma 2.3. The open domain B
N
κ is stable by −N∇ΥN . Moreover, its exit

cost goes to infinity when N goes to infinity:

lim
N→+∞

inf
Z∈∂BN

κ

NΥN (Z) = +∞ .

Proof. Step 1. We take ZN
0 :=

(
Z1
0 , · · · , ZN

0

)
∈ R

dN and we look at the
deterministic dynamical system already introduced in (1.6)

ZN
t = ZN

0 −N

∫ t

0

∇ΥN
(
ZN

s

)
ds =:

(
Z1
t , · · · , ZN

t

)
.

We recall that ΥN (Z1, · · · , ZN) = 1
N

∑N
i=1 V (Zi)+

1
2N2

∑N
i=1

∑N
j=1 F (Zi−Zj).

By definition,
∣∣∣∣∣∣ZN

t

∣∣∣∣∣∣2n := 1
N

∑N
i=1

∣∣∣∣Zi
t

∣∣∣∣2n. Then:

d

dt

∣∣∣∣∣∣ZN
t

∣∣∣∣∣∣2n =− 2n

N

N∑

i=1

∣∣∣∣Zi
t

∣∣∣∣2n−2 〈
Zi
t ; ∇V

(
Zi
t

)〉

− 2n

N

N∑

i=1

N∑

j=1

∣∣∣∣Zi
t

∣∣∣∣2n−2
〈
Zi
t ; ∇F

(
Zi
t − Zj

t

)〉

=− 2n

N

N∑

i=1

∣∣∣∣Zi
t

∣∣∣∣2n−2 〈
Zi
t ; ∇V

(
Zi
t

)〉

− n

N

N∑

i=1

N∑

j=1

〈∣∣∣∣Zi
t

∣∣∣∣2n−2
Zi
t −

∣∣∣
∣∣∣Zj

t

∣∣∣
∣∣∣
2n−2

Zj
t ; ∇F

(
Zi
t − Zj

t

)〉

Like in Step 1 in the proof of Proposition 1.3, we can prove:

N∑

i=1

N∑

j=1

〈∣∣∣∣Zi
t

∣∣∣∣2n−2
Zi
t −

∣∣∣
∣∣∣Zj

t

∣∣∣
∣∣∣
2n−2

Zj
t ; ∇F

(
Zi
t − Zj

t

)〉
≥ 0 .

Hypothesis (V-2) implies d
dt

∣∣∣∣∣∣ZN
t

∣∣∣∣∣∣2n ≤ −2nϑ
∣∣∣∣∣∣ZN

t

∣∣∣∣∣∣2n. Consequently, the
ball BN

κ is stable by −N∇ΥN .

Step 2. We compute now the exit cost. Hypotheses (V-2) and (F-1) imply

NΥN (Z1, · · · , ZN) ≥ ϑ

2

N∑

i=1

||Zi||2 ≥ ϑ

2
N

1
n

(
1

N

N∑

i=1

||Zi||2n
) 1

n

.

Consequently, inf
Z∈∂BN

κ

NΥN (Z) ≥ ϑ

2
N

1
n κ2 which converges to infinity when N

goes to infinity.

Before looking at the sets D(N)
i,κ and D(N)

e,κ , we compute the exit cost of a set

of the form O × R
d(N−1).
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Lemma 2.4. Let O be a bounded domain which contains 0. We have:

lim
N→∞

inf
Z∈∂O×R

d(N−1)
NΥN (Z) = inf

z∈∂O
(V (z) + F (z)) .

Proof. We look at the function ξz from R
d(N−1) to R:

ξz(x2, · · · , xN ) := ΥN (z, x2, · · · , xN ) .

ξz is convex on R
d(N−1) and the unique minimizer is

(
xN0 (z), · · · , xN0 (z)

)
∈

R
d(N−1) where xN0 (z) satisfies

∇V
(
xN0 (z)

)
+

1

N
∇F

(
xN0 (z)− z

)
= 0 .

This implies the existence of a continuous function fN
1 satisfying lim

N→∞
fN
1 (z) =

0 for all z ∈ R
d such that

xN0 (z) =
1

N
(HessV (0))

−1 ∇F (z) + fN
1 (z)

N
.

Simple computations imply

ΥN
(
z, xN0 (z), · · · , xN0 (z)

)
=

1

N
{V (z) + F (z}+ fN

2 (z)

N

where fN
2 is a continuous function satisfying lim

N→∞
fN
2 (z) = 0 for all z ∈ R

d.

Then:

NΥN (z, xN0 (z), · · · , xN0 (z)) =W (z) + fN
2 (z) .

Let us note that lim
N→∞

sup
z∈∂O

fN
2 (z) = 0 since ∂O is bounded. This ends the

proof.

Now, we look at the two sets D(N)
i,κ and D(N)

e,κ .

Lemma 2.5. The two domains D(N)
i,κ and D(N)

e,κ are stable by −N∇ΥN .

Proof. Let
(
Z1
0 , · · · , ZN

0

)
be an element of D(N)

i,κ . By definition, it is in B
N
κ . The

stability of the ball BN
κ proved in Lemma 2.3 implies

(
Z1
t , · · · , ZN

t

)
∈ B

N
κ for

all t ≥ 0. Then, µN
t := 1

N

∑N
j=1 δZj

t
∈ B

∞
κ for all t ≥ 0 which means µN ∈ M

∞
κ .

However, by definition, Z1
t = ψµN

t

(
Z1
0

)
. Since Di,κ is stable by −∇V −∇F ∗µN

t

for all t ≥ 0, we deduce that Z1
t ∈ Di,κ for all t ≥ 0. This finishes to prove the

stability of D(N)
i,κ by −N∇ΥN . We proceed in the same way with D(N)

e,κ .

We define now the exit times that we use. We recall that Assumption 1.5
is assumed. Consequently, nothing forbides X0 to be an element of Dc. In this
case, we introduce the first hitting time.
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Definition 2.6. By S1,N
i,κ (ε) (resp. by S1,N

e,κ (ε)), we denote the first hitting time

of the diffusion Zǫ,N defined in (IV)–(V) on the domain Di,κ × R
d(N−1) (resp.

De,κ × R
d(N−1)).

We already know that these times are less than a deterministic time with
high probability for ǫ going to 0:

Lemma 2.7. For all κ > 0, we have the limit

lim
ǫ→0

P

{
S1,N
i,κ (ε) ≤ T0 + 1

}
= lim

ǫ→0
P
{
S1,N
e,κ (ε) ≤ T0 + 1

}
= 1

where T0 has been defined in Assumption 1.5.

Since 0 ∈ D, this result is an obvious consequence of Assumption 1.5, Propo-
sition A.4 and Proposition 2.2. The proof is left to the reader.
We can define now the exit times.

Definition 2.8. We denote by

τ1,Ni,κ (ε) := inf
{
t ≥ S1,N

i,κ (ε) | Zǫ,N
t /∈ Di,κ × R

d(N−1)
}

the first exit time of the diffusion Zǫ,N defined in (IV)–(V) from Di,κ×R
d(N−1)

and τ1,Ne,κ (ε) := inf
{
t ≥ S1,N

e,κ (ε) | Zǫ,N
t /∈ De,κ × R

d(N−1)
}

the first exit time of the diffusion Zǫ,N from De,κ × R
d(N−1).

We remark that τ1,Ni,κ (ε) (resp. τ1,Ne,κ (ε)) is the exit time of the diffusion

Zǫ,1,N defined in (II) from the domain Di,κ (resp. from the domain De,κ).

We recall that we can not apply Freidlin-Wentzell theory directly to the two
domains Di,κ × R

d(N−1) and De,κ × R
d(N−1). Consequently, we introduce two

other exit times.

Definition 2.9. We denote by

TN
i,κ(ε) := inf

{
t ≥ S1,N

i,κ (ε) | Zǫ,N
t /∈ D(N)

i,κ

}

the first exit time of the diffusion Zǫ,N from D(N)
i,κ = Di,κ × R

d(N−1)⋂
B
N
κ

and TN
e,κ(ε) := inf

{
t ≥ S1,N

e,κ (ε) | Zǫ,N
t /∈ D(N)

e,κ

}

the first exit time of the diffusion Zǫ,N from D(N)
e,κ = De,κ × R

d(N−1)⋂
B
N
κ .

We have all the ingredients in order to obtain the exit times.
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Proposition 2.10. For all δ > 0, there exists κ0 such that for all 0 < κ < κ0
and for all N large enough, the following limit holds:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − δ)

]
< τ1,Ne,κ (ε) < exp

[
2

ǫ
(H + δ)

]}
= 1 (2.4)

with H := inf
z∈∂D

W (z) and W (z) = V (z) + F (z) .

Furthermore, we have informations on the exit location. Indeed, for all N ⊂
∂De,κ such that inf

z∈N
W (z) > inf

z∈∂De,κ

W (z), we have:

lim
ǫ→0

P

{
Zǫ,1,N

τ
1,N
e,κ (ε)

∈ N
}
= 0 (2.5)

for κ small enough and N large enough.

Proof. Plan First, we prove that the whole system Zǫ,N enters with high prob-
ability before a time Tκ (finite, independent of N , independent of ǫ and deter-
ministic) in the domain B

N
κ . Next, we prove that the system does not exit from

De,κ × R
d(N−1) before this time Tκ with probability close to 1.

The set D(N)
e,κ is stable by −N∇ΥN . We apply Freidlin-Wentzell theory. Finally,

we prove that the diffusion Zǫ,N exits from the domain De,κ × R
d(N−1) before

exiting from B
N
κ .

Step 1. We recall the dynamical system introduced in (1.6):

ZN
t = X0 −N

∫ t

0

∇ΥN
(
ZN

s

)
ds .

As ZN
0 = X0, we deduce that for all t ≥ 0, ZN

t = ψt(X0) with

ψt(X0) = X0 −
∫ t

0

∇V (ψs(X0))ds .

Hypotheses (V-2) and (V-3) imply the convergence of ZN to 0 and there exists
Tκ, deterministic and independent from N such that

ZN
Tκ

∈ B
N
κ .

We assume without any loss of generality that Tκ ≥ T0 + 1 where T0 is defined
in Lemma 2.7. Proposition A.4 and Lemma 2.7 permit to obtain the following
limits:

lim
ǫ→0

P
{
TN
e,κ(ε) ≤ Tκ

}
= 0 and lim

ǫ→0
P

{
Zǫ,N

Tκ
∈ B

N
κ

}
= 1 . (2.6)

Step 2. From now on, we consider the new exit time:

ηNe,κ(ε) := inf
{
t ≥ Tκ | Zǫ,N

t /∈ D(N)
e,κ

}
.
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The domain D(N)
e,κ is stable by −N∇ΥN according to Proposition 2.5. We apply

Proposition A.3 to D(N)
e,κ and we obtain

lim
ǫ→0

P

{
exp

[
2

ǫ

(
HN

κ − δ

2

)]
< ηNe,κ(ε) < exp

[
2

ǫ

(
HN

κ +
δ

2

)]}
= 1 (2.7)

with HN
κ := N inf

Z∈∂D
(N)
e,κ

ΥN (Z) .

The limits in (2.6) and in (2.7) imply

lim
ǫ→0

P

{
exp

[
2

ǫ

(
HN

κ − δ

2

)]
< TN

e,κ(ε) < exp

[
2

ǫ

(
HN

κ +
δ

2

)]}
= 1 .

Step 3. We compute now the exit cost HN
κ . By definition,

HN
κ :=N inf

Z∈∂D
(N)
e,κ

ΥN (Z)

= inf

{
N inf

Z∈∂De,κ×Rd(N−1)
ΥN (Z) ; N inf

Z∈∂BN
κ

ΥN (Z)

}
.

Lemmas 2.3 and 2.4 imply that HN
κ converges to inf

z∈∂De,κ

W (z) when N goes to

infinity. Finally, the continuity of the function W and Proposition 2.2 imply the
convergence of inf

z∈∂De,κ

W (z) to H when κ tends to 0. By taking κ sufficiently

small, then N sufficiently large, we obtain
∣∣HN

κ −H
∣∣ < δ

2 which ends the proof
of (2.4).

Step 4. We prove now that the two exit times TN
e,κ(ε) and τ1,Ne,κ (ε) are equal

with probability close to 1 for N large enough and ǫ small enough. We just
remark that

inf
Z∈∂D

(N)
e,κ

NΥN(Z) < inf
Z∈∂BN

κ

NΥN(Z)

for N large enough, and we apply (A.3) of Proposition A.3.

Step 5. By applying Lemma 2.4, we have

inf
Z∈N×Rd(N−1)

NΥN (Z) > inf
Z∈∂D

(N)
e,κ

NΥN(Z)

if N ⊂ ∂De,κ such that inf
z∈N

W (z) > inf
z∈∂De,κ

W (z) for N large enough. Applying

Proposition A.3 for N large enough leads to (2.5).

An analogous result holds with Di,κ. We do not give the proof since it is
similar to the previous one.
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Proposition 2.11. For all δ > 0, there exists κ0 such that for all 0 < κ < κ0
and for all N large enough, the following limit holds:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − δ)

]
< τ1,Ni,κ (ε) < exp

[
2

ǫ
(H + δ)

]}
= 1

with H := inf
z∈∂D

W (z) and W (z) := V (z) + F (z) .

Furthermore, for all N ⊂ ∂Di,κ such that inf
z∈N

W (z) > inf
z∈∂Di,κ

W (z), we have:

lim
ǫ→0

P

{
Zǫ,1,N

τ
1,N
i,κ (ε)

∈ N
}

= 0

if κ is small enough and if N is sufficiently large.

Proposition 2.10 and Proposition 2.11 permit to obtain the results on D.

Corollary 2.12. By τ1,N (ǫ), we denote the exit time of the diffusion Zǫ,1,N

from the domain D. For all ρ > 0, there exists N0 ≥ 2 such that for all
N ≥ N0, we have the following limit:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − ρ)

]
< τ1,N (ǫ) < exp

[
2

ǫ
(H + ρ)

]}
= 1 (2.8)

where H is like in in Definition 1.7: H := inf
z∈∂D

(V (z) + F (z)).

Furthermore, for all N ⊂ ∂D such that inf
z∈N

W (z) > inf
z∈∂D

W (z), there exists

N1 ≥ 2 such that for all N ≥ N1, we have:

lim
ǫ→0

P

{
Zǫ,1,N
τ1,N (ǫ) ∈ N

}
= 0 . (2.9)

Proof. Step 1. For all κ > 0, Zǫ,1,N needs to exit from Di,κ before exiting from
D. Consequently, for all ρ > 0, we have:

P

{
τ1,N (ǫ) ≤ exp

[
2

ǫ
(H − ρ)

]}
≤ P

{
τ1,Ni,κ (ǫ) ≤ exp

[
2

ǫ
(H − ρ)

]}
.

We apply Proposition 2.11 by taking κ sufficiently small and N large enough.

This implies the convergence of P
{
τ1,Ni,κ (ǫ) ≤ exp

[
2
ǫ
(H − ρ)

]}
to 0 when ǫ goes

to 0 ; if N is large enough.

Step 2. If Zǫ,1,N does not exit from D, it does not exit from De,κ. We apply
Proposition 2.10 by taking κ sufficiently small and N large enough. It implies

lim
ǫ→0

P

{
τ1,N (ǫ) ≥ exp

[
2

ǫ
(H + ρ)

]}
= 0

for N large enough.
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Step 3. By definition of N , there exists ξ > 0 such that inf
z∈N

W (z) = H + 3ξ.

In order to prove (2.9), we introduce the set

KH+2ξ :=
{
x ∈ R

d | W (x) < H + 2ξ
}
.

By Lemma 1.8, the domain KH+2ξ satisfies Assumptions 1.5–1.6. Then, we can

apply (2.8) to KH+2ξ . We denote τ1,Nξ (ǫ) the first exit time of Zǫ,1,N from
KH+2ξ. We immediately have:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H + 2ξ − ρ)

]
< τ1,Nξ (ǫ) < exp

[
2

ǫ
(H + 2ξ + ρ)

]}
= 1 (2.10)

for all ρ > 0 and for N large enough. By construction of KH+2ξ, we have
N ⊂ Kc

H+2ξ. This implies:

P

{
Zǫ,1,N
τ1,N(ǫ)

∈ N
}
≤P

{
Zǫ,1,N
τ1,N(ǫ)

/∈ KH+2ξ

}

≤P

{
τ1,Nξ (ǫ) ≤ τ1,N (ǫ)

}

≤P

{
τ1,Nξ (ǫ) ≤ exp

[
H + ξ

ǫ

]}

+ P

{
exp

[
H + ξ

ǫ

]
≤ τ1,N (ǫ)

}
.

The limit (2.10) with ρ = ξ implies the convergence to 0 of the first term as ǫ
going to 0. By applying (2.8), the second term goes to 0 when ǫ tends to 0.

3 Strong propagation of chaos

It is well known that the two diffusions Xǫ and Zǫ,1,N , defined by (I) and (II),
are close. Indeed, propagation of chaos holds: there exist K > 0 and M > 0
such that

sup
t∈R+

E

{∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ K

N

and E

{
sup

t∈[0;T ]

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ MT

N
for all T > 0 .

See Appendix B for the proofs of these statements.

These two inequalities have strong restrictions. In the first one, the supremum
is not under the expectation. Consequently, if τ is a (not necessary bounded)

stopping time, nothing tells us that the quantity E

{∣∣∣∣Xε
τ − Zε,1,N

τ

∣∣∣∣2
}

tends to

0 when N goes to infinity. Note that this cannot be deduced from the second
inequality since the supremum is restricted to a fixed and finite interval.
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However, by Proposition A.4, we know that the exit time of Xε from a domain
D which satisfies both Assumptions 1.5–1.6 goes to infinity when ǫ tends to 0.

From now on, we consider a compact convex set K ⊂ R
d which contains 0 and

X0. We introduce the following exit times.

Definition 3.1. By τ(ǫ) (resp. by τ1,N (ǫ)), we denote the first exit time of the
diffusion Xǫ (resp. Zǫ,1,N) from the compact set K. The first exit time of the
whole system Zǫ,N from the ball BN

κ is denoted by τNκ (ǫ), where κ > 0.

We introduce now

T N
κ (ǫ) := inf

{
τ(ǫ) ; τ1,N (ǫ) ; τNκ (ǫ)

}
. (3.1)

The following result tells us that the propagation of chaos is uniform on[
0 ; T N

κ (ǫ)
]
.

Theorem 3.2. Let δ be a positive real number. There exists κ0 such that for
all κ < κ0, there exists N0(κ) ∈ N

∗ and ǫ0(κ) > 0 such that

E

{
sup

0≤t≤T N
κ (ǫ)

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ δ ,

for all N ≥ N0(κ) and for all ǫ < ǫ0(κ).

Proof. Step 1. By Proposition 1.3, there exist ǫ1 > 0 and a time Tκ which is
deterministic and independent from N and ǫ such that

E

{∣∣∣∣Xǫ
Tκ+t

∣∣∣∣2n
}
< κ2n (3.2)

for all t ≥ 0 and ǫ < ǫ1. Furthermore, by Proposition B.3, there exists ǫ2 > 0
such that

sup
0<ǫ<ǫ2

E

{
sup

0≤t≤Tκ

∣∣∣
∣∣∣Xǫ

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ δ

2
(3.3)

for N large enough. Note that (3.2) holds in the small-noise case, uniformly with
respect to N . Also, (3.3) is true for N large enough, uniformly with respect to
ǫ.

Step 2. We denote µε,N
t := 1

N

∑N
i=1 δZǫ,i,N

t
. Recall that Wµ := V + F ∗ µ for

all the measures µ and that B∞
κ denotes the set of all the measures µ such that∫

||x||2n µ(dx) < κ2n.
The assumptions on V and F imply HessWµ ≥ ϑ > 0. From now on, we put

ξNε (t) :=
∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣. If Xε

Tκ
, Zε,1,N

Tκ
∈ K and Zε,N

Tκ
∈ B

N
κ then, for all
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Tκ ≤ t ≤ T N
κ (ǫ), we have:

d

dt

(
ξNε (t)

)2
=− 2

〈
∇Wuε

t
(Xε

t )−∇W
µ
ε,N
t

(
Zε,1,N
t

)
; Xε

t − Zε,1,N
t

〉

=− 2
〈
∇Wuε

t
(Xε

t )−∇Wuε
t

(
Zε,1,N
t

)
; Xε

t − Zε,1,N
t

〉

− 2
〈
∇F ∗ uεt

(
Zε,1,N
t

)
−∇F ∗ µε,N

t

(
Zε,1,N
t

)
; Xε

t − Zε,1,N
t

〉

≤− 2ϑ
(
ξNε (t)

)2
+ 2ξNε (t)fK(κ) , (3.4)

where we have set

fK(κ) := sup
µ1,µ2∈B∞

κ

sup
x∈K

||∇F ∗ µ1(x)−∇F ∗ µ2(x)|| .

By Lemma 1.1 in [Tug11a], ∇F ∗µ is the product of x with a polynomial function
of degree 2n− 2 of ||x|| and with a finite number of parameters of the form:

C(l0, l1, · · · , ld) :=
∫

R
d

d∏

i=1

〈x ; ei〉li ||x||l0 µ(dx) ,

where l0 +
∑d

i=1 li ≤ 2n. If µ is in B
∞
κ , |C(l0, l1, · · · , ld)| ≤ Cκ2n for some

constant C > 0. Consequently, the quantity fK(κ) goes to 0 when κ tends to 0.
Therefore, we can take κ small enough so that

sup
x∈K

sup
µ1,µ2∈B∞

κ

||∇F ∗ µ1(x)−∇F ∗ µ2(x)|| ≤
δϑ

2
.

Inequality (3.4) implies directly:

sup
Tκ≤t≤T N

κ (ǫ)

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣
2

≤ max

{∣∣∣
∣∣∣Xε

Tκ
− Zε,1,N

Tκ

∣∣∣
∣∣∣
2

;
δ

2

}
,

which together with (3.3) yields

E

{
sup

Tκ≤t≤T N
κ (ǫ)

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ δ

2
. (3.5)

Now the claim follows from (3.3), (3.5) and the inequality max{a, b} ≤ a+ b for
all a, b ∈ R+.

This theorem links the exit time of Xǫ with the one of Zǫ,1,N . It also shows
that the McKean-Vlasov diffusion is a good approximation (even in the long
time) of the first particle in a mean-field system in the small-noise limit. Let us

point out that the only use of the convexity was in the inequality E

{
||Xǫ

t ||2n
}
≤

κ2n for all t ≥ Tκ.
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4 Exit problem of Xε

In this section, we provide our main results: the exit time and the exit location
of the McKean-Vlasov diffusion.
Let us consider a domain D ⊂ R

d satisfying Assumptions 1.5–1.6. By τ(ǫ), we
denote the first exit time of the diffusion (I) from the domain D. Let K be a
compact set which contains D and such that d (D ; Kc) ≥ 1.

Theorem 4.1. For all ξ > 0

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − ξ)

]
< τ(ǫ) < exp

[
2

ǫ
(H + ξ)

]}
= 1

where H := inf
z∈∂D

W (z) with W (z) := V (z) + F (z).

Proof. Step 1. Let κ > 0. According to Definition 2.1 and Proposition 2.2,
there exist two families of domains (Di,κ)κ>0 and (De,κ)κ>0 such that

• Di,κ ⊂ D ⊂ De,κ.

• Di,κ and De,κ are stable by −∇V −∇F ∗µ for all µ ∈ B
∞
κ . The terminology

“stable by” has been introduced in Definition 1.2.

• sup
z∈∂Di,κ

d (z ; Dc) + sup
z∈∂De,κ

d (z ; D) tends to 0 when κ goes to 0.

Let us recall that τ1,Ni,κ (ǫ) (resp. τ1,Ne,κ (ǫ)) is the first exit time of Zǫ,1,N from

Di,κ (resp. De,κ). Set τNκ (ǫ) to be the exit time of the diffusion Zǫ,N from the
domain B

N
κ . Finally, we denote T N

κ (ε) := min
{
τ(ǫ) ; τ1,Ne,κ (ǫ) ; τNκ (ǫ)

}
.

Step 2. We prove here the upper bound:

P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]}
=

P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]
; τ1,Ne,κ (ǫ) ≥ exp

[
H + ξ

ǫ

]}

+ P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]
; τ1,Ne,κ (ǫ) < exp

[
H + ξ

ǫ

]
; τNκ (ǫ) ≤ τ1,Ne,κ (ǫ)

}

+ P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]
; τ1,Ne,κ (ǫ) < exp

[
H + ξ

ǫ

]
; τNκ (ǫ) > τ1,Ne,κ (ǫ)

}

≤P

{
τNe,κ(ǫ) ≥ exp

[
H + ξ

ǫ

]}
+ P

{
τNκ (ǫ) ≤ exp

[
H + ξ

ǫ

]}

+ P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]
; τ1,Ne,κ (ǫ) < exp

[
H + ξ

ǫ

]
; τNκ (ǫ) > τ1,Ne,κ (ǫ)

}

=: aN (ǫ) + bN (ǫ) + cN (ǫ) .

Step 2.1. By Proposition 2.10, there exists κ1 > 0 such that for all 0 < κ < κ1
and N large enough

lim
ǫ→0

P

{
τ1,Ne,κ (ǫ) < exp

[
2

ǫ
(H + ξ)

]}
= 0
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Therefore, the first term aN (ǫ) tends to 0 as ε goes to 0.
Step 2.2. Let us look at the third term cN (ǫ). For κ sufficiently small, we have
De,κ ⊂ K. On the event

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]
; τ1,Ne,κ (ǫ) ≤ exp

[
H + ξ

ǫ

]
; τNκ (ǫ) > τ1,Ne,κ (ǫ)

}
,

we have τ1,Ne,κ (ǫ) ≤ τ(ǫ) and τ1,Ne,κ (ǫ) ≤ τNκ (ǫ). This implies τ1,Ne,κ (ǫ) ≤ T N
κ (ǫ).

We deduce that

P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]
; τ1,Ne,κ (ǫ) ≤ exp

[
H + ξ

ǫ

]
; τNκ (ǫ) > τ1,Ne,κ (ǫ)

}

≤ P

{∣∣∣
∣∣∣Xǫ

τ
1,N
e,κ (ǫ)

− Zε,1,N

τ
1,N
e,κ (ǫ)

∣∣∣
∣∣∣ ≥ δ(κ) ; τ1,Ne,κ (ǫ) ≤ T N

κ (ǫ)
}

≤ P

{
sup

0≤t≤T N
κ (ǫ)

∣∣∣
∣∣∣Xǫ

t − Zε,1,N
t

∣∣∣
∣∣∣ ≥ δ(κ)

}
,

where δ(κ) denotes the distance between D and Dc
e,κ. According to Theorem

3.2, for all η > 0, there exists N0 ≥ 2 and ǫ0 > 0 such that

P

{
sup

0≤t≤T N
κ (ǫ)

∣∣∣
∣∣∣Xǫ

t − Zε,1,N
t

∣∣∣
∣∣∣ ≥ δ(κ)

}
< η ,

for all N ≥ N0 and ǫ < ǫ0.
Step 2.3. Let us look at the second term bN(ǫ). By Lemma 2.3,

lim
N→+∞

inf
Z∈∂BN

κ

NΥN (Z) = +∞ .

Consequently, for N large enough, we obtain

lim
ǫ→0

P

{
τNκ (ǫ) ≤ exp

[
H + ξ

ǫ

]}
= 0 .

Step 2.4. Let ξ > 0. By taking first κ small enough and then N large enough,
we obtain the upper bound

lim
ǫ→0

P

{
τ(ǫ) ≥ exp

[
H + ξ

ǫ

]}
= 0 .

Step 3. Analogous arguments with Proposition 2.11 instead of Proposition 2.10
show that

lim
ǫ→0

P

{
τ(ǫ) ≤ exp

[
H − ξ

ǫ

]}
= 0 .

As an immediate application of Theorem 3.2 and Theorem 4.1, we obtain
a good approximation of the self-stabilizing process on unbounded family of
intervals:
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Corollary 4.2. Let H and ρ be two positive real numbers. For all δ > 0, there
exist Nδ ∈ N

∗ and ǫδ > 0 such that

sup
N≥Nδ

sup
ǫ<ǫδ

P




 sup
0≤t≤exp[Hǫ ]

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣ ≥ ρ




 ≤ δ .

Proof. We introduce the set KH
2 +1 :=

{
x ∈ R

d | V (x) + F (x) < H
2 + 1

}
. It

satisfies Assumptions 1.5–1.6 by Lemma 1.8. For κ > 0 suffficiently small,
Theorem 3.2 gives the existence of N0 ∈ N

∗ and ǫ0 > 0 such that for all N ≥ N0

and ǫ < ǫ0,

E

{
sup

0≤t≤T N
κ (ǫ)

∣∣∣
∣∣∣Xε

t −Xε,1,N
t

∣∣∣
∣∣∣
2
}

≤ δ

2
,

where T N
κ (ǫ) := inf

{
τ(ǫ) ; τ1,N (ǫ) ; τNκ (ǫ)

}
. Here τ(ǫ) (resp. τ1,N (ǫ)) is the

first exit time of the diffusion Xǫ (resp. Zǫ,1,N) from KH
2 +1 and τNκ (ǫ) is the

first exit time of the whole system Zǫ,N from the ball BN
κ . For N large enough,

Lemma 2.3 implies

lim
ǫ→0

P

{
τNκ (ǫ) < exp

[
H

ǫ

]}
= 0 . (4.1)

The domain KH
2 +1 satisfies Assumptions 1.5–1.6 so we can apply Theorem 4.1

and Corollary 2.12 to deduce that for all ξ > 0,

lim
ǫ→0

P

{
τ(ǫ) < exp

[
2

ǫ

(
H

2
+ 1− ξ

)]}
= 0 (4.2)

and lim
ǫ→0

P

{
τ1,N (ǫ) < exp

[
2

ǫ

(
H

2
+ 1− ξ

)]}
= 0 . (4.3)

In particular, for ξ = 1, (4.1), (4.2) and (4.3) imply

P

{
T N
κ (ǫ) < exp

[
H

ǫ

]}
<
δ

2

for ǫ small enough. Finally,

P




 sup
0≤t≤exp[Hǫ ]

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣ ≥ ρ






≤ P

{
sup

0≤t≤T N
κ (ǫ)

∣∣∣
∣∣∣Xε

t − Zε,1,N
t

∣∣∣
∣∣∣ ≥ ρ

}
+ P

{
T N
κ (ǫ) < exp

[
H

ǫ

]}
≤ δ .

This ends the proof.

We provide now the result on the exit location.
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Theorem 4.3. Let N be a subset of ∂D satisfying

inf
z∈N

W (z) > inf
z∈∂D

W (z) .

Then

lim
ǫ→0

P

{
Xε

τ(ǫ) ∈ N
}
= 0 .

Proof. The proof is similar to the Step 3 of the proof of Corollary 2.12.

By definition of N , there exists ξ > 0 such that inf
z∈N

W (z) = H + 3ξ. We

introduce

KH+2ξ :=
{
x ∈ R

d | W (x) < H + 2ξ
}
.

By Lemma 1.8, the domain KH+2ξ satisfies Assumptions 1.5–1.6. Then, we
can apply (2.8) to KH+2ξ. If we denote by τξ(ǫ) the first exit time of Xǫ from
KH+2ξ, then we obtain

lim
ǫ→0

P

{
exp

[
2

ǫ
(H + 2ξ − ρ)

]
< τξ(ǫ) < exp

[
2

ǫ
(H + 2ξ + ρ)

]}
= 1 (4.4)

for all ρ > 0. By construction of KH+2ξ, N ⊂ Kc
H+2ξ, which implies

P

{
Xǫ

τ(ǫ) ∈ N
}
≤P

{
Xǫ

τ(ǫ) /∈ KH+2ξ

}

≤P {τξ(ǫ) ≤ τ(ǫ)}

≤P

{
τξ(ǫ) ≤ exp

[
H + ξ

ǫ

]}
+ P

{
exp

[
H + ξ

ǫ

]
≤ τ(ǫ)

}
.

Applying (4.4) with ρ := ξ to the first term and Theorem 4.1 to the second one,
we obtain the result.

Remark 4.4. Note that we have not used convexity of V in the whole space
R

d. We have used the convexity in a compact set which contains the point of the
global minimum 0 and the captivity of the law uεt in a small ball which contains
δ0. This means that it is possible to characterize the exit time and the exit
location even if V is not convex by using the new approach of this paper.

A Freidlin-Wentzell Theory

We present here the main results of the Freidlin-Wentzell theory. We restrict
ourself to a simple case in R

k, k ≥ 1. We consider a homogeneous diffusion xǫ:

xǫt = x0 +
√
ǫBt −

∫ t

0

∇U (xǫs) ds , (A.1)
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where x0 ∈ R
k, B is a Brownian motion and potential U ∈ C∞

(
R

k
)
. For a

more general setting and the proofs, the reader is referred to [DZ10].

Let a0 be a minimizer of the potential U . Let G be an open domain which
contains x0 and a0. τ(ǫ) denotes the first exit time of the diffusion xǫt from the
domain G. Let us introduce the exit cost H :

H := inf
z∈∂G

U(z)− U(a0) .

Define the deterministic dynamical system

ϕt (x) = x−
∫ t

0

∇U (ϕs (x)) ds .

We need two assumptions.

Assumption A.1. The unique critical point of U in the domain G is a0. More-
over, for all x ∈ G, ϕt (x) ∈ G for all t > 0 and lim

t→∞
ϕt (x) = a0.

Note that this asssumption is about the domain G and it is always true if G
is the basin of attraction of a0.

Assumption A.2. All the trajectories of the deterministic system ϕt (x) with
x ∈ ∂G converges to a0 as t→ ∞.

If U is convex on G then Asssumption A.2 is satisfied.

Assume that Assumptions A.1 and A.2 hold.

Proposition A.3. For all δ > 0, the following limit holds:

lim
ǫ→0

P

{
exp

[
2

ǫ
(H − δ)

]
< τ(ǫ) < exp

[
2

ǫ
(H + δ)

]}
= 1 . (A.2)

Moreover, for each subset N ⊂ ∂G satisfying inf
z∈N

U(z) > inf
z∈∂G

U(z), we have:

lim
ǫ→0

P

{
xετ(ǫ) ∈ N

}
= 0 . (A.3)

At the end, we recall a classical result of the theory of large deviations.

Proposition A.4. If

Fδ :=

{
z ∈ R

d | inf
t≥0

d (z ; ϕt(x0)) ≤ δ

}

for δ > 0 and τδ(ǫ) denotes the first exit time of the diffusion xǫ from the domain
Fδ, then

lim
ǫ→0

P {τδ(ε) < T } = 0 ,

for all δ > 0 and T > 0.
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By using Proposition A.4, we can improve the results in Proposition A.3
with domains which do not satisfy Hypotheses A.1 and A.2.

Proposition A.5. Let us consider a domain G which satisfies Assumptions A.1
and A.2 and let x0 be a point in R

k such that x0 /∈ G. Assume also that ϕt (x0)
converges to a0 as t goes to infinity. Let T0 be the hitting time of G for the
dynamical system ϕ (x0). If we denote by

S(ǫ) := inf {t ≥ 0 | xǫt ∈ G}
the first hitting time in G of the diffusion xǫ and by

τ(ǫ) := inf {t ≥ S(ǫ) | xεt /∈ G}
the first exit time, then (A.2) holds for τ(ǫ).

The proof is left to the reader.

B Propagation of chaos

The aim of this annex is to present the classical results of the propagation of
chaos and the proofs. We recall the mean-field system (II):

Zε,i,N
t = X0 +

√
ǫBi

t −
∫ t

0

∇V
(
Zε,i,N
s

)
ds (B.1)

− 1

N

N∑

j=1

∫ t

0

∇F
(
Zε,i,N
s − Zε,j,N

s

)
ds .

Also, we look at a system of N independent self-stabilizing diffusions:

Xε,i
t = X0 +

√
ǫBi

t −
∫ t

0

∇V
(
Xε,i

s

)
ds−

∫ t

0

∇F ∗ uεs
(
Xε,i

s

)
ds . (B.2)

The two diffusions Xε,i and Zε,i,N are close when N is large enough.

Proposition B.1. There exists K > 0 and ǫ0 > 0 such that, for all N ≥ 1:

sup
0<ǫ<ǫ0

sup
t∈R+

E

{∣∣∣
∣∣∣Xε,1

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ K

N
.

Proof. We apply the Itô formula to Xε,i
t − Zε,i,N

t and the function x 7→ x2. By

denoting ξεi (t) :=
∣∣∣
∣∣∣Xε,i

t − Zε,i,N
t

∣∣∣
∣∣∣
2

, we obtain

d

N∑

i=1

ξεi (t) = −2

N∑

i=1

∆ε
1(i, t)dt−

2

N

N∑

i=1

N∑

j=1

(∆ε
2(i, j, t) + ∆ε

3(i, j, t)) dt

with ∆ε
1(i, t) :=

〈
Xε,i

t − Zε,i,N
t ; ∇V (Xε,i

t )−∇V
(
Zε,i,N
t

)〉
,

∆ε
2(i, j, t) :=

〈
Xε,i

t − Zε,i,N
t ; ∇F (Xε,i

t −Xε,j
t )−∇F

(
Zε,i,N
t − Zε,j,N

t

)〉
and

∆ε
3(i, j, t) :=

〈
Xε,i

t − Zε,i,N
t ; ∇F

(
Zε,i,N
t − Zε,j,N

t

)
−∇F ∗ uεt

(
Zε,i,N
t

)〉
.
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The convexity of F implies ∆ε
2(i, j, t) + ∆ε

2(j, i, t) ≥ 0. Indeed, by writing

ηǫ,i,jt := Xε,i
t −Xε,j

t and ζǫ,i,j,Nt := Zε,i,N
t − Zε,j,N

t , we have:

∆ε
2(i, j, t) + ∆ε

2(j, i, t)

=
〈
∇F (ηǫ,i,jt )−∇F (ζǫ,i,j,Nt ) ;

(
Xε,i

t − Zε,i,N
t

)
−
(
Xε,j

t − Zε,j,N
t

)〉

=
〈
∇F (ηǫ,i,jt )−∇F (ζǫ,i,j,Nt ) ; ηǫ,i,jt − ζǫ,i,j,Nt

〉
≥ α

∣∣∣
∣∣∣ηǫ,i,jt − ζǫ,i,j,Nt

∣∣∣
∣∣∣
2

≥ 0 ,

where α ≥ 0 depends on F . Consequently

E






N∑

i=1

N∑

j=1

∆ε
2(i, j, t)




 = E






N∑

1≤i<j≤N

(
∆ε

2(i, j, t) + ∆ε
2(j, i, t)

)



 ≥ 0 . (B.3)

Inequality (1.1) implies

−2

N∑

i=1

∆ε
1(i, t) ≤ −2ϑ

N∑

i=1

ξεi (t) . (B.4)

To deal with the last term, we apply the Cauchy-Schwarz inequality:

E






∣∣∣∣∣∣

N∑

j=1

∆ε
3(i, j, t)

∣∣∣∣∣∣




 ≤
√
ξǫi (t)×






N∑

j=1

N∑

k=1

E
{〈
ρεj(i) ; ρ

ε
k(i)

〉}





1
2

with ρεj(i) := ∇F
(
Xε,i

t −Xε,j
t

)
−∇F ∗ uεt

(
Zε,i,N
t

)
.

Taking the conditional expectation with respect to Zε,i,N
t and then to Zε,j,N

t ,
we obtain E

{
ρεj(i)ρ

ε
k(i)

}
= 0 for j 6= k. Therefore

E





∣∣∣∣∣∣

N∑

j=1

∆ε
3(i, j, t)

∣∣∣∣∣∣



 ≤

√
NE [ξεi (t)]E

[
||∇F (Xε

t − Y ε
t )−∇F ∗ uεt (Xε

t )||2
]

where Xε
t and Y ε

t are two independent random variables with law uεt . We know
by Lemma 1.1 in [Tug11a] that ∇F is the product of x with a polynomial
function of degree 2n − 2 of ||x||. By Proposition 1.3 and Remark 1.4, there
exist ǫ0 and C > 0 such that

E





∣∣∣∣∣∣

N∑

j=1

∆ε
3(i, j, t)

∣∣∣∣∣∣



 ≤ C

√
NE {ξεi (t)} , (B.5)

for every ǫ < ǫ0. By combining (B.3), (B.4) and (B.5), we obtain

d

dt

N∑

i=1

E {ξεi (t)} ≤ 2
N∑

i=1

{
−ϑE {ξεi (t)} +

C√
N

√
E {ξεi (t)}

}
.

29



The particles are exchangeable and so

d

dt
E {ξε1(t)} ≤ −2ϑE {ξε1(t)} +

2C√
N

√
E {ξε1(t)} .

Since ξεi (0) = 0,

E {ξε1(t)} ≤ C2

ϑ2N
.

This inequality holds uniformly with respect to 0 < ǫ < ǫ0.

Let us note that this uniform propagation of chaos would not hold if V was
not convex. But, it is true even if V is not uniformly strictly convex which
means if the Hessian of V is not necessary definite positive.

Remark B.2. Instead of (V-2), let us assume that there exist ζ ≥ 2 and λ > 0
such that

〈∇V (x) −∇V (y) ; x− y〉 ≥ λ ||x− y||ζ .

Then, there exists K > 0 such that

sup
0<ǫ<1

sup
t≥0

E

{∣∣∣
∣∣∣Xǫ,1

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ KN− 1
ζ−1 .

We can also remark that the supremum is not under the expectation. How-
ever, such a result is available on a finite interval (even if V is not convex):

Proposition B.3. There exists ǫ0 > 0 and M > 0 such that for all T > 0 and
for all N ≥ 1,

sup
0<ǫ<ǫ0

E

{
sup

0≤t≤T

∣∣∣
∣∣∣Xε,1

t − Zε,1,N
t

∣∣∣
∣∣∣
2
}

≤ MT

N
.

Proof. The idea is similar to the one of Proposition B.1. Indeed, by using the
same notation as in its proof, we deduce

N∑

i=1

E

{
sup

0≤t≤T

∣∣∣
∣∣∣Xε,i

t − Zε,i,N
t

∣∣∣
∣∣∣
2
}

≤ 2

N

N∑

i=1

E






∫ T

0

∣∣∣∣∣∣

N∑

j=1

∆ε
3(i, j, t)

∣∣∣∣∣∣
dt




 .

Then, by using (B.5) and Proposition B.1, we find

N∑

i=1

E

{
sup

0≤t≤T

∣∣∣
∣∣∣Xε,i

t − Zε,i,N
t

∣∣∣
∣∣∣
2
}

≤ 2

N

N∑

i=1

∫ T

0

C
√
N

√
K

N
dt

≤MT .

The exchangeability finishes the proof.
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By putting the supremum under the expectation, we lose the uniformity with
respect to the time. However, in the previous proof, we did not use the position
of the two particles Xε,i

t and Zε,i,N
t . If we it, we obtain a stronger result, see

Section 3.

Acknowledgments: I would like to thank Christophe Bahadoran for having
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stabilizing process on Wednesday 23th April 2008.

Finalement, un très grand merci à Manue et à Sandra pour tout.
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