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Abstract

We present S2TT, an integrated speech-to-
text translation system based on POCKET-
SPHINX and MOSES. It is compared to
different baselines based on ANTS — the
broadcast news transcription system devel-
oped at LORIAs Speech group, MOSES and
Google’s translation tools. A small corpus
of reference transcriptions of broadcast news
from the evaluation campaign ESTER2 was
translated by human experts for evaluation.
The Word Error Rate (WER) of the recog-
nition stage of both systems are evaluated,
and BLEU is used to score the translations.
Furthermore, the reference transcriptions are
automatically translated using MOSES and
GOOGLE in order to evaluate the impact of
recognition errors on translation quality.

a Machine Translation system (MT) (Ney et al.,
2000). But speech translation is more than the com-
bination of these two tasks because one have to
deal with disfluencies, hesitations, repetitions, filler
words and ill-formed sentences, which make sponta-
neous speech difficult to translate. Alternatively, one
can develop an integrated architecture which elimi-
nates the need for a full intermediate transcription
(for example by directly translating the word lat-
tice which also makes the system more robust to
recognition errors) and allows the use of informa-
tion specific to spoken language for the translation
process. A longer discussion about the difference
between the approaches can be found in (Seligman,
2000). We will not deal with all these issues at once.
This version of our system is designed to be a step-
ping stone to a more elaborate, more integrated sys-
tem. It is still very similar to a serial system: CMU

Index Terms: speech-to-text translation, speectbockeTSPHINX and SPHINXBASE libraries are
recognition used to decode chunks of audio data, which are then
merged and resegmented before they are translated

Our goal is to build a large vocabulary speech-inpuf>"9 M%SES "b“"_“ej (Ko%hr;a_md al".20037)'|Th|hS
machine translation system. While it is designed tgltegr?ti system_ IS _”escn TI Olln;?eTctlon .h n the
be versatile, we first develop it for and test it on théeSt of the paper It will be cale 'Bm_eec to
broadcast news corpus of ESTERZ2 evaluation CarH’_extTranslatlon System). This system will be com-

paign (Galliano et al., 2006). The audio data (Seégared to a pure serial baseline: ANTS (lllina et al.,

tion 4) consists in recorded French broadcast nevV%QoA')’ the broadcast news transcription system de-

A fraction of it was held out and translated by a proy eloped at LORIA, passes its one-best hypothesis to

erIOSES. We will call this system ANTS-MOSES.

and by a bilingual lecturer, for evaluating the perfor-We compare the results of these wo systems to

mances of the system. translations generated by MOSES and GOOGLE of

A straightforward approach to speech translation i@e referenc_e transcription of the au_d|o corpus, in
der to estimate how much translation can be im-

to first transcribe speech using an Automatic SpeeccH dth hi tof th i
Recognition system (ASR), then translate it usin&rove rough Improvement ot the recognition sys-

1 Introduction



tem. For the sake of comparison, we also used2. Audio chunks overlapping segments of this
GOOGLE to translate the 1-best hypothesis gener- stream short enough to be efficiently decoded
ated by the recognition step of S2TT. Details about by the recognition engine.
the evaluation (protocol, test data and results) are3. Rich transcription of audio chunksresult of
provided in section 5, before the discussion and con-  the automatic transcription of audio chunks. By
clusion. rich transcription we mean words, non word
events (noise, hesitation), timing, confidence
2 The ANTS-MOSES system measure, and whatever useful information the
2.1 Description transcription engine can provide.
ANTS is based on JULIUS decoder (Lee et al., 4. Rich stream of transcribed itemsesult of the
2001). ANTS (lllina et al., 2004) is the combination merging of the transcription of the overlapping
of two main components: first, a speech segmenta- chunks.
tion tool (broad-band/narrow-band speech segmen-5. “Machine-translation friendly” segmentspre-
tation, speech/music classification, detection of si- vious stream resegmented into shorter seg-
lences and breaths) splits audio files into short over-  ments appropriate for machine translation (ide-
lapping segments. ANTS uses four acoustic mod-  ally, sentences or phrases).

els, one for each combination of broad- or narrow- 6. Translated segmentgranslation of the afore-
band and male or female speakers. After the recog- mentioned segments.

nition step, overlapping transcriptions segments i order to achieve modularity and high reactivity,
merged using common words at the end of a segmetrﬁt ’

> ) e transformation from one state to the next is per-
and the beginning of the following one. JULIUS P

. 4 ) formed by five concurrent threads.
uses two passes: a bigram model is used during the

first pass, and a 4-gram model is used for the seB8:2 Speaker segmentation and adaptation

ond pass. The lexicon contains 127K pronunciawe used the system developed for ANTS (Section
tions for 63K words. The training corpus for the2) for segmenting speech files according to sam-
language model (LM) is composed of French newspling rate and speaker gender. The segmentation
papers ke Mondeand L’'Humanite, 580M words) was performed off-line, which is not suitable for mi-
and news broadcast transcriptioBSSTERaNdTNS  crophone input. We plan to include it in the inte-
130M words) which were used for the ESTER2 eva|gra_ted architecture in future versions.

uation campaign in which ANTS participated and _ _

ranked #4 (for more details see (lllina et al., 20043-3 Segmenting speech for translation

Galliano et al., 2006)). Finally, the best hypotheseResegmentation of ASR hypothesis for translation is
produced by ANTS are simply piped into MOSES? complex task of uttermost importance (Matsoukas
(see Section 4 for more details about the translatio?f al-, 2007). We used GIZA++ (Och, 2000) for gen-

models). erating the translation models. Translation tables are
_ _ learnt on sentence aligned bilingual corpora and re-

3 S2TT: Anintegrated system using ordering takes place within whole sentences, but no
SPHINX and MOSES further. It is therefore important that recognised ut-

3.1 Description terances are as close as possible to well formed, sin-

While we mostly test it on recorded audio files,gle' complete sentences. ASR systems typically rely

the system is designed to eventually allow real tim%\r;hﬁpeakerkchar;]ges and silences fﬁr segmentation.
translation of microphone input. It is designed with lle speaker change guarantees that one sentence

the idea that audio must be transformed into tran :nds and another begins (as long as they do not over-

lated text by passing through several intermedial gp), silences may take place in the middle of a sen-
states: tence. Several sentences may also be spoken without

a pause. The very concept of sentence is not sound
1. Raw audio raw audio file or audio stream from when it comes to spontaneous speech, let alone the
the microphone. concept of well formed sentence.



The algorithm for segmenting ASR output in an ?;‘i:gg”““’” audio d“;%tg’” (hours ";ggdks
MT friendly fashion goes as follows: first we set [pey 3 20K
the maximum length of the sentenég,.,*. Then French LM - 700M

P . : Sentences pairs words

we look for a positioni in the L, first items of Translation French | English
the stream where an n-gram LM (we use the same[Train 1.7M 53M 48M
LM as for the recognition process, generally with gzg"Sh LM 15("" ook ‘;g'l\("
n = 3) generates an End-of-Sentence event. If such
an event is found, then the segmemny, .., w; is ex- Table 1: Corpora sizes

tracted. If no such position is found we look for

a silence. If a silence is found at positionthen [ System [ WER [ B-1 [ B2 | B-182 |

: ) : S2TT 251 | 184 25.7| 306
the segmentuy, .., w; is extracted. If no silence is SITTGOOGLE 251 [ 194 [ 344 | 380
found, then we look for the positiohwhere an End- [[ANTS-MOSES | 22.3 | 193] 27.3] 323 |
of-Sentence event is most likely to occur according Ref-MOSES 0 | 236] 34.1] 405
to the LM, and extract the segmemng, .., w;. Then Ref-GOOGLE 0 |243]482]| 517

- e - _ Expert-1 0 - 34.8 -

the process starts again at positiof 1 until deple Expert2 o T30 -

tion of the audio source.

Table 2: Translation quality with different systems
4 Data and models

The acoustic models for the recognition subsystel?no
were trained on data used in campaign ESTER

(Sect|or|1|\i.1|:, Tablr? _1)’ l;smg SPHLNT:RAIZI' Trlﬁmust be discussed because they have influence on
source .( renc )|s_a -gram modettrained on tg, o resuits of the evaluatioiExpert-1lis a native En-
data described in Section 2.1. The translation systenﬁsh speaker and a professional translator. Trans-
is based on the classical tools of literature: MOSE '

. . . Tations in R1 are therefore in literary style. On the
for decoding, GIZA++ for producing the tranSIat'onother handexpert-2is a French native speaker and

and reor_dering table_ and SRILM (Stqlcke, 2002%“1 English teacher. She used Tite= Corpus of Con-
for creating an English 3-gram LM with Knes.e.r'temporary American Englishas an online help to
Ney smoothing (Kneser and Ney, 1995). The b'"n'elaborate R2.
gual training corpus is composed of roughly 1.6

million aligned sentences (50 million words) ex-5 2 Evaluation
tracted from EUROPARL (Koehn, 200%) In or-

T
der to adapt our system to broadcast news, we tun%g

ns will be called R1 and R2. There are important
ifferences of style between these two sets which

ble 2 summarizes the results obtained by differ-
t systems on this data. The BLEU scores are
mputed with the scriptul ti - bl eu. per| pro-
ided with MOSES. B-1 is BLEU computed against
reference set R1, B-2 is the score computed against
R2, and B-1&2 is the score computed using the two
5 Evaluation sets. These results call for a number of comments.
S2TTis the integrated speech translation system we

5.1 Testcorpus _developed (Section 3). It uses the same models as
We extracted 252 French sentences from the d'ﬁeKNTS-MOSES but is not as polished. For all sys-

ent broa}dc:alst news recordings of ESTERZ test colsmg we observe a large difference between B-1 and
pus (35'39” of audio). These sentences were trang > Thjs is not surprising because of how R2 was
lated by two experts who will be callégkpert-1and  o0qyced: the use of a translation database makes

Expert-2 These two sets of 252 reference translag,is et more standard and homogeneous than R1.

1in our experiments we sét.... = 40 to match the limit FOr the sake of comparison, we also translated using

set in the baseline of WMT evaluation campaigns GOOGLE the ASR hypothesis generated by S2TT
2Description of training and tuning stages can be found at
http://statmt.org/wmt09/baseline.html 3http://corpus.byu.edu/coca/

MOSES’ parameters on a 3,000 sentences (rough
80,000 words) bilingual news corpus distributed fO(/
the WMT 2009 evaluation campaign. Table 1 sum
marises the details about the corpora.



(this is the lineS2TT-GOOGLE Hidden Event LM (Stolcke and Shriberg, 1996) to

The system called ANTS-MOSES uses ANTSmprove recognition and segmentation. The speaker
to produce one-best recognition hypothesis whiceegmentation step, which is currently performed off-
are then translated using MOSES. This systems inine, must also be implemented directly into S2TT in
proves WER by three points absolute (11% relativedrder to make it truly integrated. Finally, we plan to
and improves BLEU by one to two points dependingarry out a thourough analysis of how recognition
on the test (5% to 6% relative). However it is not in-errors propagate and affect the translation process.
tegrated and it is difficult to make the recognition
and translation systems interact in this system. ~ References
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