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Abstract

For several years we have been working on the dprent of a CFD ballistics code called FREIN. Tdusle

is the result of a strong cooperation between NeMignitions and the University of Poitiers. In theest years,
effortshave been carried out to improve the 3D modeling fully unsteady way, the interior, intermediated
exterior ballistics were modeled as well as the pweasystem environment. The complex phenomena
encountered are investigated by an adapted nurhsiinalation approach using the Euler equationstfay
immiscible gases. The method involves moving bodiéth respect to fixed Cartesian meshes and the
aerodynamic forces are used to compute the trajestoln this paper, theoretical developments and
computations have been applied mainly to the sitianaf the firing of an advanced 120 mm lightwei¢gmk
demonstrator. In comparison with firing experimeriilst computation validation results concernimgerior
ballistics, muzzle brake flow, sabot discard arasblave propagation and reflection are presemtddee very
satisfactory.

Keywords: interior ballistics, intermediate balist, exterior ballistics, Euler equations, compotal fluid
dynamics, muzzle brake, sabot separation, blast wav

1 Introduction

Progress in CFD capabilities make the numericaliition of ballistic phenomena very tempting. Hoesethis

is a three-dimensional unsteady aerodynamic prokli#gimseveral mutually interacting moving bodiesl aery
different flow regimes. In view of the high costsfch computations one must accept some simpiditait So

far it seems that most attempts have consideredistsituations with Chimera mesh based solverg][4The
purpose of the present paper is to investigatedlpling of the intermediate ballistics problemhntihe interior
and exterior ballistic flows. To treat the muzzlake flow we have chosen to investigate the us@awfesian
grids because a body fitted mesh generation aranndbject like a muzzle brake would be difficuldamo
time consuming. The modeling and the numerical pudghused for the internal and external aerodynamic
problems are introduced in section Il. The coupliegween the two problems and with the dynamiettayy
calculation is introduced in section Ill. Severaligation results are given in section IV.

2 Modeling and Numerical Methods

As explained such computations are so expensiveitha first step, we must make some simplificagiothe
computations presented in this paper are basedoontye Euler equations.



2.1 Internal Ballistics

The internal ballistics between the breech andgtbgectile is a heterogeneous two phase reactivg ffiroblem
which involve a number of physical modelings foe ihter-phase drag and heat transfer, the formtiumof

the particles, the rate of surface regression hadytanular stress. For all these terms we use Imotiese to
those of reference [9] in the framework of a 1Dg4@hase approximation [6], in a tube of variablessrsection
A(x, t). The cross section is a function of timecé@se one must take into account the tail of th&imgo
projectile between the breech and the obturatdrgloe the volume fraction of the gas of dengityyelocity, u,

total energy, E, an(;E the density of the continuous phase represertiimgtopellant grains of velocityl .

The balance equations are:
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Where G is the mass flux given by the combustiothefpropellant grains, f the inter-phase dragh# specific
area (area per unit volume) of the propellant grainthe inter-phase heat flux. Ehe energy furnished by the
combustion and @he mass flow rate of the igniter. These equatamessupplemented by two equations for a
variable linked to the temperature of the propellgrains and the burned distance, both quantiteago
convected with the propellant phase. The gas falaWwoble-Abel equation of state:

e )

Where b is the covolume and the internal energyeaefunction of the temperature e = Cv.T.

It is well known [9], [17], [14] that the system efjuations (1) is not totally hyperbolic and the initial value
problem is therefore mathematically ill-posed. Altigh the system can be regularized by introductiba
pressure correction, as done for instance by Saliesa[16], we have followed the current practiodriternal
ballistics which is to admit that the behavior bétsource terms leads to a well-posed initial vaitgblem.
Taking into account the strong similarity betweems terms containing the volume fractipmvhich is part of
the solution and the cross section A which candisidered as a prescribed quantity, we have treagetérms
p.% in the gas momentum equation ang, a[gtA] in the gas energy equations as source terms.éefhe |
X
hand side of system (1) is then an hyperbolic systeconservative form. Its eigenvalues can be adetpand
a Roe type approximate Riemann solver can be &nidltused in a classical flux difference splittipgp@ach.

We used a fixed grid approach where the x bounglarfighe cells are fixed except for the last on@@eht to
the obturator of the projectile. However the voluaighe cells may vary with the time either becaak¢he
displacement of the tail of the projectile for tsiandard cells or because of the displacementeohittight
section for the last cell. A new cell is added wiiea x size of the cell adjacent to the projedsléarger than
1.5 times the size of a standard cell. All the wods are computed exactly in order to insure atstric
conservation of mass, momentum, and energy whichniessential feature for internal ballistics. Aet
beginning of the simulation we use typically 80ls&letween the breech and the projectile. Whemptbgctile
moves in the tube, the number of active cells im®es and remeshing by merging every two cellsriomeed
above some given threshold for the number of galtwvided that the cell siz&x is not larger than a given
value. For typical guns the number of active osltten the projectile leaves the tube is about 800.



With the same kind of unsteady one-dimensional @ggr we also compute the precursor flow in the tube
between the projectile and the gun muzzle. Thiegiw direct evaluation of the counter pressur@@ath the
projectile. The friction of the projectile in thelte is usually modeled by empirical laws which talte account
this counter pressure and must therefore be mddigeause the counter pressure is now directly atedpand
taken into account in the evaluation of the forcéng on the projectile.

2.2 Intermediate Ballistics

The external ballistics problem involves both tmepgllant gas and the atmosphere. We assume tsd thvo
gas are inviscid, immiscible and therefore sepdrbtean interface. The location of this contactdiginuity is
treated by the level set method introduced by Mul@sher and Sethian [12], that is the interfaceespond to
the level sety = 0 of a hypersurfacg(x,y,z,t) which must satisfy the following evolutioequation in
conservation form :

074// N opuy + opNyY + 0p.Wi -0 ©))
ot ox oy 0z

We takey < 0 in the propellant gas ang > 0 in the atmosphere. Both gas satisfy the Eedgrations. The
equations of state are p ¥.(- 1)p.e in the atmosphere and the Noble-Abel equation [p(p).p.e with

I = (v, - 1)/(1 — bp) in the propellant gas. This multifluids problemsolved by an algorithm introduced by
Abgrall and Karni [1]. The conserved variables Qspu, pv, pw, pE, py) are computed in each cell using the
appropriate equation of state givenylf there is an interface between two cells, tweiicell fluxes must be
computed, one using which is used for thair cell and one using, which is used for thpropellant gas cell.
After updating the variables at time n + 1 one cotaghe pressure according to the frozen valtierhen the
new value ¢"** of the level set function is computed. This aljori ensures a strict conservation of mass and
momentum and introduces only a small error in thal tnergy balance.

We use this algorithm in the framework of a secander MUSCL approach with Van Albada limiter on
primitive variables and a ROE solver. The Roe mg{i®] is based on the following averages :

(4)
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which have the properties :

A(f.g) = (f).Ag +G.Af

p.f=pf ©

Using these properties we can show that for a Nosihel equation the ternf (p) must be averaged &sand
that in the speed of sound given by
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the term p.b/§- 1) must be averaged as :
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If Ap is too small the ratidl'/Ap is replaced by the analytic derivativeldp) evaluated at the Roe avergmge
The time integration is performed with a seconceottavo step predictor-corrector method. As showrrign 1,
the pressure at the gun muzzle, when the projdetilees the tube, is about 1000 bars and the ncahegheme
must be able to compute very strong shocks andnsiqnas. However a classical ROE flux differencettipd
solver usually fails on very strong expansions,ifiestance when one state is near vacuum like inceese 2 of
reference [11]. As robustness is essential we asmddified version of the Roe scheme, introducediby et
al. [10], which avoids the use of an entropy fixgraeter. With this scheme we were able to runhalltest
cases of reference [11] without problem and witbdyquality solutions.

2.3 Cartesian Grids and Boundary Conditions

Fig. 1 Sketch of the treatment of cut cells

Since the mid-1980’s, researchers have been venessful in applying Cartesian grid techniquesxtoeenely
complex geometries, including moving bodies. A go®dew on Cartesian grid methods was given by ftis

[2] and examples of application to moving boundadan be found in [13]. Our code is based on theRAB]
method using fixed structured mesh blocks. An d&depoint is the treatment of the boundary comudis on
solid walls cutting the grid. As we have to consitledies in relative motion with cylindrical contasurfaces
we cannot rely on a description of the body surtagériangulated surface facets. Then a cut cedtr@gch like
the method developed by Yang, Causon and Ingram 2B becomes very tedious for a moving body for
which the intersections of the grid with the bodyface must be recomputed at each time step. bhstea
follow an approach developed by Forrer [8] whickiolves only the determination of the intersectidrthe
lines passing through the cell centers with theyliodether with the local normal to the body suetac

A sketch of the method is given on Fig. 1. In orterupdate the cut cell whose center is M we uselfe

computation of the x-flux at the right cell boungarfictitious cell whose center is P inside thédsbody. The
value of variables in this cell are determined Bing a local symmetry principle with respect to taegent
plane T at the intersection I. The values of thealdes in the symmetrical cell whose center ifPatre

determined by trilinear interpolation between theedls surrounding P’. If the trilinear interpolati is not

feasible we use an interpolation between the sodiog valid nodes weighted by the inverse of trstadice to
P’. This approach should not be confused with asgleell method because the fictitious node P candeel

with other values of the variables for evaluatidthe y-flux or the z-flux in other boundary cellgherefore, for
computer implementation, these fictitious valuesnca be stored in the standard location correspontti the
grid node P. As shown by Forrer [8] the methodfisexond order except at a few critical points whee must
use the weighted interpolation technique. For aingpbody all the computations are performed in ealo
reference frame moving with the body at the vejooftthe intersection point I.



2.4 Solid Geometry Description

The description of the surface of all solid bodgebased on a small number (12) of surface elemegitsuited
to an exact representation of cylindrical contacfaxes:

- Truncated cone

- Truncated cone limited by two meridian planes

- Truncated cone limited by the intersection witlo tplanes

- Plane quadrilateral with one side replaced byintersection with truncated cone

- Triangle with two sides replaced by the intergectvith two truncated cone having the same base
- Plane polygon

- Plane polygon with a circular hole

- Plane quadrilateral with one side replaced biyaular arc

- Disc

- Angular portion of a disc

- Crown

- Angular portion of a crown

For all these elements, the intersections withgifie lines and the normals at the intersection {scéme easily
computed, leading at most to the solution of a séa@egree equation. Intersection computationsgreded up
by defining bounding boxes for each element. Thnm#ficulty is to avoid missing an intersection @unting
twice an intersection close to the boundary betweenadjacent elements. As the number of intersastdf a
solid body with a half straight line emanating fran external point should be even we can detedt suc
anomalous situations due to round-off errors. Tdreection is performed thanks to the computatioa gtiality
factor with each intersection (we use the minimustathce between the computed intersection anddpe ef
the element). In case of an odd number of inteimestalong a grid line the situation can be cogédiy using
the quality factors and the orientation of the nalisrat the intersection points in order to decidgctv point
must be suppressed from the list of intersections.

After having computed the intersection of a gritklwith all the solid bodies, the intersection p®iare sorted
by increasing distance along the grid line and usedefine a small number of patches of contigueaigd
nodes the other nodes being blanked. When the qtilejenoves with respect to the fixed grid, somee®
which were used at time n become blanked at tinfeand they are just discarded but some nodes wiech
blanked at time n become valid nodes at time n-lta@ should be reinitialized.

The reinitialization algorithm is based on:

- Relations along the characteristics between tirmad n+1

- Kinematic boundary conditions because the railiittd nodes are usually adjacent to a boundary

- Interpolation between valid nodes at time n ot n+

3 Time Integration and Coupling

Grid refinement is performed by halving the gridesbetween grid level | and |+1. So far we havelusdy an
a priori defined configuration with 3 or 4 levelsdaonly one grid per level. Above the coarse ldvéie grids
are shifted periodically in order to always encosgp#e moving bodies. Figureshows an example of a
configuration with 3 grids.

The time integration for the external computatierperformed by the classical recursive algorithetak on
Fig. 3, a time steAt at the grid level | is followed by two times stagfssizeAt/2 at grid level I+1. One should
notice that the integration at level | is perfornfedall the valid cells even if they are covergdébrefined grid
at level |+1. After completion of the time step sbevalues are replaced by values obtained by ntetbm
corresponding cells at level I+1. For a 3D compatgtthe cost of this useless work at level | itydii16 of the
work performed at level I+1.



The internal ballistics computation is synchronizeith the external computation at the highest exkgrid
level. The time step is determined as the minimdnthe allowable time steps for the internal andeexal
computations according to the prescribed CFL valbieh is typically 0.3 to 0.4.

The coupling between the internal computation d&edetxternal one is made easier by defining therexterid
and the internal mesh so that they have a commbrinterface at the highest grid level: we haveyotd
average the flux values of the external computatioorder to define a 1D flux condition for the émbal
computation.

t=7.5ms t=10 ms

Fig. 2 Example of grid embedding with three gridsgrids 2 and 3 are shifted periodically to encompas
the projectile

The force and moment acting on the solid bodiescaraputed by integrating the pressure availablthet
intersection points. In fact we used only the isgetion of the x coordinate lines for the x companef the
force and similarly for the y and z direction. Thésa feature which should be improved because amgrt of
the wall pressure information available is use@ach direction. The forces are computed at thenbeygj of
each time step on the highest level grid. ThendiBplacements of all the solid bodies are compatedi the
transformation matrices between the fixed referename and local frames linked to the bodies ardatgd.
For the computation of the displacement of thedsoliid bodies we use a simple predictor correatethod
and a Hamilton’s quaternion formulation introdudedreference [5]. At the beginning of the sabotcdisl
phase, we prescribed as initial conditions thealagilocity and pitching rate of the three sabdalsegiven by
the dynamical elasticity code LS-DYNA.

time

A2

AT
AU8
ATi4

grid level
Fig. 3 Sketch of the recursive time integration $eeme for a four level mesh



4 Validation Results

4.1 Validation with Academic Test Problems

Validation of this rather complex code is of coumsssential. Unfortunately there are very few three-
dimensional exact solutions of the Euler equatiamng we have chosen to use classical one-dimengjdbal
shock tube problems in a 3D context: as shown gn4ive put in the external field, after the gun muzzle,
closed tube of circular cross section which caofEnted at an angke with respect to the x axis.

The geometrical parameters are the ratio D/L batvtke diameter and the length of the tube and tigéea.
Inside the tube, the field is initialized with tleenditions corresponding to well known 1D test peots [11]
and the challenge is to recover the 1D solutionnmioke axis is not aligned with the x, y or z direes. We
have use all the 1D test cases defined in referfdrideFigure 5 shows the results for Toro’s tesdec 1, a shock
tube problem with a sonic point in the rarefacti@m this graph we have plotted the values of alrnbdes
inside the tube. Figures 6 andfow to compare the results with= 0 anda = 45 for the classical Woodward-
Collela blast wave problem. For this last caseeherno analytical solution and the solution labdedxact is
obtained with a fifth order highly accurate schesitta 2000 nodes.

Fig. 4 Configuration for 1D tests in a 3D context

ALPHA=45 degrees - D/L=0.06

DENSITY

[ aid

exact
02 . 1488 nodes q

14342 nodes
114222 nodes |

0 0.2 0.4 086 0.8 1
X

Fig. 5 TORO's test 1 in a tube with D/L=0.6 andt = 45 degrees computed wit CFL=0.5



ALPHA=0 degrees - D/L=0.06

Exact —_—
936 nodes

6 | 9360 nodes

78872 nodes

DENSITY

0 0.2 0.4 0.6 0.8 1
X

Fig. 6 Woodward-Colella blast wave problem in a the with D/L=0.06 anda = O degrees

ALPHA=45 degrees - D/L=0.06

DENSITY

Exact —
1 | 1488 nodes
14342 nodes

X

Fig. 7 Woodward-Colella blast wave problem in a the with D/L=0.06 anda = 45 degrees

4.2 Experimental Firing Set-Up and Test Conditions

Experimental investigation of the phenomena ocogrduring gun propulsion, sabot discard and blastew
propagation is costly and difficult in view of ttehort time, high pressure and temperature rangésvery
severe environmental conditions. The tests werdwcted in the French MOD ETBS Test Center of Bosirge
Firing experiments were performed with an advant2d mm lightweight tank demonstrator with a smooth-
bore tube, a muzzle brake, and launching APFSD#giles (see Fig. 8). For validation purposesaitied
experiments were conducted in 2009. The interidiistias was investigated by means of pressure tearand
muzzle velocity measurements. We investigated niterrnediate ballistics, muzzle brake flow, sabatadid,
and muzzle blast interaction with the tank dematstrusing high-speed cameras, and pressure meastse
These were taken on the ground, at a certain heigtiton the demonstrator.

T

L o——" 7\‘-
%_}n‘gn« -

Fig. 8 120 mm lightigdt tank demonstrator



4.3 Grids and Calculation Costs

One important problem is that the computational dionis very large. Different grids were built, fexample

in the case of the computation of the muzzle bfdke and of the intermediate ballistics flow, theternal
dimensions of the 3D computational fluid domain afarx6mx4m. In this case, the Cartesian grid is
constituted of 18x10nodes, local grid refinement is performed by hagvihe grid size between grid level |
and |+1. As presented in Fig. 9, we have used @ Igriels with a minimum spatial step sixe = Ay= Az of
about 2mm. In spite of the high number of nodesrézs¢ geometry was necessarily simplified (in patr
the description of the tank vehicle) in order thiage the computation.

Fig. 9 Lightweight tkk demonstrator, example of grid with 6 levels

Unsteady computations are performed with a 4 bepteon (3.06 GHz) cluster under Wind&2000. The
average calculation cost is about QsBnode/iteration.

4.4 Internal Ballistics Validation
Figure 10 gives an example of the pressure distabs in the tube for a 120 mm demonstrator smabaotte-

barrel launching an APFSDS projectile. On the I, pressure evolution, every 0.2 ms, betweebrtbech (at
the abscissa X = 0 m) and the projectile is preskr®n the right, the pressure evolution, alsoye@e2 ms,
between the projectile and the gun muzzle (at tisgiasa X = 6.25 m) is illustrated.

600 : : : : . : 55
500 — Pressure distributions 51 — Prefssu_rle distributions
— Projectile trajectory 45| — Projectile trajectory
4 .
© = ©
g 40 g 35¢
& g 3f
> 300 >
@ B 25f
w w o |
T 200 F g
15|
100 r
05 |
o . ‘ . . . . o :
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
Xm Xm

Fig. 10 Pressure distributions, every 0.2 ms, beten the breech and the projectile, and between the
projectile and the gun muzzle
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Pressure sensor N°1

0.0

Time (ms)

Fig. 11 Experimental and theoretical pressure evations with time
in the chamber at 2.46 calibers from the breech

The evolution of the internal pressure over timénim gun chamber is presented in Fig. 11. The lendlshape
of the pressure signal are fairly well reproducBuk relative errors on the maximum pressure asetles 6%,
and the initial velocity is predicted to 0.16%. Hdhat, the usual error on the prediction of ihiilocity is a

few percent. The agreement on the prediction ofghition phase is less satisfactory this is duth#ofact that,
in the first moments, the combustible cartridgeckothe pressure sensor.

4.5 Muzzle Brake Flow Validation

Figure 12. is an example of computation of thenfjrof an APFSDS through the muzzle brake of thari20
lightweight tank demonstrator.

9.00e+04 8.18e+05 1.54e+06 2.27e+06 3.00e+06

® 268e+03  -1.12e+03

1.99e+03 3.54e+03

Fig. 12 Firing of a 120 mm APFSDS through a muzzlerake, pressure field
and u component of the velocity

The projectile is still very close to the muzzlake and surrounded by the propellant gas whichredgpat a

much higher speed than the projectile. Expansionrat the sabot generates low pressures in frotiteo$abot
and projectile, and for a short distance, the ptoge is still accelerated by the gas. A significdoss of

10



symmetry between the vertical plane y=0 and thézbotal plane z=0 is observed due to the flow @& th
propellant gas through the lateral blowholes whadter deflection by the muzzle brake blades gemsrat
negative x component of the velocity at the exihirthe brake.

Figure 13 compares the computed pressure withdteftbm a pressure sensor located at about 1rt6rmthe
tube axis in the muzzle exit plane. The level ahdps of the pressure signal are very well repradluce
Complementary validation results are presenteceiaild in References [29, 31, 32].

Point B4 (0.02,-1.55,0.35)
250000

Firing No 01 =——
Firing No 15
Computation

200000

150000

100000

50000 |

tinms

Fig. 13 Pressure in the muzzle exit plane at 1.6 from the tube axis

4.6 Sabot Discard Validation

4.6.1 Quasi 2D Approximation and Tests for a 44 mr@un

In order to investigate, at a reasonable computaltioost, the grid convergence problem we haveldped a
2D axisymmetric version in cylindrical coordinates.

In this case the penetrator shape should be axisymar{no fins) and the sabot is represented agatadle
obstacle which expands radially while keeping thapg of its cross section in a meridian plane. fitw
between the petals and the projectile is takenastmunt but the flow between the petals is notesgnted. In
order to compute the forces acting on the petdds, gressure on the plane sides must be empirically
interpolated. This approximation is valid only é tbeginning of the sabot discard and when thdsetach a
high incidence angle the computation strongly ostmeates the pressure in front of the sabot systedhthe
drag.

This quasi axisymmetric approximation was useddmggare three sabot shapes for a 44 mm gun for which
Xray visualizations of the sabot discard were add. In the first configuration, shown on Fig. iHe front
part of the sabot incorporates a cavity which gatesr high pressures and a positive pitching monidre.
petals quickly reach high positive incidences whente reproduced in the computation. For the second
configuration, shown on Fig. 15, the sabot incoapes two cavities, one at the front and one atbthee.
Initially, the high pressures generated by the pllapt gas in the base region generate a negatigkiny
moment which is later replaced by a positive pitghinoment due to the front cavity: the petals satpairom

the penetrator at a small negative incidence angleh thereafter becomes positive thereby miningzime risk

of contact between the petals and the penetratere lgain the computation agrees fairly well witle t
experiment. In the last configuration, shown on. Big, the front part is flat and only the base cavitysed: in
that case, the petals reach large negative incidengles with contact in the front part betweenpiial and the
penetrator. In this last case the agreement witlcdtimputation is less satisfactory.

11
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Fig. 14 44 mm gun - sabot discard for sabot type 1

L 2 e
5.50 6.00

3.4 callmuzzle 13.6 cal/muzzle 36.4 cal/muzzle

Fig. 15 44 mm gun - sabot discard for sabot type 2

3.6 cal/muzzle 13.6 cal/muzzle 36.4 cal/muzzle

Fig. 16 44 mm gun - sabot discard for sabot type 3

4.6.2 3D Sabot Discard Validation

Optimization of the sabot shape in order to avaiidiscontact with the projectile during the sepanatand to
minimize the aerodynamics perturbations is a ratiicult task in view of the numerous constraiatsd the
complexity of the phenomena involved. For classaljectiles, a common practice way is to use azteuz
brake in order to reduce the mass of the gun remysilem. It has always been of interest to fire 8B5S
projectiles through a muzzle brake. However, thisidevice which involves several blow-holes withdes
which deflect the propellant gas backward therefedhicing the total impulse communicated to the guthe
present state of knowledge of the intermediatadtiab phenomena, firing an APFSDS through a mulzzée
adds a high risk of inducing large perturbationghenprojectile when the fins pass in front of tik@w-holes.

12



The computation was performed with 6 embeddingsgusing 12x19nodes. The external dimensions of the
3D computational fluid domain are 238mx3m. However only the sabot petals movement was atedpand
the penetrator was forced to move along the tulieaba zero incidence angle. The reason is that stspect

of isotropy was not achieved on the fins: as the &ire beveled they generate aerodynamic forceshini an
otherwise quasi symmetrical situation, should gateeonly a roll moment without lift or lateral fercThe
configuration involves fins of which, during thebsa discard, three are located in the wake of #mspetals,
therefore generating negligible forces.

The three other fins are subjected to the high &fflesv between the three petals and generate margjed
aerodynamic contributions. One of these threeifiridigned with the grid while the other two makeamgle of
30 degrees with the y axis. As they are not seghdrsame way on the Cartesian mesh, they gersligiéy

different forces from the first one. Summing theteibbution of all the fins gives a resulting latefarce which

may perturb the projectile in flight. This is clgaa point which should be understood becausedteriarm
between the fins and the center of mass of thetp#aoe is large and strict maintenance of the sytnymis

essential in order to be able to compute smallupeations with respect to the ideal configuratidie

computed intermediate wave systems (shock and siqain grey), pressure applied on the muzzle hrake
the sabot components and on the projectile (inrfoémd the experimental and numerical unsteadyli3Bard
are presented in Fig. 17.

Fig. 17 Experimental and numerical 3D unsteady saii discard

Figure 18 shows the comparison between the conpuatand the experiments for the sabot pitch angtethe
distance between the sabot and the penetratoro@ppitch angle of 50 degrees the agreement iy fadod
and the discrepancy for larger angles is due tortbéeling approximations which overestimate thesguee in
front of the sabot petals and the pitching momw¥atidation results are presented in References 293,31,
32].
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Fig. 18 Time evolution of the sabot angle and ohé x separation between penetrator and sabot

4.7 Prediction of the Unsteady Pressure Field Arouththe Tank Demonstrator
Locations of the experimental pressure sensorB®tenk vehicle are presented on Fig. 19.

T
Fig. 19 Pressure measurement loaats on the tank demonstrator
Example of the computed unsteady pressure envinehamemputation is presented on Fig. 20, the inteliate

wave systems and the pressure applied on the g&mbrktrator are represented, as are the blast nefigetion
on the ground and on the tank demonstrator.

Fig. 20 Pressure contours on tkenk demonstrator at different time levels
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As example, Fig. 21 compares the computed presgithiemeasurements from pressure sensors locatédeon
front part of the tank vehicle at points N° 9, 1@,and 17.

| Shots
1 & . . FREIN3D Code

sor N°10

| Shots
i - FREIN3D Code

Pressure sensor N°9

Pressure sen:

0.0 4

Time (ms) - Time (ms)

Shots

o Shots
! FREIN3D Code

Pressure sensor N°12
Pressure sensor N°17

0.0

0.0 4

Time (ms)

Fig. 21 Pressure versus time for measurement posN° 9, 10, 12 and 17

Note that the pressure time evolutions are synéhednto the time of the first maximum overpressuree
measured values were generally slightly higher ttmennumerical simulation. A satisfactory qualitetiand
guantitative agreement was obtained.

The average relative error on the prediction of rfeected overpressure is less than 5.5 % andefative
errors are always less than 8 % percent. Eveneab#ick of the tank demonstrator, for the pressansa
location 17 the agreement is acceptable.

Despite the low number of test repetitions, thdedéinces observed between the firing results of tése

campaign, the global simplification of the modelengd the fact that the grid optimization is notyfukach, we

can consider that the agreement is globally vergdgdMore complete validation results are preserited
Reference [32].

4.8 Prediction of the Unsteady Exterior Ballistics

During the initial phase of the sabot discard, ghgjectile is subjected to the rapid expansionhef propellant
gas and the velocity of the fluid with respecthie projectile is negative. Then the projectile tadezs the blast
wave system and begins its flight at a high supgcs®lach number. Strong unsteady interference betvtke
sabot petals, the projectile and the blast wavtesygenerate aerodynamic forces which can perhgtinitial
conditions of flight and induce on-target dispensio
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Another source of dispersion comes from the gue tiymamic motion and from the possible transverstom
of the projectile in the tube called balloting. hesources of perturbation could be evaluated tugtstral
dynamic computations and introduced as muzzleairgtnditions in the fluid dynamics model.

The theoretical and numerical approaches that baes developed could give the unsteady aerodynawhics
the projectile in flight. But at this time only thuler equations are solved and a natural improwémeuld be
to substitute Euler by Navier-Stokes equationsufeg22 shows the pressure and the temperature chtben
penetrator flying alone, after the sabot discardpaut 1760 m/s.

P

1. 160405
1106405,

1050405

9650404

Fig. 22 Penetrator in flight after sabot discard &t=16 ms

5 Conclusion

The present results show that the computation cf seal 3D complex situation involving numerous sibgl
phenomena, and a coupling between fluid dynamidsflaght mechanics (and also structural dynamiss)aw
feasible, at least for the Euler equations.

Globally the validation results are very satisfagto

Nevertheless, improvement of the 3D modeling isdedebefore reaching the goal of predicting the alver
initial perturbations of the projectile trajectory.

The main improvements needed are:

- to advance the mesh refinement technique bedhastiow involves very complex features like Riclym
Meshkov type instabilities which could have anuefice on the projectile trajectory. Attempt tomefthe mesh
using a local error estimate leads to a prohibitiveber of nodes which are not useful if the puegeonly the
prediction of the forces and trajectories. In tbase we clearly need a mesh refinement algorithiohatakes
into account the objectives of the calculation.cilthe loss of isotropy on a Cartesian grid inpghesence of a
body having a 120 degree symmetry is a difficultipem which remains essential for the predictiorthaf
moment acting on fin-stabilized projectiles.

- to substitute Euler equations by Navier-Stokaséqns.

- to develop a link between the FREIN code and stii CAD geometry software in order to increalse t
operational capacity of the code.

- developments are also needed, for example, tode&ount of the gun recoil effect, etc.

Complementary experimental studies are also negessaorder to widely validate the theoretical atia
numerical approaches.
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