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Abstract—The unprecedented amount of data from mobile phones creates new possibilities to analyze various aspects of human behavior. Over the last few years, much effort has been devoted to studying the mobility patterns of humans. In this paper we will focus on unusually large gatherings of people, i.e. unusual social events. We introduce the methodology of detecting such social events in massive mobile phone data, based on a Bayesian location inference framework. More specifically, we also develop a framework for deciding who is attending an event. We demonstrate the method on a few examples. Finally, we discuss some possible future approaches for event detection, and some possible analyses of the detected social events.

I. INTRODUCTION

Over the last decade many new data sources have arisen that can be used in the social sciences, ranging from online social networks, such as Facebook or Twitter, to huge mobile phone data, promising a completely new approach in the social sciences, such as Facebook or Twitter, to huge mobile phone data, creating new possibilities to analyze various aspects of human behavior. Over the last few years, much effort has been devoted to studying the mobility patterns of humans. In this paper we will focus on unusually large gatherings of people, i.e. unusual social events. We introduce the methodology of detecting such social events in massive mobile phone data, based on a Bayesian location inference framework. More specifically, we also develop a framework for deciding who is attending an event. We demonstrate the method on a few examples. Finally, we discuss some possible future approaches for event detection, and some possible analyses of the detected social events.

II. DATA

Because the methodology we will develop here is partly motivated by the type of data available, we will first briefly introduce them. The original data set we propose to analyze consists of all the calls of a large mobile phone company in a European country. For each call, we have an identifier (properly anonymized) for the person making the call (caller) and for the person receiving the call (callee). For both caller and callee we also have available the cell tower identifier at the time the call started. Coupled with the location of all the antennas of the company, we can infer some position of the users. We included both text messages and actual calls in our analysis. The relevant data cover 14 months for about 5.75 million users and around 900 million calls and text messages.

We perform a selection of the users based on their calling behavior. In order to be able to correctly identify users’ locations, we need sufficiently regular connections to the network, which can be expressed in terms of the number of calls and text messages. To be able to extract accurate and meaningful information from this raw data, we use a simplified probabilistic modeling approach, based on the work of [19]. The most important reason for taking a probabilistic modeling approach is the somewhat erratic antenna jumps. It frequently happens that a user switches from neighbouring antennas while making several calls, although it is unrealistic the user is actually moving (because he would move too fast to be realistic). Furthermore, since we expect usage to be more intense than usual when events take place, multiple antennas will probably serve customers at the event location due to load balancing.

Finally, our method can be seen as a smoothened Voronoi tessellation, thereby dealing automatically with these type of phenomena.

We denote by $x$ the position of the user and by $X_i$ the position of antenna $i$. We will denote the probability to be
connected to antenna \(i\) given position \(x\) with
\[
\phi_i(x) = \Pr(a = i|x) = \int_0^\infty e^{-r} \prod_{j \neq i} \left(1 - \exp\left(-r \frac{\|x - X_j\|^\beta}{\|x - X_i\|^\beta}\right)\right) \, dr,
\]
where \(\beta\) is a parameter representing how quickly the signal decays [19]. As stated, this can be seen as a smooth approximation of the Voronoi tessellation, in which a user will always connect to the closest antenna. To see this, assume that the distance \(d_i = \|x - X_i\| < d_j = \|x - X_j\|\) is smaller for \(i\) than for \(j\). Then the fraction \(d_i/d_j < 1\), and the probability \(\phi_j(x) \to 0\) for \(\beta \to \infty\). Hence, the probability to connect to any antenna \(j\), while there is another antenna \(i\) closer, goes to 0 for \(\beta \to \infty\), congruent with the Voronoi tessellation. An example of this probability density is shown in Fig. 1. Since we are interested in the probability \(\psi_i(x)\) to be present at \(x\) upon connecting to antenna \(i\), using Bayes’ rule (without prior information), we obtain
\[
\psi_i(x) = \frac{\phi_i(x)}{\int_D \phi_i(x) \, dx}.
\]

IV. EVENT DETECTION

In this section we will introduce the methodology to detect social events based on the calling patterns of users. We define social events as exceptionally large gatherings of people who are ordinarily not present at a specific location. There are a few key ingredients in this definition that need to be made clear: (1) presence at a location; (2) ordinary presence at a location; and (3) exceptionally large gatherings. We will define these concepts more clearly and formally in the following subsections.

We will first explain how we define the probability to be present at a certain location. Then we will define the ordinary probability of a user to be present at a certain location, and use both these probabilities to define a measure of attending a (possible) event. Finally, we will specify how we decide whether there is an event taking place or not at a certain location at a certain time.

A. Presence Probability

We will be looking for an event in region \(A\), at some starting time \(t_s\) and ending time \(t_e\) during a specific week \(w\). Let us denote by \(X_A\) those antennas that cover the region \(A\). Furthermore, let \(\tau\) be the time window \([t_s, t_e]\) of the potential event and \(\tau_w\) be the same time window during week \(v = 1, \ldots, W\). We can then select all calls that took place within the time window \(\tau_w\) at antennas in \(X_A\). Furthermore, a user \(u\) has made calls at antennas \(i_1, \ldots, i_{C_u} \in X_A\) at time \(t_1, \ldots, t_{C_u}\). We are interested in the probability \(\Pr_p\) a user \(u\) was present at \(A\) during time \(\tau_w\).

For the exact time \(t_c\), for a specific call \(c\), the probability a user was in \(A\) is clear from the previous section, and we denote it by \(\Psi_{A,c}(t_c) = \int_A \psi_i(x) \, dx\). We now have to infer somehow the probability to be present at \(A\) at some time \(t \neq t_c\). Keeping it simple, we assume a person leaves a particular location at a constant rate \(\gamma\) for \(t > t_c\), without any probability of returning. Similarly, we assume a person to arrive at a constant rate \(\gamma\) for \(t < t_c\). This constant rate assumption then yields
\[
\Psi_{A,c}(t) = e^{-\gamma(t-t_c)} \int_A \psi_i(x) \, dx.
\]
We have chosen \(\gamma\) such that there remains only 1\% of the original probability 15 minutes after and before the call \(c\). Taking all calls into account, and normalizing by the theoretical maximum, it follows that
\[
\Pr_p(u, A, \tau_w) = \frac{1}{t_e - t_s} \int_{t_s}^{t_e} \max_{c \in X_A} \Psi_{A,c}(t) \, dt.
\]

B. Ordinary Probability and Probability of Attending

Based on the same idea we used to compute the presence probability \(\Pr_p(u, A, \tau_w)\), we derive the average probability a user \(u\) was in \(A\) within a certain time window \(\tau\) for all weeks different from \(w\). This probability will be called ordinary probability \(\Pr_o\) to reflect the fact that it concerns ordinary behavior, i.e., regular mobility pattern independent of the event that may occur at week \(w\). This can be defined as
\[
\Pr_o(u, A, \tau_w) = \frac{1}{W - 1} \sum_{v=1 \atop v \neq w}^W \Pr_p(u, A, \tau_v),
\]
This probability captures how regularly this particular user was in the area of interest \(A\) during the time window specified by \(\tau\), at other weeks than \(w\). We then define the probability the user was attending the event as
\[
\Pr_a(u, A, \tau_w) = \Pr_p(u, A, \tau_w) \left(1 - \Pr_o(u, A, \tau)\right),
\]
where higher values indicate a higher degree of certainty the user was attending an event on week \(w\) compared to its ordinary behavior during all other weeks.
C. Event Detection

In order to classify whether a user is attending an event or not, we select a cut-off value $\Pr^*_a$ such that only 1% of the users have such a high attendance probability on average over all weeks. We then say a user has attended a social event on week $w$ whenever $\Pr_a(u, A, \tau) > \Pr^*_a$.

Let us denote by $n_w$ the number of users that according to this decision rule have attended for a week $w$. Then, let $\mu$ denote the average number of attendees, and by $\sigma$ the standard deviation of the number of attendees. We then state that an event has taken place, whenever

$$\frac{n_w - \mu}{\sigma} = z > 3,$$  \hspace{1cm} (7)

which is known as a z-score. Since $n_w$ seems to be normally distributed, when one removes the outliers (which will most likely be our events), the above condition simply states that the probability to see so many possible attendees given the normal distribution of $n_w$ is only about 1% with $z > 3$, hence they really represent unusually large gatherings of people. We will use this threshold of $z > 3$ in the remainder of the paper.

V. Results

We will now demonstrate the method on a number of different examples: (1) the national football stadium; (2) a large city park; (3) a rural area; and (4) a touristic area. For the first location we know what matches were being played, in particular the finals of the national football cups. We know that (at least) one big music festival took place in the large city park. We included a remote rural area, for which we expected to find no events. The popular tourist destination is included to see how the method is affected by a strong seasonal trend.

The results of the z-scores for the football stadium are displayed in Fig. 2(a). The two peaks represent exactly the two finals played, and our method then seems to detect these two finals correctly. Both finals were played at a Sunday between 17–19h, and we used the data between 15–21h to detect the event. A more detailed analysis of the first final shows that the number of calls drop during the hours 17–19h, as shown in Fig. 3(a), but more stronger for those who are attending the event according to our method. The results for the second final are similar.

We can also compare the number of calls to the average on this weekday, which is represented by the thin dark line. The number of calls of the non-attendees is larger than usual just before and just after the match. So, this suggests that some people could be incorrectly classified as non-attendees.

The z-scores for the large city park are displayed in Fig. 2(b). We observe only one clear peak, which corresponds to the date of the music festival. We again consider the difference between the calls of those who attended (according to our method) and those who do not, as displayed in Fig. 3(b). The most striking feature is that the calls of attendees does not really seem to be increasing or decreasing throughout the day. More specifically, those who attend the music festival seem to be mainly the ones who call during the night. Given the nature of the festival, probably many young people continue to party into the night.

For the rural area we unexpectedly found one event. Upon closer examination, this specific day surprisingly turned out to be Christmas evening. Probably many family members gather, who would normally be elsewhere in the country. Indeed for the other locations this week also shows a somewhat higher z-score (although not very high). The tourist destination shows signs of two events during the summer, and it is clear what is the high season and what the low season. For the tourist destination it is quite normal there are relatively many people during the summer who are not there often, namely to spend their holidays.
These four examples suggest our method is capable of detecting events, although one should take care in interpreting the results. Looking into the calling dynamics for specific days of the event suggests that our classification of attending and not attending may work well, although it remains difficult to assess the performance exactly.

VI. Conclusion & Discussion

This method gives a probabilistic framework to detect events, and determine which users participated in the event. Based on a simple Bayesian location inference framework, we have suggested how we can indicate which users are likely to have attended the event, and when and where any events happened. We have demonstrated this method on a few examples, using limited data, namely only positions of the antennas. Still, it remains difficult to validate the method without additional information.

However, considering a simple Voronoi method, not using such a probabilistic framework, already seems to provide some indication whether there is an event or not. However, it can easily misinterpret which people are actually attending. Therefore, we might consider the following improvement. We first detect social events using a simple Voronoi method, but use the more refined method suggested here to decide which people actually participated in the event. So using the Voronoi approach we obtain a coarse-grained view of which events happened, while our method gives a more fine-grained view of who is attending, and could provide a more accurate estimate of the exact location. This would speed up the algorithm, making it more feasible to detect events across the whole country with reasonable accuracy.

Once we have detected a number of events, we can analyze them more closely. Since we are able to (re)trace the steps of attendees, we can analyze their mobility behavior and their calling behavior. People attending any events are showing, attendees, we can analyze their mobility behavior and their them more closely. Since we are able to (re)trace the steps of making it more feasible to detect events across the whole of the exact location. This would speed up the algorithm, who is attending, and could provide a more accurate estimate happened, while our method gives a more fine-grained view of in human mobility,” Science, Jan 2010.

However, considering a simple Voronoi method, not using such a probabilistic framework, already seems to provide some indication whether there is an event or not. However, it can easily misinterpret which people are actually attending. Therefore, we might consider the following improvement. We first detect social events using a simple Voronoi method, but use the more refined method suggested here to decide which people actually participated in the event. So using the Voronoi approach we obtain a coarse-grained view of which events happened, while our method gives a more fine-grained view of who is attending, and could provide a more accurate estimate of the exact location. This would speed up the algorithm, making it more feasible to detect events across the whole country with reasonable accuracy.

Once we have detected a number of events, we can analyze them more closely. Since we are able to (re)trace the steps of attendees, we can analyze their mobility behavior and their calling behavior. People attending any events are showing, by definition, mobility behavior that is different from their routine. So the non-routine mobility behavior of people seems to be correlated with each other. Furthermore, we can analyze whether this correlation is different for people that call each other. It can be expected for example, that most people will not go to social events on their own, but rather meet with friends. It might also be possible to investigate any possible word-of-mouth effect. Finally, the methodology might be useful in situations of crowd management or emergency detection. One of the more interesting directions of research will be that although people are behaving differently from ordinary, they tend to do so together.
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