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# ON THE SYMMETRY OF EXTREMALS FOR THE CAFFARELLI-KOHN-NIRENBERG INEQUALITIES 

JEAN DOLBEAULT, MARIA J. ESTEBAN AND MICHAEL LOSS


#### Abstract

We prove new symmetry results for the extremals of the Caffarelli-Kohn-Nirenberg inequalities in any dimension larger or equal than 2 , in a range of parameters for which no explicit results of symmetry were previously known.


Dedicated to Elliott Lieb on the occasion of his 80th birthday

## 1. Introduction

The Caffarelli-Kohn-Nirenberg inequalities [4] in space dimension $N \geq 2$ can be written as

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{N}} \frac{|w|^{p}}{|x|^{b p}} d x\right)^{2 / p} \leq C_{a, b}^{N} \int_{\mathbb{R}^{N}} \frac{|\nabla w|^{2}}{|x|^{2 a}} d x \quad \forall w \in \mathcal{D}_{a, b} \tag{1}
\end{equation*}
$$

with $a \leq b \leq a+1$ if $N \geq 3, a<b \leq a+1$ if $N=2$, and $a \neq a_{c}$ defined by

$$
a_{c}=a_{c}(N):=\frac{N-2}{2} .
$$

The exponent

$$
p=p(a, b):=\frac{2 N}{N-2+2(b-a)}
$$

is determined by scaling considerations. Inequality (1) holds in the space

$$
\mathcal{D}_{a, b}:=\left\{w \in \mathrm{~L}^{p}\left(\mathbb{R}^{N},|x|^{-b} d x\right):|x|^{-a}|\nabla w| \in \mathrm{L}^{2}\left(\mathbb{R}^{N}, d x\right)\right\}
$$

and in this paper $C_{a, b}^{N}$ denotes the optimal constant. Typically, Inequality (11) is stated with $a<a_{c}$ (see (4) so that the space $\mathcal{D}_{a, b}$ is obtained as the completion of $C_{c}^{\infty}\left(\mathbb{R}^{N}\right)$, the space of smooth functions in $\mathbb{R}^{N}$ with compact support, with respect to the norm $\|w\|^{2}=\left\||x|^{-b} w\right\|_{p}^{2}+\left\||x|^{-a} \nabla w\right\|_{2}^{2}$. Actually (1) holds also for $a>a_{c}$, but in this case $\mathcal{D}_{a, b}$ is obtained as the completion with respect to $\|\cdot\|$ of the space $C_{c}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right):=\{w \in$ $\left.C_{c}^{\infty}\left(\mathbb{R}^{N}\right): \operatorname{supp}(w) \subset \mathbb{R}^{N} \backslash\{0\}\right\}$. Inequality (1) is sometimes called the Hardy-Sobolev inequality, as for $N>2$ it interpolates between the usual Sobolev inequality $(a=0, b=0)$ and the weighted Hardy inequalities corresponding to $b=a+1$ (see [5], a key paper by F. Catrina and Z.-Q. Wang, on this topic).
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For $b=a<0, N \geq 3$, equality in (1) is never achieved in $\mathcal{D}_{a, b}$. For $b=$ $a+1$ and $N \geq 2$, the best constant in (11) is given by $C_{a, a+1}^{N}=\left(a_{c}-a\right)^{2}$ and it is never achieved (see [5, Theorem 1.1, (ii)]). In contrast, for $a<b<a+1$ and $N \geq 2$, the best constant in (11) is always achieved at some extremal function $w_{a, b} \in \mathcal{D}_{a, b}$. However $w_{a, b}$ is not explicitly known unless we have the additional information that it is radially symmetric with respect to the origin. In the class of radially symmetric functions, the extremals of (1) are all given (see [6, 16, 5]) up to scaling and multiplication by a constant, by

$$
w_{a, b}^{*}(x)=\left(1+|x|^{\frac{2(N-2-2 a)(1+a-b)}{N-2(1+a-b)}}\right)^{-\frac{N-2(1+a-b)}{2(1+a-b)}}
$$

See [5, 11] for more details and in particular for a modified inversion symmetry property of the extremal functions, based on a generalized Kelvin transformation, which relates the parameter regions $a<a_{c}$ and $a>a_{c}$.

In the parameter region $0 \leq a<a_{c}, a \leq b \leq a+1$, if $N \geq 3$, the extremals are radially symmetric (see [1, 22, 18, 15) and more specifically [6, 16; also see (10) for a proof based on symmetrization and 12 for an extension to the larger class of inequalities considered in Section (5). On the other hand, extremals are known to be non-radially symmetric for a certain range of parameters $(a, b)$ identified first in [5] and subsequently improved by V. Felli and M. Schneider in [14], where it was shown that in the region $a<0, a<b<b_{\mathrm{FS}}(a)$ with

$$
b_{\mathrm{FS}}(a):=\frac{2 N\left(a_{c}-a\right)}{\sqrt{\left(a_{c}-a\right)^{2}+(N-1)}}+a-a_{c},
$$

extremals are non-radially symmetric. The proof is based on an analysis of the second variation of the functional associated to (11) around the radial extremal $w_{a, b}^{*}$. Above the curve $b=b_{\mathrm{FS}}(a)$, all corresponding eigenvalues are positive and $w_{a, b}^{*}$ is a strict local minimum, while there is at least one negative eigenvalue if $b<b_{\mathrm{FS}}(a)$ and $w_{a, b}^{*}$ is then a saddle point. As $a \rightarrow$ $-\infty, b=b_{\mathrm{FS}}(a)$ is asymptotically tangent to $b=a+1$.

By contrast, few symmetry results were available in the literature for $a<0$, and they are all of a perturbative nature. We refer the reader to [9] for a detailed review of existing results. When $N \geq 3$ and for a fixed $b \in(a, a+1)$, radial symmetry of the extremals has been proved for $a$ close to 0 (see [20, 19]; also see [21, Theorem 4.8] for an earlier but slightly less general result). In the particular case $N=2$, a symmetry result was proved in [11 for $a$ in a neigbourhood of $0_{-}$, which asymptotically complements the symmetry breaking region described in [5, 14, 11, as $a \rightarrow 0_{-}$. Later, in [10], it was proved that for every $a<0$ and $b$ sufficiently close to $a+1$, the global minimizers are also symmetric. Due to the perturbative nature of these results, there were currently no explicit values $a<0$ for which one knew the radial symmetry of the minimizer. For instance, up to now, it was not known whether the extremals of the inequality

$$
\begin{equation*}
\left(\int_{\mathbb{R}^{3}}|w|^{3} d x\right)^{2 / 3} \leq C_{-1 / 2,0}^{3} \int_{\mathbb{R}^{3}}|x||\nabla w|^{2} d x \tag{2}
\end{equation*}
$$

were radial or not, and as a consequence, the value of $C_{-1 / 2,0}^{3}$ was also unknown.

For any $N \geq 2$, it has been proved in [10] that, in the two-dimensional region of the parameters $a$ and $b$, the symmetry and symmetry breaking regions are both simply connected, and separated by a continuous curve starting at the point $(a=0, b=0)$, contained in the region $a<0$, $b_{\mathrm{FS}}(a)<b<a+1$. The curve $b_{\mathrm{FS}}$ can be parametrized by $a$ as a function of $b-a$, such that $a \rightarrow-\infty$ as $b-a \rightarrow 1_{-}$. It is also known from [10] that the region of symmetry contains a neighborhood of the set $a<0$, $b=a+1$ and $a=0_{-}, 0<b<1$ in the set $a<0, b_{\mathrm{FS}}(a) \leq b<a+1$, but no explicit estimate of this neighborhood has been given yet. These results are all based on compactness arguments. Since radial symmetry is broken in certain parameter ranges, it seems unlikely that a universal tool, like symmetrization, can be applied in the case $a<0$.

In this paper we determine a large region for $a<0$ where the extremals of the Caffarelli-Kohn-Nirenberg inequalities (11) are radial. The result will be expressed in terms of the following function

$$
b_{\star}(a):=\frac{N(N-1)+4 N\left(a-a_{c}\right)^{2}}{6(N-1)+8\left(a-a_{c}\right)^{2}}+a-a_{c}
$$

Theorem 1. Let $N \geq 2$. When $a<0$ and $b_{\star}(a) \leq b<a+1$, the extremals of the Caffarelli-Kohn-Nirenberg inequality (1) are radial and

$$
\begin{equation*}
C_{a, b}^{N}=\left|\mathbb{S}^{N-1}\right|^{\frac{p-2}{p}}\left[\frac{\left(a-a_{c}\right)^{2}(p-2)^{2}}{p+2}\right]^{\frac{p-2}{2 p}}\left[\frac{p+2}{2 p\left(a-a_{c}\right)^{2}}\right]\left[\frac{4}{p+2}\right]^{\frac{6-p}{2 p}}\left[\frac{\Gamma\left(\frac{2}{p-2}+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{2}{p-2}\right)}\right]^{\frac{p-2}{p}} \tag{3}
\end{equation*}
$$

An elementary computation shows that

$$
a \mapsto b_{\star}(a)-b_{\mathrm{FS}}(a)=\frac{N}{2}\left[1-\frac{a_{c}-a}{\sqrt{\left(a_{c}-a\right)^{2}+N-1}}-\frac{2(N-1)}{4\left(a_{c}-a\right)^{2}+3(N-1)}\right]
$$

is an increasing function of $a \leq 0$, so that, for any $a \leq 0$,

$$
0 \leq b_{\star}(a)-b_{\mathrm{FS}}(a) \leq b_{\star}(0)-b_{\mathrm{FS}}(0)=\frac{1}{1+N(N-1)}
$$

Hence $a \mapsto b_{\star}(a)-b_{\mathrm{FS}}(a)$ is controlled by its value at $a=0$. The plots are qualitatively similar in any dimension $N \geq 2$, and $a \mapsto b_{\star}(a)-b_{\mathrm{FS}}(a)$ uniformly converges for $a \leq 0$ to 0 as $N$ increases. See Fig. 1 for an illustration of Theorem 11 As an example, for all $N \geq 2$, for $a=-\frac{1}{2}$ and $b=0$, we find that

$$
b_{\star}\left(-\frac{1}{2}\right)=-\frac{1}{2} \frac{N-2}{N+2} \leq 0
$$

so that all extremals of the corresponding Caffarelli-Kohn-Nirenberg inequality, (2), are radial and, as a consequence,

$$
\frac{1}{C_{-1 / 2,0}^{N}}=\inf _{w \in \mathcal{D}_{a, b}\left(\mathbb{R}^{N}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{N}}|x||\nabla w|^{2} d x}{\left(\int_{\mathbb{R}^{N}}|w|^{\frac{2 N}{N-1}} d x\right)^{\frac{N-1}{N}}}=\frac{4}{N(N-1)}\left[\frac{\pi^{\frac{N-1}{2}} \Gamma\left(N+\frac{1}{2}\right)}{\Gamma\left(\frac{N}{2}\right) \Gamma(N)}\right]^{\frac{1}{N}}
$$

It has been already observed in [5] that Caffarelli-Kohn-Nirenberg inequalities on $\mathbb{R}^{N}$ are equivalent to interpolation inequalities of Gagliardo-Nirenberg-Sobolev type on the cylinder $\mathcal{C}:=\mathbb{R} \times \mathbb{S}^{N-1}$. On the other hand, a classical observation in the Euclidean space is that Gagliardo-NirenbergSobolev interpolation inequalities are equivalent to estimates on eigenvalues
of a Schrödinger type operator, in terms of a Lebesgue norm of the potential: see [17, 13]. Such estimates are known as Lieb-Thirring estimates. In the present context we shall consider only the one-bound state version of the Lieb-Thirring inequality, in which only the lowest eigenvalue is taken into account. The strategy of the proof of Theorem 1 is to exploit a similar equivalence of the two inequalities on the cylinder, and rely on the one-dimensional version of the Lieb-Thirring inequality (i.e. which depends only on the $s$ coordinate corresponding to the axis of the cylinder) and on a generalized Poincaré inequality on $\mathbb{S}^{N-1}$.

This paper is organized as follows. In Section 2, Inequality (11) is rewritten on the cylinder $\mathcal{C}=\mathbb{R} \times \mathbb{S}^{N-1}$ and the one-dimensional, one-bound state version of the Lieb-Thirring inequality is stated. Section 3 is devoted to the proof of Theorem 11, which, as mentioned above, relies on the one-bound state Lieb-Thirring inequality and on a generalized Poincaré inequality on the sphere. Theorem 1 is also reformulated as a rigidity result for the eigenfunction associated to the lowest eigenvalue of a Schrödinger operator on the cylinder. Rigidity means that the optimizing potential for the Lieb-Thirring inequality depends only on the variable $s$ and not the angular variable. Details will be given in Section 4, In Section5, a larger class of Caffarelli-KohnNirenberg inequalities than (11) is considered: see (21). Neither rigidity nor symmetry results can be achieved in such a general case, but the method used for (11) still provides estimates on the optimal constants. Finally, in Section 6 we explain how the proofs of our results for the case $\mathcal{C}=\mathbb{R} \times \mathbb{S}^{N-1}$ can be adapted to general cylinders $\mathcal{C}=\mathbb{R} \times \mathcal{M}$, where $\mathcal{M}$ is a compact manifold without boundary and with positive Ricci curvature. Critical for this result is an extension of the sharp generalized Poincaré inequality to


Figure 1. In dimension $N=3$, the symmetry region is shown in light grey: the best constant in (1) is achieved among radial functions if either $a<0$ and $b_{\star}(a) \leq b<a+1$, or $0 \leq a<a_{c}$ and $a \leq b \leq 1$. The known symmetry breaking region appears in dark grey and contains at least the region $a<0, a \leq b<b_{\mathrm{FS}}(a)$. Symmetry in the tiny (white) zone in between those regions is still an open question.
such manifolds $\mathcal{M}$ due to M.-F. Bidaut-Véron and L. Véron that can be found in 3].

## 2. Lieb-Thirring type inequalities on the cylinder

Before we state the one-dimensional, one-bound state version of the LiebThirring inequality, let us introduce a transformation which removes the weights in the Caffarelli-Kohn-Nirenberg inequalities.

Emden-Fowler transformation. We reformulate the Caffarelli-Kohn-Nirenberg inequalities in cylindrical variables (see [5]) using the Emden-Fowler transformation

$$
s=\log |x|, \quad \omega=\frac{x}{|x|} \in \mathbb{S}^{N-1}, \quad u(s, \omega)=|x|^{a_{c}-a} w(x)
$$

Inequality (11) for $w$ is equivalent to a Gagliardo-Nirenberg-Sobolev inequality on the cylinder $\mathcal{C}:=\mathbb{R} \times \mathbb{S}^{N-1}$, that is

$$
\begin{equation*}
\|u\|_{L^{p}(\mathcal{C})}^{2} \leq C_{a, b}^{N}\left(\|\nabla u\|_{\mathrm{L}^{2}(\mathcal{C})}^{2}+\Lambda\|u\|_{\mathrm{L}^{2}(\mathcal{C})}^{2}\right) \tag{4}
\end{equation*}
$$

for any $u \in H^{1}(\mathcal{C})$, with $\Lambda$ and $p$ given in terms of $a, a_{c}=a_{c}(N)$ and $N$ by

$$
\Lambda=\left(a_{c}-a\right)^{2} \quad \text { and } \quad p=\frac{2 N}{N-2+2(b-a)}
$$

and the same optimal constant $C_{a, b}^{N}$ as in (11).
It turns out to be convenient to reparametrize the problem, originally written in terms of $a$ and $b$, in terms of the parameters $\Lambda$ and $p$. Hence we shall use the notation $C(\Lambda, p, N):=C_{a, b}^{N}$ and define $C^{*}(\Lambda, p, N)$ as the best constant in (4) among functions depending on $s$ only. For $a<0$, the conditions $b<b_{\mathrm{FS}}(a)$ and $b \geq b_{\star}(a)$ respectively become $\Lambda>\Lambda_{\mathrm{FS}}(p)$ and $\Lambda \leq \Lambda_{\star}(p)$, where

$$
\Lambda_{\mathrm{FS}}(p):=4 \frac{N-1}{p^{2}-4} \quad \text { and } \quad \Lambda_{\star}(p):=\frac{(N-1)(6-p)}{4(p-2)}
$$

It is straightforward to check that $\Lambda_{\star}<\Lambda_{\mathrm{FS}}$ and $\frac{\Lambda_{\star}}{\Lambda_{\mathrm{FS}}}=\frac{1}{16}(6-p)(p+2)$ is a strictly decreasing function of $p \in\left(2, \frac{2 N}{N-2}\right]$ for any $N \geq 3$, such that $1=\lim _{p \rightarrow 2} \frac{\Lambda_{\star}}{\Lambda_{\mathrm{FS}}} \geq \frac{\Lambda_{\star}}{\Lambda_{\mathrm{FS}}} \geq \lim _{p \rightarrow \frac{2 N}{N-2}} \frac{\Lambda_{\star}}{\Lambda_{\mathrm{FS}}}=\frac{(N-1)(N-3)}{(N-2)^{2}}$. If $N=2, b \geq b_{\star}(a)$ means $p \leq 6-\frac{16 a^{2}}{1+4 a^{2}}<6$.

Radial symmetry of $w=w(x)$ means that $u=u(s, \omega)$ is independent of $\omega$. Up to multiplication by a constant, the extremal functions in the class of functions depending only on $s \in \mathbb{R}$ solve the equation

$$
\begin{equation*}
-u_{*}^{\prime \prime}+\Lambda u_{*}=u_{*}^{p-1} \quad \text { in } \quad \mathbb{R} \tag{5}
\end{equation*}
$$

Up to translations in $s$ and multiplication by a constant, non-negative solutions of this equation are all equal to the function

$$
\begin{equation*}
u_{*}(s):=\frac{A}{[\cosh (B s)]^{\frac{2}{p-2}}} \quad \forall s \in \mathbb{R} \tag{6}
\end{equation*}
$$

with

$$
\begin{equation*}
A=\frac{1}{2} \Lambda \quad \text { and } \quad B=\frac{1}{2} \sqrt{\Lambda}(p-2) \tag{7}
\end{equation*}
$$

(see Section 5 for details).
We can restate Theorem 1 in terms of the variables $p$ and $\Lambda$ as follows.
Theorem 2. Let $N \geq 2$. For all $p>2$ and $a_{c}^{2}<\Lambda \leq \Lambda_{\star}(p)$, the extremals of (4) depend only on the variable $s$. That is, all extremals of (4) are equal to $u_{*}$, up to a translation and a multiplication by a constant.

Note that $\Lambda \in\left(a_{c}^{2}, \Lambda_{\star}(p)\right]$ implies $p<6$ if $N=2$ and $p<\frac{2 N}{N-2}$ if $N \geq 3$.

Interpolation and Lieb-Thirring inequalities. Before we prove Theorem 2, we state a well-known result, the Lieb-Thirring inequality for one-bound state in dimension 1 . We will later use it for potentials depending on the variable $s \in \mathbb{R}$ of the cylinder.

Lemma 3. [17] Let $V=V(s)$ be a non-negative real valued potential in $\mathrm{L}^{\gamma+\frac{1}{2}}(\mathbb{R})$ for some $\gamma>1 / 2$ and let $-\lambda_{1}(V)$ be the lowest eigenvalue of the Schrödinger operator $-\frac{d^{2}}{d s^{2}}-V$. Define

$$
c_{\mathrm{LT}}(\gamma)=\frac{\pi^{-1 / 2}}{\gamma-1 / 2} \frac{\Gamma(\gamma+1)}{\Gamma(\gamma+1 / 2)}\left(\frac{\gamma-1 / 2}{\gamma+1 / 2}\right)^{\gamma+1 / 2}
$$

Then

$$
\begin{equation*}
\lambda_{1}(V)^{\gamma} \leq c_{\mathrm{LT}}(\gamma) \int_{\mathbb{R}} V^{\gamma+1 / 2}(s) d s \tag{8}
\end{equation*}
$$

with equality if and only if, up to scalings, translations and a multiplication by a positive constant,

$$
V(s)=\frac{\gamma^{2}-1 / 4}{\cosh ^{2}(s)}=: V_{0}(s)
$$

in which case

$$
\lambda_{1}\left(V_{0}\right)=(\gamma-1 / 2)^{2}
$$

Furthermore, the corresponding eigenspace is generated by by

$$
\psi_{\gamma}(s)=\pi^{-1 / 4}\left(\frac{\Gamma(\gamma)}{\Gamma(\gamma-1 / 2)}\right)^{1 / 2}[\cosh (s)]^{-\gamma+1 / 2}
$$

## 3. Proof of main result

We will consider functions $u=u(s, \omega)$ where the variable $s$ and $\omega$ are respectively in $\mathbb{R}$ and $\mathbb{S}^{N-1}$. By $d \omega$ we denote the uniform probability measure on $\mathbb{S}^{N-1}$ and we will denote by $L^{2}$ the Laplace-Beltrami operator on $\mathbb{S}^{N-1}$, that can be written as

$$
L^{2}=\sum_{\alpha} L_{\alpha}^{2}
$$

where the sum is over all ordered pairs $\alpha=(i, j), 1 \leq i<j \leq N$, and

$$
L_{\alpha} u=\omega_{i} \partial_{j} u-\omega_{j} \partial_{i} u
$$

where $\partial_{i}$ denotes the derivative along the coordinate $\omega_{i}$ and the sphere $\mathbb{S}^{N-1}$ is defined as the set $\left\{\omega=\left(\omega_{i}\right)_{i=1}^{N} \in \mathbb{R}^{N}: \Sigma_{i=1}^{N} \omega_{i}^{2}=1\right\}$.

We shall use the abbreviation

$$
\int_{\mathbb{S}^{N-1}}|L u|^{2} d \omega=\sum_{\alpha} \int_{\mathbb{S}^{N-1}}\left|L_{\alpha} u\right|^{2} d \omega
$$

Naturally, we have

$$
\int_{\mathbb{S}^{N-1}}|L u|^{2} d \omega=-\int_{\mathbb{S}^{N-1}} u\left(L^{2} u\right) d \omega
$$

The main result of our paper goes as follows.
Theorem 4. Let $N \geq 2$ and let $u$ be a non-negative function on $\mathcal{C}=$ $\mathbb{R} \times \mathbb{S}^{N-1}$ that satisfies

$$
\begin{equation*}
-\partial_{s}^{2} u-L^{2} u+\Lambda u=u^{p-1} \quad \text { on } \quad \mathcal{C} \tag{9}
\end{equation*}
$$

and consider the solution $u_{*}$ given by (6). Assume that

$$
\begin{equation*}
\int_{\mathcal{C}}|u(s, \omega)|^{p} d s d \omega \leq \int_{\mathbb{R}}\left|u_{*}(s)\right|^{p} d s \tag{10}
\end{equation*}
$$

for some $p>2$. If $a_{c}^{2}<\Lambda \leq \Lambda_{\star}(p)$, then for a.e. $\omega \in \mathbb{S}^{N-1}$ and $s \in \mathbb{R}$, we have $u(s, \omega)=u_{*}(s-C)$ for some constant $C$.
Remark 5. Up to the multiplication by a constant, an optimal function for (4) solves (9) so that $C_{a, b}^{N}=\|u\|_{L^{p}(\mathcal{C})}^{2-p}$. Requiring (10) is then natural if we look for extremal functions. Furthermore, notice that $C_{a, b}^{N}$ is bounded from below by the optimal constant for the inequality restricted to symmetric functions.

The symmetry result of Theorem 4 is in fact a uniqueness statement for the Euler-Lagrange equations associated with the variational problem (4), under an energy condition. It has been proved in [5] that optimal functions exist for the sharp Caffarelli-Kohn-Nirenberg inequalities. Hence Theorem 1 (or equivalently Theorem (2) is a consequence of the stronger Theorem 4.

A few comments about the strategy of the proof are in order. Equation (5) can be viewed as a Schrödinger equation with $V_{*}:=u_{*}^{p-2}$ as a potential and $-\Lambda$ as the smallest eigenvalue. It can be readily solved and yields, up to translations, the function $u_{*}$ given by (6) and the potential

$$
V_{*}(s):=\frac{A^{p-2}}{|\cosh (B s)|^{2}} \quad \forall s \in \mathbb{R}
$$

with $A, B$ given by (7). This function can be viewed as the solution for the single bound state Lieb-Thirring inequality in Lemma 3 and Corollary 6 . Up to a translation and a multiplication by a positive constant, $V_{*}$ is the unique optimizing potential for Inequality (8) for

$$
\gamma=\frac{1}{2} \frac{p+2}{p-2}
$$

if the normalization is chosen such that the optimal eigenvalue is given by $-\Lambda$. Moreover, one can check that

$$
\begin{equation*}
c_{\mathrm{LT}}(\gamma) \int_{\mathbb{R}} V_{*}^{\gamma+\frac{1}{2}} d s=\Lambda^{\gamma} \tag{11}
\end{equation*}
$$

Proof of Theorem 4. We will apply a number of inequalities, for which equality cases will be achieved. Let

$$
\mathcal{F}[u]:=\int_{\mathbb{S}^{N-1}} \int_{\mathbb{R}}\left(\left|\partial_{s} u\right|^{2}-u^{p}\right) d s d \omega+\int_{\mathcal{C}}|L u|^{2} d s d \omega
$$

If $u$ is a solution to (9), then we have

$$
\mathcal{F}[u]=-\Lambda \int_{\mathcal{C}}|u(s, \omega)|^{2} d s d \omega
$$

First step. It relies on Lemma 3. With $V=u^{p-2}$, we find that a.e. in $\omega$,

$$
\begin{equation*}
\int_{\mathbb{R}}\left(\left|\partial_{s} u(s, \omega)\right|^{2}-|u(s, \omega)|^{p}\right) d s \geq-c_{\mathrm{LT}}(\gamma)^{1 / \gamma}\left(\int_{\mathbb{R}}|u(s, \omega)|^{p} d s\right)^{1 / \gamma}|v(\omega)|^{2} \tag{12}
\end{equation*}
$$

with

$$
v(\omega):=\sqrt{\int_{\mathbb{R}}|u(s, \omega)|^{2} d s}
$$

Hence we get

$$
\begin{aligned}
\mathcal{F}[u] \geq-c_{\mathrm{LT}}(\gamma)^{1 / \gamma} \int_{\mathbb{S}^{N-1}}\left(\int_{\mathbb{R}}|u(s, \omega)|^{p} d s\right)^{1 / \gamma} & |v(\omega)|^{2} d \omega \\
& +\int_{\mathcal{C}}|L u(s, \omega)|^{2} d s d \omega
\end{aligned}
$$

Second step. Since

$$
L_{\alpha} v(\omega)=\frac{\int_{\mathbb{R}} u(s, \omega) L_{\alpha} u(s, \omega) d s}{\sqrt{\int_{\mathbb{R}} u(s, \omega)^{2} d s}}
$$

it follows from Schwarz's inequality that

$$
\begin{equation*}
\int_{\mathcal{C}}|L u(s, \omega)|^{2} d s d \omega \geq \int_{\mathbb{S}^{N}-1}|L v(\omega)|^{2} d \omega \tag{13}
\end{equation*}
$$

Third step. Since $\gamma>1$, we apply Hölder's inequality,

$$
\begin{align*}
& \int_{\mathbb{S}^{N-1}}\left(\int_{\mathbb{R}}|u(s, \omega)|^{p} d s\right)^{\frac{1}{\gamma}}|v(\omega)|^{2} d \omega  \tag{14}\\
& \quad \leq\left(\int_{\mathcal{C}}|u(s, \omega)|^{p} d s d \omega\right)^{\frac{1}{\gamma}}\left(\int_{\mathbb{S}^{N-1}}|v(\omega)|^{\frac{2 \gamma}{\gamma-1}} d \omega\right)^{\frac{\gamma-1}{\gamma}}
\end{align*}
$$

and thus, with

$$
D:=c_{\mathrm{LT}}(\gamma)^{1 / \gamma}\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\frac{1}{\gamma}}
$$

we obtain

$$
\mathcal{F}[u] \geq \int_{\mathbb{S}^{N-1}}(L v)^{2} d \omega-D\left(\int_{\mathbb{S}^{N-1}} v^{\frac{2 \gamma}{\gamma-1}} d \omega\right)^{\frac{\gamma-1}{\gamma}}=: \mathcal{E}[v]
$$

Fourth step. The generalized Poincaré inequality [3, 2] states that for all $q \in\left(1, \frac{N+1}{N-3}\right]$,

$$
\begin{equation*}
\frac{q-1}{N-1} \int_{\mathbb{S}^{N-1}}(L v)^{2} d \omega \geq\left(\int_{\mathbb{S}^{N-1}} v^{q+1} d \omega\right)^{\frac{2}{q+1}}-\int_{\mathbb{S}^{N-1}} v^{2} d \omega . \tag{15}
\end{equation*}
$$

Choosing

$$
q+1=\frac{2 \gamma}{\gamma-1}=2 \frac{p+2}{6-p}
$$

i.e. $q=\frac{3 p-2}{6-p}$, we arrive at

$$
\mathcal{E}[v] \geq\left(\frac{N-1}{q-1}-D\right)\left(\int_{\mathbb{S}^{N-1}} v^{q+1} d \omega\right)^{\frac{2}{q+1}}-\frac{N-1}{q-1} \int_{\mathbb{S}^{N-1}} v^{2} d \omega
$$

Note that $q$ is in the appropriate range, since we may indeed notice that $q \leq \frac{N+1}{N-3}$ is equivalent to $p \leq \frac{2 N}{N-2}$.

Fifth step. Using the fact that $d \omega$ is a probability measure, by Hölder's inequality, we get

$$
\begin{equation*}
\left(\int_{\mathbb{S}^{N-1}} v^{q+1} d \omega\right)^{\frac{2}{q+1}} \geq \int_{\mathbb{S}^{N}-1} v^{2} d \omega \tag{16}
\end{equation*}
$$

Thus, if

$$
D \leq \frac{N-1}{q-1}
$$

we get

$$
\left(\frac{N-1}{q-1}-D\right)\left(\int_{\mathbb{S}^{N-1}} v^{q+1}(\omega) d \omega\right)^{\frac{2}{q+1}} \geq\left(\frac{N-1}{q-1}-D\right) \int_{\mathbb{S}^{N-1}} v^{2} d \omega
$$

that is,

$$
\mathcal{E}[v] \geq-D \int_{\mathbb{S}^{N-1}} v^{2} d \omega
$$

By (11) and (10), we know that

$$
D=c_{\mathrm{LT}}(\gamma)^{\frac{1}{\gamma}}\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\frac{1}{\gamma}} \leq c_{\mathrm{LT}}(\gamma)^{\frac{1}{\gamma}}\left(\int_{\mathcal{C}} u_{*}^{p} d s d \omega\right)^{\frac{1}{\gamma}}=\Lambda .
$$

Thus, if

$$
\Lambda \leq \frac{N-1}{q-1}=\frac{(N-1)(6-p)}{4(p-2)}=\Lambda_{\star}(p)
$$

then $D \leq \frac{N-1}{q-1}$ and the chain of inequalities

$$
-\Lambda \int_{\mathcal{C}} u^{2} d s d \omega=\mathcal{F}[u] \geq \mathcal{E}[v] \geq-D \int_{\mathcal{C}} u^{2} d s d \omega \geq-\Lambda \int_{\mathcal{C}} u^{2} d s d \omega
$$

shows that $D=\Lambda$ and equality holds at each step.

Now, let us investigate the consequences of such equalities:
(1) By Lemma 3, equality in (12) yields the existence of three functions, $A, B$ and $C$ on $\mathbb{S}^{N-1}$ such that, for a.e. $(s, \omega) \in \mathcal{C}$,

$$
u^{p-2}(s, \omega)=\frac{(A(\omega))^{p-2}}{[\cosh (B(\omega)(s-C(\omega)))]^{2}}
$$

Note that, since $\cosh (x)$ is an even function, we may choose $B(\omega)$ to be a non-negative function.
(2) Equality in (14) means that $v$ is proportional to $\left(\int_{\mathbb{R}}|u(s, \omega)|^{p} d s\right)^{1 / p}$ on the sphere, so that $B$ does not depend on $\omega$.
(3) Equality in (16) means that $v$ is constant on the sphere and, as a consequence, $A^{2} / B$ does not depend on $\omega$.

If $\Lambda<\Lambda_{\star}(p)$ there must be equality in (14) and in (16) and hence $A$ and $B$ do not depend on $\omega$. Thus, $u$ satisfes the equation

$$
-\partial_{s}^{2} u+\Lambda u=u^{p-1} \quad \text { on } \quad \mathcal{C}
$$

Since $u$ satisfies (9) we have necessarily that $L^{2} u=0$, which means that $C$ and hence $u$ are independent of $\omega$.

The problem is a bit trickier if $\Lambda=\Lambda_{\star}(p)$ and $p \leq \frac{2 N}{N-2}$. In this case equality in (16) is not required. But, recall that equality in (13) means that for some $B(\omega), C(\omega)$,

$$
\partial_{s} \log \left(u^{p-2}(s, \omega)\right)=-2 B(\omega) \tanh (B(\omega)(s-C(\omega))):=f(s)
$$

does not depend on the variable $\omega$. As $s \rightarrow \infty, f(s)$ converges to $-2 B(\omega)$ and hence $B(\omega)$ must be constant. Since $x \mapsto \tanh (x)$ is a strictly monotone function, $C(\omega)$ is also a constant. Let $X(s):=\cosh (B(s-C))^{-2 /(p-2)}$. Since $u$ solves (9), we find

$$
\begin{aligned}
0=-\partial_{s}^{2} u & -L^{2} u+\Lambda u-u^{p-1} \\
& =A\left(\frac{2 p B^{2}}{(p-2)^{2}}-A^{p-2}\right) X^{2(p-1)}+\left[A\left(\Lambda-\frac{4 B^{2}}{(p-2)^{2}}\right)-L^{2} A\right] X^{2}
\end{aligned}
$$

so that $A^{p-2}=\frac{2 p B^{2}}{(p-2)^{2}}$ must be constant too. This is again enough to conclude that $A, B$ and $C$ do not depend on $\omega$.

Next we state a rigidity result which is a consequence of the proof of Theorem 2. The connection with Theorem 4 will be made clear in Section 4 .
Corollary 6. Let $N \geq 2$. Fix $\gamma>1$ such that $\gamma \geq \frac{N-1}{2}$ if $N \geq 4$ and let $q=\frac{\gamma+1}{\gamma-1}$. Further fix $D \leq \frac{N-1}{q-1}$. Among all potentials $V=V(s, \omega)$ with

$$
c_{\mathrm{LT}}(\gamma)^{\frac{1}{\gamma}}\left(\int_{\mathcal{C}} V^{\gamma+\frac{1}{2}} d s d \omega\right)^{\frac{1}{\gamma}}=D
$$

the potential $V$ that minimizes the first eigenvalue of $-\partial_{s}^{2}-L^{2}-V$ on $L^{2}(\mathcal{C}, d s d \omega)$ does not depend on $\omega$. Moreover, $u=V^{(2 \gamma-1) / 4}$ is optimal for (4).

## 4. Interpolation and one-bound state Lieb-Thirring INEQUALITIES IN HIGHER DIMENSIONS

As a straightforward consequence of their definitions, both $C(\Lambda, p, N)$ and $C^{*}(\Lambda, p, N)$ are monotone non-increasing functions of $\Lambda$ and we have

$$
\begin{equation*}
C(\Lambda, p, N) \geq C^{*}(\Lambda, p, N) \tag{17}
\end{equation*}
$$

where

$$
C^{*}(\Lambda, p, N)=\left|\mathbb{S}^{N-1}\right|^{-\frac{p-2}{p}}\left[\frac{\Lambda(p-2)^{2}}{p+2}\right]^{\frac{p-2}{2 p}}\left[\frac{p+2}{2 p \Lambda}\right]\left[\frac{4}{p+2}\right]^{\frac{6-p}{2 p}}\left[\frac{\Gamma\left(\frac{2}{p-2}+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{2}{p-2}\right)}\right]^{\frac{p-2}{p}}
$$

according, e.g., to 6, 16, 10, 7. We observe that

$$
C^{*}(\Lambda, p, N)=C^{*}(1, p, N) \Lambda^{-\frac{p+2}{2 p}}
$$

so that $\lim _{\Lambda \rightarrow 0_{+}} C^{*}(\Lambda, p, N)=\infty$. From [5, Theorem 1.2, (ii) and Theorem 7.6, (ii)], we know that for any $p \in\left(2, \frac{2 N}{N-2}\right)$ if $N \geq 3$, and any $p>2$ if $N=2$,

$$
\lim _{\Lambda \rightarrow \infty} \frac{\Lambda^{a_{c}-\frac{N}{p}}}{C(\Lambda, p, N)}=\inf _{w \in \mathrm{H}^{1}\left(\mathbb{R}^{d}\right) \backslash\{0\}} \frac{\int_{\mathbb{R}^{d}}\left(|\nabla u|^{2}+|u|^{2}\right) d x}{\left(\int_{\mathbb{R}^{d}}|u|^{p} d x\right)^{2 / p}},
$$

so that

$$
\lim _{\Lambda \rightarrow \infty} C(\Lambda, p, N)=0
$$

With these observations in hand and $\gamma=\frac{1}{2} \frac{p+2}{p-2}$, we can define

$$
\Lambda_{\gamma}^{N}(\mu):=\inf \left\{\Lambda>0: \mu^{\frac{2 \gamma}{2 \gamma+1}}=1 / C(\Lambda, p, N)\right\}
$$

If $N=1$, we observe that $C(\Lambda, p, 1)=C^{*}(\Lambda, p, 1)$, so that $\Lambda_{\gamma}^{1}(\mu)=\Lambda_{\gamma}^{1}(1) \mu$ and $\Lambda_{\gamma}^{1}(1)=C^{*}(1, p, N)^{\frac{2 p}{p+2}}$.

With $\gamma=\frac{1}{2} \frac{p+2}{p-2}$, notice that the condition $p \in(2,6)$ means $\gamma \in(1, \infty)$ while the condition $p \leq \frac{2 N}{N-2}$ means $\gamma \geq \frac{N-1}{2}$.

Next, consider on $\mathcal{C}=\mathbb{R} \times \mathbb{S}^{N-1}$ the Schrödinger operator $-\partial_{s}^{2}-L^{2}-V$ and denote by $-\lambda_{1}(V)$ its lowest eigenvalue. We assume that $V$ is non-negative, so that $\lambda_{1}(V)$, if it exists, is non-negative. The main point of this section is that $\lambda_{1}(V)$ can be estimated using $\Lambda_{\gamma}^{N}(\mu)$ provided $V$ is controlled in terms of $\mu$. The Gagliardo-Nirenberg-Sobolev inequality (4) on $\mathcal{C}$ is equivalent to the following one-bound state version of the Lieb-Thirring inequality.

Lemma 7. For any $\gamma \in(2, \infty)$ if $N=1$, or for any $\gamma \in(1, \infty)$ such that $\gamma \geq \frac{N-1}{2}$ if $N \geq 2$, if $V$ is a non-negative potential in $\mathrm{L}^{\gamma+\frac{1}{2}}(\mathcal{C})$, then the operator $-\partial^{2}-L^{2}-V$ has at least one negative eigenvalue, and its lowest eigenvalue, $-\lambda_{1}(V)$, satisfies

$$
\begin{equation*}
\lambda_{1}(V) \leq \Lambda_{\gamma}^{N}(\mu) \quad \text { with } \quad \mu=\mu(V):=\left(\int_{\mathcal{C}} V^{\gamma+\frac{1}{2}} d s d \omega\right)^{\frac{1}{\gamma}} \tag{18}
\end{equation*}
$$

Moreover, equality is achieved if and only if the eigenfunction u corresponding to $\lambda_{1}(V)$ satisfies $u=V^{(2 \gamma-1) / 4}$ and $u$ is optimal for (4).

Proof of Lemma 7. Let

$$
\mathcal{Q}[u, V]:=\frac{\int_{\mathcal{C}}|\nabla u|^{2} d s d \omega-\int_{\mathcal{C}} V|u|^{2} d s d \omega}{\int_{\mathcal{C}}|u|^{2} d s d \omega}
$$

so that

$$
-\lambda_{1}(V)=\inf _{u \in \mathrm{H}^{1}(\mathcal{C}) \backslash\{0\}} \mathcal{Q}[u, V]
$$

is achieved by some function $u \in H^{1}(\mathcal{C})$ such that $\|u\|_{L^{2}(\mathcal{C})}=1$. Using Hölder's inequality, we find that

$$
\int_{\mathcal{C}} V|u|^{2} d s d \omega \leq \mu^{\frac{2 \gamma}{2 \gamma+1}}\|u\|_{\mathrm{L}^{p}(\mathcal{C})}^{2}
$$

with $p=2 \frac{2 \gamma+1}{2 \gamma-1}$ and $\mu=\mu(V)$, and equality in the above inequality holds if and only if

$$
\begin{equation*}
V^{\gamma+\frac{1}{2}}=\kappa|u|^{p} \tag{19}
\end{equation*}
$$

for some $\kappa>0$, which is actually such that $\kappa\|u\|_{L^{p}(\mathcal{C})}^{p}=\mu^{\gamma}$. Then we have found that

$$
\mathcal{Q}[u, V] \geq\|\nabla u\|_{\mathrm{L}^{2}(\mathcal{C})}^{2}-\mu^{\frac{2 \gamma}{2 \gamma+1}}\|u\|_{\mathrm{L}^{p}(\mathcal{C})}^{2}
$$

By definition of $\Lambda_{\gamma}^{N}(\mu)$ and (4), we get that, for all $u$,

$$
\mathcal{Q}[u, V] \geq-\Lambda_{\gamma}^{N}(\mu)
$$

thus proving (18) and

$$
\begin{equation*}
-\Lambda_{\gamma}^{N}(\mu)=\inf _{V \in \mathrm{~L}^{\gamma+\frac{1}{2}}(\mathcal{C})} \inf _{u \in \mathrm{H}^{1}(\mathcal{C}) \backslash\{0\}} \mathcal{Q}[u, V] \tag{20}
\end{equation*}
$$

where equality holds if and only if (19) holds and $u$ is optimal for (4). This concludes the proof.

A symmetry result for the one-bound state Lieb-Thirring inequality. It is remarkable that optimality in (18) is equivalent to optimality in (4). As a non trivial consequence of the above considerations and of Theorem [2, symmetry results for interpolation inequalities are also equivalent to symmetry results for the one-bound state Lieb-Thirring inequality in the cylinder.
Corollary 8. Let $N \geq 2$. For all $\gamma>1$ such that $\gamma \geq \frac{N-1}{2}$ if $N \geq 4$, if $V$ is a non-negative potential in $\mathrm{L}^{\gamma+\frac{1}{2}}(\mathcal{C})$ such that

$$
\mu(V):=\left(\int_{\mathcal{C}} V^{\gamma+\frac{1}{2}} d s \mu(d \omega)\right)^{\frac{1}{\gamma}} \leq \frac{\Lambda_{\star}(p)}{C^{*}(1, p, N)^{\frac{2 p}{p+2}}} \quad \text { with } \quad p=2 \frac{2 \gamma+1}{2 \gamma-1}
$$

then, the lowest (non-positive) eigenvalue of $-\partial_{s}^{2}-L^{2}-V,-\lambda_{1}(V)$, satisfies

$$
\lambda_{1}(V) \leq \Lambda_{\gamma}^{1}(1) \mu(V)
$$

Moreover, equality in the above inequality is achieved by a potential $V$ which depends only on $s$ and $u=V^{(2 \gamma-1) / 4}$ is optimal for (4).

Proof. Based on the definition of $\Lambda_{\gamma}^{N}(\mu)$ and (17), we know that

$$
\mu^{\frac{2 \gamma}{2 \gamma+1}}=\frac{1}{C\left(\Lambda_{\gamma}^{N}(\mu), p, N\right)} \leq \frac{1}{C^{*}\left(\Lambda_{\gamma}^{N}(\mu), p, N\right)}=\frac{1}{C^{*}(1, p, N)}\left(\Lambda_{\gamma}^{N}(\mu)\right)^{\frac{p+2}{2 p}}
$$

We observe that $\gamma=\frac{1}{2} \frac{p+2}{p-2}$ means $\frac{2 \gamma}{2 \gamma+1}=\frac{p+2}{2 p}$ and hence

$$
\Lambda_{\gamma}^{N}(\mu) \geq\left(C^{*}(1, p, N)\right)^{\frac{2 p}{p+2}} \mu
$$

However, there is equality in the above inequality as long as $\Lambda_{\gamma}^{N}(\mu) \leq \Lambda_{\star}(p)$ (see (20) and Theorem(4). Since $\mu \mapsto \Lambda_{\gamma}^{N}(\mu)$ is monotone increasing, requir$\operatorname{ing} \Lambda_{\gamma}^{N}(\mu) \leq \Lambda_{\star}(p)$ is equivalent to asking $\mu \leq \Lambda_{\star}(p) C^{*}(1, p, N)^{-2 p /(p+2)}$.

Then the optimality in (4) is achieved among symmetric functions, by Theorem 2. This completes the proof. Details are left to the reader.

## 5. Beyond symmetry and symmetry breaking: getting estimates FOR THE NON-RADIAL OPTIMAL CONSTANTS

Caffarelli-Kohn-Nirenberg inequalities are actually much more general than the ones considered in Section $\square$ and in view of previous results (see for instance [7, 8, [1]) it is very natural to consider another family of interpolation inequalities, which can be introduced as follows.

Define the exponent

$$
\vartheta(p, N):=N \frac{p-2}{2 p}
$$

and recall that $a_{c}:=\frac{N-2}{2}, \Lambda(a):=\left(a-a_{c}\right)^{2}$ and $p(a, b):=\frac{2 N}{N-2+2(b-a)}$. We shall also set $2^{*}:=\frac{2 N}{N-2}$ if $N \geq 3$ and $2^{*}:=\infty$ if $N=1$ or 2 . For any $a<a_{c}$, we consider the following Caffarelli-Kohn-Nirenberg inequalities, which were introduced in [4] (also see [7]):

Let $b \in(a+1 / 2, a+1]$ and $\theta \in(1 / 2,1]$ if $N=1, b \in(a, a+1]$ if $N=2$ and $b \in[a, a+1]$ if $N \geq 3$. Assume that $p=p(a, b)$, and $\theta \in[\vartheta(p, N), 1]$ if $N \geq 2$. Then, there exists a finite positive constant $\mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)$ with $\Lambda=\bar{\Lambda}(a)$ such that, for any $u \in C_{c}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$,

$$
\begin{equation*}
\left\||x|^{-b} u\right\|_{\mathrm{L}^{p}\left(\mathbb{R}^{N}\right)}^{2} \leq \frac{\mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)}{\left|\mathbb{S}^{N-1}\right|^{\frac{p-2}{p}}}\left\||x|^{-a} \nabla u\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{N}\right)}^{2 \theta}\left\||x|^{-(a+1)} u\right\|_{\mathrm{L}^{2}\left(\mathbb{R}^{N}\right)}^{2(1-\theta)} . \tag{21}
\end{equation*}
$$

We denote by $\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)$ the best constant among all radial functions. We recall that this constant is explicit and equal to

$$
\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)=\mathrm{K}_{\theta, p}^{*} \Lambda^{-\frac{(2 \theta-1) p+2}{2 p}}
$$

where

$$
\mathrm{K}_{\theta, p}^{*}:=\left[\frac{(p-2)^{2}}{(2 \theta-1) p+2}\right]^{\frac{p-2}{2 p}}\left[\frac{(2 \theta-1) p+2}{2 p \theta}\right]^{\theta}\left[\frac{4}{p+2}\right]^{\frac{6-p}{2 p}}\left[\frac{\Gamma\left(\frac{2}{p-2}+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{2}{p-2}\right)}\right]^{\frac{p-2}{p}}
$$

according to [7, Lemma 3]. In the special case $\theta=1$, we have

$$
\mathrm{K}_{\mathrm{CKN}}^{*}(1, \Lambda, p)=\left|\mathbb{S}^{N-1}\right|^{\frac{p-2}{p}} C_{a, b}^{N}
$$

Define the function $\mathfrak{C}$ by

$$
\begin{aligned}
& \mathfrak{C}(p, \theta):=\frac{\left(p+2 \frac{p+2}{\left(\frac{p+2}{(2)-1 p+2}\right.}\right.}{(2 \theta-1) p+2}\left(\frac{2-p(1-\theta)}{2}\right)^{2 \frac{2-p(1-\theta)}{(2 \theta-1) p+2}} \\
& \cdot\left(\frac{\Gamma\left(\frac{p}{p-2}\right)}{\Gamma\left(\frac{\theta p}{p-2}\right)}\right)^{\frac{4(p-2)}{(2 \theta-1) p+2}}\left(\frac{\Gamma\left(\frac{2 \theta p}{p-2}\right)}{\Gamma\left(\frac{2 p}{p-2}\right)}\right)^{\frac{2(p-2)}{(2 \theta-1) p+2}} .
\end{aligned}
$$

Notice that $\mathfrak{C}(p, \theta) \geq 1$ and $\mathfrak{C}(p, \theta)=1$ if and only if $\theta=1$.

Theorem 9. With the above notations, for any $N \geq 3$, any $p \in\left(2,2^{*}\right)$ and any $\theta \in[\vartheta(p, N), 1)$, we have the estimate

$$
\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p) \leq \mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p) \leq \mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p) \mathfrak{C}(p, \theta)^{\frac{(2 \theta-1) p+2}{2 p}}
$$

under the condition

$$
\begin{equation*}
a_{c}^{2}<\Lambda \leq \frac{(N-1)}{\mathfrak{C}(p, \theta)} \frac{(2 \theta-3) p+6}{4(p-2)} \tag{22}
\end{equation*}
$$

Although we do not establish here a symmetry result, it is interesting to notice that a symmetry result would amount to prove that $\mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)=$ $\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)$, except maybe on the threshold curve in the set of parameters. Theorem 9 does not establish such a symmetry result for $\theta<1$, but we recover the already known fact that $\lim _{\theta \rightarrow 1} \mathrm{~K}_{\mathrm{CKN}}(\theta, \Lambda, p)=\mathrm{K}_{\mathrm{CKN}}^{*}(1, \Lambda, p)$, with an explicit estimate, in the appropriate region of the parameters. This is essentially the result of Theorem 1 .

For the convenience of the reader, we split our computations in several steps and provide some details which have been skipped in the previous sections. For instance, we give the expression of $c_{\mathrm{LT}}(\gamma)$ in Lemma 3, which is also needed to establish the expression of $\mathfrak{C}(p, \theta)$.

## 1. Preliminary computations. Consider the equation

$$
\begin{equation*}
-(p-2)^{2} w^{\prime \prime}+4 w-2 p|w|^{p-2} w=0 \quad \text { in } \quad \mathbb{R} \tag{23}
\end{equation*}
$$

The function

$$
\bar{w}(s)=(\cosh s)^{-\frac{2}{p-2}} \quad \forall s \in \mathbb{R}
$$

is, up to translations, the unique positive solution of (23). As a consequence, the unique positive solution of

$$
-\theta w^{\prime \prime}+\eta w=|w|^{p-2} w \quad \text { in } \quad \mathbb{R}
$$

which reaches its maximum at $s=0$ can be written as

$$
w(s)=A \bar{w}(B s) \quad \forall s \in \mathbb{R}
$$

with

$$
A=\left(\frac{p \eta}{2}\right)^{\frac{1}{p-2}} \quad \text { and } \quad B=\frac{p-2}{2} \sqrt{\frac{\eta}{\theta}} .
$$

As in [7], define

$$
I_{q}:=\int_{\mathbb{R}}|\bar{w}(s)|^{q} d s \quad \text { and } \quad J_{2}:=\int_{\mathbb{R}}\left|\bar{w}^{\prime}(s)\right|^{2} d s
$$

Using the formula

$$
\int_{\mathbb{R}} \frac{d s}{(\cosh s)^{q}}=\frac{\sqrt{\pi} \Gamma\left(\frac{q}{2}\right)}{\Gamma\left(\frac{q+1}{2}\right)}=: f(q)
$$

we can compute

$$
I_{2}=f\left(\frac{4}{p-2}\right), \quad I_{p}=f\left(\frac{2 p}{p-2}\right)=f\left(\frac{4}{p-2}+2\right)
$$

and get the relations

$$
I_{2}=\frac{\sqrt{\pi} \Gamma\left(\frac{2}{p-2}\right)}{\Gamma\left(\frac{p+2}{2(p-2)}\right)}, \quad I_{p}=\frac{4 I_{2}}{p+2} \quad \text { and } \quad J_{2}:=\frac{4}{(p-2)^{2}}\left(I_{2}-I_{p}\right)=\frac{4 I_{2}}{(p+2)(p-2)} .
$$

2. Further preliminary computations in the case $\theta<1$. Consider now the solution of the Euler-lagrange equation satisfied by the extremals for (21) written in the cylinder $\mathcal{C}$, that is,

$$
\begin{equation*}
-\theta\left(\partial_{s}^{2} u+L^{2} u\right)+[(1-\theta) t[u]+\Lambda] u=u^{p-1} \quad \text { on } \quad \mathcal{C} \tag{24}
\end{equation*}
$$

where

$$
t[u]:=\frac{\int_{\mathcal{C}}\left[\left(\partial_{s} u\right)^{2}+(L u)^{2}\right] d s d \omega}{\int_{\mathcal{C}} u^{2} d s d \omega}
$$

Such an extremal function always exists for all $\theta>\vartheta(p, d)$ : see [8]. The case $\theta=\vartheta(p, d)$ in the theorem will be achieved by passing to the limit.

Multiplying (24) by $u$ and integrating on $\mathcal{C}$, we find that

$$
\int_{\mathcal{C}}\left[\left(\partial_{s} u\right)^{2}+(L u)^{2}+\Lambda u^{2}\right] d s d \omega=\int_{\mathcal{C}} u^{p} d s d \omega
$$

To relate $\mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)$ and $\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)$ we have to compare

$$
\begin{aligned}
\mathcal{Q}[u]:=\frac{\left(\int_{\mathcal{C}}\left[\left(\partial_{s} u\right)^{2}+(L u)^{2}+\Lambda u^{2}\right] d s d \omega\right)^{\theta}\left(\int_{\mathcal{C}} u^{2} d s d \omega\right)^{1-\theta}}{\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\frac{2}{p}}} \\
=\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\theta-\frac{2}{p}}\left(\int_{\mathcal{C}} u^{2} d s d \omega\right)^{1-\theta}
\end{aligned}
$$

where equality holds because $u$ is a solution of (24), with the same quantity written for $u_{*}$, an extremal for (21) in the cylinder $\mathcal{C}$, in the class of functions depending on $s$. Either $\mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)=\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)$ and then Theorem 9 is proved, or the inequality

$$
\begin{align*}
& \frac{1}{\mathrm{~K}_{\mathrm{CKN}}(\theta, \Lambda, p)}=\mathcal{Q}[u]=\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\theta-\frac{2}{p}}\left(\int_{\mathcal{C}} u^{2} d s d \omega\right)^{1-\theta}  \tag{25}\\
& \quad \leq \frac{1}{K_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)}=\mathcal{Q}\left[u_{*}\right]=\left(\int_{\mathbb{R}} u_{*}^{p} d s\right)^{\theta-\frac{2}{p}}\left(\int_{\mathbb{R}} u_{*}^{2} d s\right)^{1-\theta}
\end{align*}
$$

is strict.
3. The symmetric optimal function for $\theta<1$. The solution $u_{*}$ can be explicitly computed. On the one hand, it solves

$$
-\theta\left(u_{*}\right)^{\prime \prime}+\eta u_{*}=u_{*}^{p-1} \quad \text { in } \quad \mathbb{R}
$$

with $\eta=(1-\theta) t\left[u_{*}\right]+\Lambda$. After multiplying by $u_{*}$, integrating with respect to $s \in \mathbb{R}$ and dividing by $\int_{\mathbb{R}} u_{*}^{2} d s$, we find

$$
t\left[u_{*}\right]+\Lambda=\frac{\int_{\mathbb{R}} u_{*}^{p} d s}{\int_{\mathbb{R}} u_{*}^{2} d s}
$$

where $u_{*}(s)=A \bar{w}(B s)$, for all $s \in \mathbb{R}$, has been computed in the first step of this section. From this expression, we deduce that

$$
t\left[u_{*}\right]=B^{2} \frac{J_{2}}{I_{2}}=\frac{p-2}{p+2} \frac{\eta}{\theta} \quad \text { and } \quad \frac{\int_{\mathbb{R}} u_{*}^{p} d s}{\int_{\mathbb{R}} u_{*}^{2} d s}=A^{p-2} \frac{I_{p}}{I_{2}}=\frac{2 p \eta}{p+2}
$$

which provides the equation

$$
\frac{p-2}{p+2} \frac{\eta}{\theta}+\Lambda=\frac{2 p \eta}{p+2}
$$

and uniquely determines

$$
\eta=\frac{(p+2) \theta}{(2 \theta-1) p+2} \Lambda .
$$

Recall that $A=\left(\frac{p \eta}{2}\right)^{\frac{1}{p-2}}$ and $B=\frac{p-2}{2} \sqrt{\frac{\eta}{\theta}}$.
4. Collecting estimates: proof of Theorem [9. As in the case $\theta=1$, we start by estimating the functional

$$
\mathcal{F}[u]:=\int_{\mathcal{C}}\left[\left(\partial_{s} u\right)^{2}-u^{p}+(L u)^{2}\right] d s d \omega
$$

from below. From Lemma 3 applied with $\gamma$ replaced by some well-chosen $\gamma_{\theta}$, we get the lower bound

$$
\mathcal{F}[u] \geq-c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}} \int_{\mathbb{S}^{N}-1}\left(\int_{\mathbb{R}} u^{\theta p} d s\right)^{\frac{1}{\gamma_{\theta}}} \int_{\mathbb{R}} u^{2} d s d \omega+\int_{\mathcal{C}}(L u)^{2} d s d \omega
$$

where $\gamma_{\theta}$ is now chosen such that $\left(\gamma_{\theta}+\frac{1}{2}\right)(p-2)=\theta p$, that is

$$
\gamma_{\theta}=\frac{(2 \theta-1) p+2}{2(p-2)} .
$$

Exactly as in the proof of Theorem[4, except that $\gamma$ and $p$ are now replaced respectively by $\gamma_{\theta}$ and by $\theta p$, we find the lower bound

$$
\begin{aligned}
\mathcal{F}[u] \geq & \int_{\mathbb{S}^{N-1}} \\
& (L v)^{2}(\omega) d \omega \\
& \quad-c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}}\left[\int_{\mathcal{C}}|u(s, \omega)|^{\theta p} d s d \omega\right]^{\frac{1}{\gamma_{\theta}}}\left(\int_{\mathbb{S}^{N-1}} v^{q+1}(\omega) d \omega\right)^{\frac{2}{q+1}}
\end{aligned}
$$

with $q+1=\frac{2 \gamma_{\theta}}{\gamma_{\theta}-1}$, i.e.

$$
q=\frac{(2 \theta+1) p-2}{(2 \theta-3) p+6} .
$$

By Hölder's inequality, we find

$$
\int_{\mathcal{C}} u^{\theta p} d s d \omega \leq\left(\int_{\mathcal{C}} u^{2} d s d \omega\right)^{\frac{(1-\theta) p}{p-2}}\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\frac{\theta p-2}{p-2}} .
$$

Altogether, we have shown that

$$
\mathcal{F}[u] \geq \int_{\mathbb{S}^{N}-1}(L v)^{2} d \omega-D\left(\int_{\mathbb{S}^{N-1}} v^{q+1} d \omega\right)^{\frac{2}{q+1}}
$$

where we abbreviated

$$
D:=c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}}\left[\left(\int_{\mathcal{C}} u^{2} d s d \omega\right)^{\frac{(1-\theta) p}{p-2}}\left(\int_{\mathcal{C}} u^{p} d s d \omega\right)^{\frac{\theta p-2}{p-2}}\right]^{\frac{1}{\gamma_{\theta}}}
$$

With $\gamma_{\theta}=\frac{(2 \theta-1) p+2}{2(p-2)}$ and using Assumption (25), we know that

$$
D=c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}} \mathcal{Q}[u]^{\frac{p}{\gamma_{\theta}(p-2)}} \leq c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}} \mathcal{Q}\left[u_{*}\right]^{\frac{p}{\gamma_{\theta}(p-2)}}=\mathfrak{C}(p, \theta) \Lambda,
$$

where the last equality is a definition of $\mathfrak{C}(p, \theta)$ (see the computation of its precise value below).

As in the case $\theta=1$, using again the generalized Poincaré inequality, if $D \leq \frac{N-1}{q-1}$ and $q \leq \frac{N+1}{N-3}$, we find that

$$
\mathcal{F}[u] \geq-D \int_{\mathbb{S}^{N-1}} v^{2} d \omega
$$

A sufficient condition for $D \leq \frac{N-1}{q-1}$ is

$$
\mathfrak{C}(p, \theta) \Lambda \leq \frac{N-1}{q-1}=(N-1) \frac{(2 \theta-3) p+6}{4(p-2)}
$$

which is equivalent to (22), while the condition $\frac{(2 \theta+1) p-2}{(2 \theta-3) p+6}=q \leq \frac{N+1}{N-3}$ amounts to $p \leq \frac{2 N}{N-2 \theta}$, that is $\theta \geq \vartheta(p, N)$.

Because of the first equality in (25), $u$ is a minimizer of $\mathcal{Q}[u]$ and therefore solves (24). A multiplication of the equation by $u$ and an integration on $\mathcal{C}$ shows that

$$
-\Lambda \int_{\mathcal{C}} u^{2} d s \mu(d \omega)=\mathcal{F}[u]
$$

Hence, if $\theta \geq \vartheta(p, N)$ and Condition (22) holds, we have proved that

$$
-\Lambda \int_{\mathcal{C}} u^{2} d s \mu(d \omega)=\mathcal{F}[u] \geq-D \int_{\mathbb{S}^{N-1}} v^{2} d \omega=-D \int_{\mathcal{C}} u^{2} d s \mu(d \omega)
$$

that is, $\Lambda \leq D$, and then we have the chain of inequalities
(26) $\quad \Lambda \leq D=c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}} \mathcal{Q}[u]^{\frac{p}{\gamma_{\theta}(p-2)}} \leq c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}} \mathcal{Q}\left[u_{*}\right]^{\frac{p}{\gamma_{\theta}(p-2)}}=\mathfrak{C}(p, \theta) \Lambda$ where $\mathcal{Q}[u]=1 / \mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)$ and $\mathcal{Q}\left[u_{*}\right]=1 / \mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p)$ by (25). Recalling that $\gamma_{\theta}=\frac{(2 \theta-1) p+2}{2(p-2)}$, this allows to express (26) as

$$
\begin{aligned}
\frac{c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{p-2}{p}}}{\mathfrak{C}(p, \theta)^{\frac{(2 \theta-1) p+2}{2 p}}} \Lambda^{-\frac{(2 \theta-1) p+2}{2 p}} & =\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p) \\
& \leq \mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p) \leq c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{p-2}{p}} \Lambda^{-\frac{(2 \theta-1) p+2}{2 p}}
\end{aligned}
$$

which concludes the proof of Theorem 9 .
5. Computation of $c_{\mathrm{LT}}(\gamma)$ in Lemma 3. When $\theta=1$ and $d=1$, equality is achieved in (26) and we actually have $u=u_{*}$, up to multiplication by constants, translations and scalings. As a consequence, we can compute

$$
c_{\mathrm{LT}}(\gamma)=\frac{\Lambda^{\gamma}}{Q\left[u_{*}\right]^{\frac{p}{p-2}}}=\frac{\Lambda^{\gamma}}{\int_{\mathbb{R}} u_{*}^{p} d s}
$$

where $\gamma=\frac{p+2}{2(p-2)}$, i.e. $p=2 \frac{2 \gamma+1}{2 \gamma-1}$. With $\theta=1$ and $\eta=\Lambda$, we know that $u_{*}(s)=A \bar{w}(B s)$ with $A=\left(\frac{p \Lambda}{2}\right)^{\frac{1}{p-2}}$ and $B=\frac{p-2}{2} \sqrt{\Lambda}$, so that

$$
\int_{\mathbb{R}} u_{*}^{p} d s=\frac{A^{p}}{B} I_{p}=\frac{8 \sqrt{\pi}}{p^{2}-4} \frac{\Gamma\left(\frac{2}{p-2}\right)}{\Gamma\left(\frac{p+2}{2(p-2)}\right)}\left(\frac{p \Lambda}{2}\right)^{\frac{p}{p-2}} \frac{1}{\sqrt{\Lambda}}
$$

and hence

$$
c_{\mathrm{LT}}(\gamma)=\frac{p^{2}-4}{8 \sqrt{\pi}} \frac{\Gamma\left(\frac{p+2}{2(p-2)}\right)}{\Gamma\left(\frac{2}{p-2}\right)}\left(\frac{2}{p}\right)^{\frac{p}{p-2}}
$$

where $\gamma=\frac{1}{2} \frac{p+2}{p-2}$, that is $p=2 \frac{2 \gamma+1}{2 \gamma-1}$. All computations done, we get

$$
c_{\mathrm{LT}}(\gamma)=\left(\frac{2 \gamma-1}{2 \gamma+1}\right)^{\gamma-\frac{1}{2}} \frac{2 \gamma}{2 \gamma+1} \frac{\Gamma(\gamma)}{\sqrt{\pi} \Gamma\left(\gamma+\frac{1}{2}\right)} .
$$

6. Computation of $\mathfrak{C}(p, \theta)$. From (26), we know that

$$
\mathfrak{C}(p, \theta)=c_{\mathrm{LT}}\left(\gamma_{\theta}\right)^{\frac{1}{\gamma_{\theta}}} \frac{1}{\Lambda} \mathcal{Q}\left[u_{*}\right]^{\frac{2 p}{(2 \theta-1) p+2}} .
$$

Using the results of Step 5 allows to compute $\mathfrak{C}(p, \theta)$. Notice that the term $\mathcal{Q}\left[u_{*}\right]^{\frac{2 p}{(2 \theta-1) p+2}}$ is proportional to $\Lambda$, so that $\Lambda$ does not enter in the expression of $\mathfrak{C}(p, \theta)$.

## 6. Interpolation and one-bound state Lieb-Thirring <br> inequalities on general cylinders

In this section we extend the results of the previous sections to the more general case of the cylinders $\mathbb{R} \times \mathcal{M}$, where $\mathcal{M}$ is a Riemannian manifold, using the results of [3]. For this purpose we need the following assumptions:
$(\mathcal{M}, g)$ is a compact Riemannian manifold of dimension $N-1 \geq 2$, without boundary, $\Delta_{g}$ is the Laplace-Beltrami operator on $\mathcal{M}$, the Ricci tensor $R$ and the metric tensor $g$ satisfy $R \geq \frac{N-2}{N-1}(q-1) \lambda g$ in the sense of quadratic forms, with $q>1, \lambda>0$ and $q \leq \frac{N+1}{N-3}$. Moreover, one of these two inequalities is strict if $(\mathcal{M}, g)$ is $\mathbb{S}^{N-1}$ with the standard metric.

For brevity, we shall say that (H) holds if these assumptions are satisfied.
Theorem 10. [3] Assume that (H) holds. If $u$ is a positive solution of

$$
\Delta_{g} u-\lambda u+u^{q}=0,
$$

then $u$ is constant with value $\lambda^{1 /(q-1)}$.
As a consequence (see [3, Corollary 6.2]), with

$$
\mathrm{D}(\mathcal{M}, q):=\max \left\{\lambda>0: R \geq \frac{N-2}{N-1}(q-1) \lambda g\right\}
$$

we get the following generalized Poincaré inequality, an extension of (15).
Proposition 11. [3] Under Assumption (H), if $|M|=1$ and $\mathrm{D}(\mathcal{M}, q)>0$, then

$$
\frac{1}{\mathrm{D}(\mathcal{M}, q)} \int_{\mathcal{M}}|\nabla v|^{2}+\int_{\mathcal{M}}|v|^{2} \geq\left(\int_{\mathcal{M}}|v|^{q+1}\right)^{\frac{2}{q+1}} \quad \forall v \in W^{1,1}(\mathcal{M}) .
$$

With these tools in hand, we can now consider the general cylinder

$$
\mathcal{C}:=\mathbb{R} \times \mathcal{M} .
$$

Using the notations of Section 5 , let $b \in[a, a+1]$ and assume that $N \geq 3$, $p=p(a, b)$, and $\theta \in[\vartheta(p, N), 1]$. Under the assumptions of Proposition
11. there exists a finite positive constant $\mathrm{K}(\theta, \Lambda, p)$ such that, for any $u \in$ $C_{c}^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)(\mathcal{C})$,

$$
\begin{equation*}
\left(\int_{\mathcal{C}}|u|^{p}\right)^{\frac{2}{p}} \leq \mathrm{K}(\theta, \Lambda, p)\left(\int_{\mathcal{C}}|\nabla u|^{2}+\Lambda \int_{\mathcal{C}}|u|^{2}\right)^{\theta}\left(\int_{\mathcal{C}}|u|^{2}\right)^{1-\theta} \tag{27}
\end{equation*}
$$

Such an interpolation inequality is easy to establish using Hölder and Sobolev inequalities on $\mathcal{C}$. We are now in a position to state a result which generalizes Theorems 2 and 9 .

Theorem 12. Assume that $(\mathrm{H})$ holds and $\mathcal{M} \neq \mathbb{S}^{N-1}$. With the above notations and $\mathfrak{C}(p, \theta)$ defined as in Section 5, for any $p \in\left(2,2^{*}\right]$ and any $\theta \in[\vartheta(p, N), 1]$, we have the estimate

$$
\mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p) \leq \mathrm{K}(\theta, \Lambda, p) \leq \mathrm{K}_{\mathrm{CKN}}^{*}(\theta, \Lambda, p) \mathfrak{C}(p, \theta)^{\frac{(2 \theta-1) p+2}{2 p}}
$$

under the conditions $p<6$ if $N=3$, and

$$
a_{c}^{2}<\Lambda \leq \frac{1}{\mathfrak{C}(p, \theta)} \mathrm{D}\left(\mathcal{M}, \frac{(2 \theta+1) p-2}{(2 \theta-3) p+6}\right)
$$

In the particular case $\theta=1, \mathfrak{C}(p, 1)=1$, so that $\mathrm{K}(\theta, \Lambda, p)=\mathrm{K}_{\mathrm{CKN}}(\theta, \Lambda, p)$ and the extremals of (27) are equal to $u_{*}$, up to translation and multiplication by a constant.

Sketch of the proof. As in step 4 of the proof of Theorem 9, we can apply the generalized Poincaré inequality of Corollary 11 if $D$ is such that $D \leq$ $\mathrm{D}(\mathcal{M}, q)$ with $q=\frac{(2 \theta+1) p-2}{(2 \theta-3) p+6}$. The equality case can be handled directly using Theorem 10 .

As in Theorem 4, in the particular case $\theta=1$, we actually have a slightly stronger result. Assume that $N \geq 3, \mathcal{M} \neq \mathbb{S}^{N-1}$, and let $u$ be a nonnegative function of $-\Delta_{g} u+\Lambda u=u^{p-1}$ on $\mathcal{C}$. If $\Lambda \leq \mathrm{D}\left(\mathcal{M}, \frac{3 p-2}{6-p}\right)$ and $\int_{\mathcal{C}}|u(s, \omega)|^{p} d s d \omega \leq \int_{\mathbb{R}}\left|u_{*}(s)\right|^{p} d s$, where $u_{*}$ is the solution given by (6), then for a.e. $\omega \in \mathcal{M}$ and $s \in \mathbb{R}$, we have $u(s, \omega)=u_{*}(s-C)$ for some constant $C$.

Also in the case of a general cylinder $\mathcal{C}$, for $\theta=1$, we also have results similar to the one-bound state version of the Lieb-Thirring inequality of Lemma 7 and to Corollary 8, that can be summarized as follows.

Corollary 13. Assume that $(\mathrm{H})$ holds, $\mathcal{M} \neq \mathbb{S}^{N-1}, \theta=1$ and $N \geq 3$. For any $\gamma \in(1, \infty)$ such that $\gamma \geq \frac{N-1}{2}$, if $V$ is a non-negative potential in $\mathrm{L}^{\gamma+\frac{1}{2}}(\mathcal{C})$, then the operator $-\Delta_{g}-V$ has at least one negative eigenvalue, and its lowest eigenvalue, $-\lambda_{1}(V)$ satisfies

$$
\lambda_{1}(V) \leq \Lambda_{\gamma}^{N}(\mu) \quad \text { with } \quad \mu=\mu(V):=\left(\int_{\mathcal{C}} V^{\gamma+\frac{1}{2}} d s d \omega\right)^{\frac{1}{\gamma}}
$$

for some positive constant $\Lambda_{\gamma}^{N}(\mu)$. Moreover, equality is achieved if and only if the eigenfunction $u$ corresponding to $\lambda_{1}(V)$, satisfies $u=V^{(2 \gamma-1) / 4}$, where $u$ is optimal for (27).

If, additionally,

$$
\mu(V) \leq \frac{\mathrm{D}\left(\mathcal{M}, \frac{3 p-2}{6-p}\right)}{K^{*}(1, p, N)^{\frac{2 p}{p+2}}} \quad \text { with } \quad p=2 \frac{2 \gamma+1}{2 \gamma-1}
$$

then $\lambda_{1}(V) \leq \Lambda_{\gamma}^{1}(1) \mu(V)=\Lambda_{\gamma}^{N}(\mu)$ with $\Lambda_{\gamma}^{1}(1)=K^{*}(1, p, N)^{\frac{2 p}{p+2}}$, and equality in the above inequality is achieved by a potential $V$ which depends only on $s$.

The constant $\Lambda_{\gamma}^{N}(\mu)$ can be related to $\mathrm{K}(\theta, \Lambda, p)$ as in the case $\mathcal{M}=\mathbb{S}^{N-1}$.
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