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Multi-variable cost function for Application Layer
Multicast routing

Tien Anh Le, Hang Nguyen, Hongguang Zhang

Abstract—Cost function is an essential part in Application
Layer Multicast (ALM) routing algorithms. It is from a cost
function that we can calculate links’ costs and then build
the data delivery tree for multicasting. Unfortunately, cost
function remains an almost untouched research area in ALM
routing. In this research, we propose a new multi-variable
cost function considering various end-to-end QoS parame-
ters simultaneously. The mathematical derivation process
is also described in details so that one can apply it to obtain
other multi-variable cost functions according to their spe-
cific requirements. The newly proposed multi-variable cost
function can avoid congestion before it happens, preventing
the data delivery tree from being frequently or unnecessar-
ily changed while still be adaptable to the dynamic require-
ments of different applications. With theoretical analysis,
we have proved that the new cost function can provide bet-
ter performance for ALM routing algorithms compared to
conventional cost functions.

Index Terms—application layer multicast routing; cost
function; resource allocation; traffic control; end-to-end QoS
routing;

I. Introduction

The Internet was originally built for unicast or one-to-
one applications. Nowadays, it has to serve a large num-
ber of multimedia services such as multimedia conference.
These types of multicast services put a big load on the uni-
cast infrastructure of the Internet. IP-Multicast[1] is the
first attempt to solve this problem. It is so far the most
efficient multicast mechanism to deliver the data over each
link of the network only once. However, many deploy-
ing problems are still preventing IP-Multicast from being
supported worldwide[2]. An alternative solution is Appli-
cation Level Multicast(ALM). The key concept of ALM
is the implementation of multicasting functionality as an
application service instead of a network service. It has ex-
cellent advantages over IP-Multicast: easier and possibly
immediate deployment over the Internet without any mod-
ification of the current infrastructure and adaptable to a
specific application. In a tree-push ALM, a data distribu-
tion tree is built first, then the data is actively distributed
from the source node to intermediate peers until reaching
all peers in the multicast tree[3]. In order to build an ALM
distribution tree, we must have costs of all available end-
to-end links. Those costs can only be calculated by using
a cost function.
The main contribution of this research is to design a new
multi-variable cost function of the end-to-end delay and
bandwidth taking into account advantages of application
layer links. We also propose in details the mathematical
derivation process of the new multi-variable cost function
and analyze its performance. This analysis and derivation
process can be further applied to find other forms of cost
functions with other QoS parameters. A theoretical anal-

ysis will also be performed to compare the newly found
cost function with conventional ones. The new cost func-
tion is capable of preventing congestion on each link be-
fore it occurs by assigning higher costs to nearly-overloaded
end-to-end links. The new cost function also considers the
dynamic characteristics of end-to-end links of the overlay
environment.
The rest of the paper is organized as follows. Section II
provides a survey on the state-of-the-art cost functions and
analyzes their limitations. The proposed multi-variable
cost function will be described and derived in section III.
By theoretical analysis, we will compare the new multi-
variable cost function with conventional ones to show its
advantages in section IV. Finally, we conclude and give
out some possible future works in Section V.

II. Conventional cost functions

Conventional cost functions are either empirical or
heuristic. Among all available cost functions for ALM rout-
ing that we have found, none of them has a mathematical
derivation nor a clear citation. In most of the ALM routing
algorithms, the state of the network, on which the routing
algorithm is presented, readily associates some costs with
each link. Thus they do not address how the link cost
function should be defined so as to efficiently distribute
allocated resources over the network[4]. Also in[4], several
kinds of cost functions have been investigated.

LinkCost =
RsvBw +ReqBw

LinkCap
(1)

In which:
• RsvBw: The amount of bandwidth currently in use by

existing connections,
• ReqBw: The amount of bandwidth requested by the

newly arriving group,
• LinkCap: Total bandwidth of the link.

The main idea of using the cost function (1) is to choose a
tree that is least-loaded and at the same time, to minimize
the total amount of bandwidth to be consumed by the new
connection.

LinkCost = 1 +
RsvBw

LinkCap
(2)

The main idea of using the cost function of (2) (a varia-
tion of (1)) is that hop count, a static link metric, plays a
dominant role in the link cost.

LinkCost =
1

LinkCap− (RsvBw +ReqBw)
(3)

In (3), the cost increases exponentially with the utilization
of the link. According to[4], (3) appears more attractive



than (1) and (2) because it can better distribute the load
over the network by avoiding the use of highly loaded links,
and thus links don’t likely become saturated for future con-
nections. Furthermore, it gives preference to shorter paths
(with less number of link) as long as links are not heavily
loaded.
In[5], the cost function (4) was used because it has many
desirable practical characteristics. It decreases with the
delay, it is convex, it assigns infinitely high cost when the
required delay guarantee approaches zero, and a fixed min-
imal link usage cost Cl, even if no guarantee is required.
The constant θ determines how fast the cost grows for low
delays and the constant Al is used as a scaling constant.

Cl(d) =
Al

dθ
(4)

In[6], the cost function on each link is calculated by (5)

ci(x) =

{ κi

x−κi

, if x > κi

∞ , if x≤ κi

(5)

In which:
• κi: Minimal delay that can be guaranteed on link i

when utilizing all of its available resources,
• xi: Requested delay of the new connection.

Although delay is used as a sample, any other QoS pa-
rameter such as bandwidth, jitter, packet loss can be used.
However, the heuristics function (5) is only single-variable,
therefore it cannot consider other parameters simultane-
ously.
Another cost function (6) considering several QoS parame-
ters has been used in[7], again, without any mathematical
proof.

C(β, δ, ψ) = δ +
K1

β
+K2.e

K3

ψ (6)

In which:
• β: Residual bandwidth,
• δ: Residual buffer space,
• ψ: Estimated delay bound.

The scaling factor Ki allows us to modulate the relation-
ship between β,δ,ψ even further, although it is still unclear
how bandwidth, buffer, and delay units could be added ex-
actly together[7],[8].
In [9], a single-variable cost function has been derived and
its performance has been simulated under real conditions.
The results have shown that, the single-variable cost func-
tion can only build a good multicast tree in certain condi-
tions. A multi-variable cost function is highly demanded
to build a more reliable multicast tree. From the best of
our knowledge, conventional cost functions are mainly ap-
plied in network-layer routing. Our work has been one
of the pioneers who have made full investigations on ap-
plication layer multicast routing considering both network
conditions and application’s requirements.

III. Proposed multi-variable cost function

QoS parameters can be either bandwidth-type (meaning
that the requested bandwidth is always smaller than or

equal to the maximum available bandwidth) or delay-type
(meaning that the requested delay is always greater than
or equal to the minimum available delay).

A. Problem formation

Problem: Find a multi-variable cost function which

can simultaneously consider varied bandwidth and delay

requests from the application and maximum guaranteed

resources from the underlay network. The cost function

must be able to assign increasingly higher costs for nearly-

saturated end-to-end links to prevent congestion.

B. Lemma 1: Bandwidth-type cost function

Assume we have on the end-to-end link i : A total avail-
able bandwidth of κw, and a requested bandwidth of xw,
we must find the bandwidth-type cost function: f(xw).
Since κw is the maximum available bandwidth when us-
ing all available resources on link i, so 0 ≤ xw ≤ κw. With
time, according to the application’s requirements, xw may
be varied by an amount of ∆xw causing the cost to have
the current value of f(xw +∆xw), so this current value of
the cost function depends on:

• The previous cost: f(xw),
• The increment of cost which is proportional to:
– The previous cost: f(xw),
– The ratio between the increment of requested band-

width and the total requested bandwidth: ∆xw
xw+∆xw

,
• The decrement of cost which is proportional to:
– The ratio between the decrement of the remaining

available bandwidth and the maximum available
bandwidth (κw−xw−∆xw)

κw
.

Finally, we have:

f(xw + ∆xw) = f(xw).









1 +

∆xw

xw + ∆xw

(κw − xw − ∆xw)

κw









(7)

From (7) we have:

lim
∆xw→0

f(xw + ∆xw)− f(xw)

∆xw

= lim
∆xw→0

f(xw)
κw

(xw + ∆xw)
.

1

(κw −xw −∆xw)

⇔ f ′(xw) = f(xw).
κw

xw(κw − xw)
(8)

Replacing f(xw) by y and f ′(xw) by dy
dxw

; from (8) we have
an ordinary differential equation:

dy

dxw

= y
κw

xw(κw − xw)
(9)

Solve the ordinary differential equation (9), we find the
bandwidth-type cost function:

dy

y
=

κw

xw(κw −xw)
dxw

⇔

∫

dy

y
=

∫

κw

xw(κw −xw)
dxw



∫

xw + (κw −xw)

xw(κw −xw)
dxw = −

∫

d(κw −xw)

κw −xw

+

∫

dxw

xw

⇔ ln(y) = ln(xw)− ln(κw −xw) + c⇔ y =
Φ.xw

(κw −xw)
(10)

C. Lemma 2: Delay-type cost function

We can see that, the required delay parameter (xd) has
a reversed characteristic against the required bandwidth
parameter (xw). So by replacing ẋd = 1

xd
, κ̇d = 1

κd
, and

dẋd = d( 1
xd

) = −dxd
xd2 into (9) we have:

dy

dẋd

= y
κ̇d

ẋd(κ̇d − ẋd)
⇔−

dy

dxd

xd
2

= y

1

κd

1

xd

(
1

κd

−
1

xd

)

⇔
dy

dxd

= y
1

κd −xd

(11)

Equation (11) is the ordinary differential equation to derive
the delay-type cost function. From (11), we have:

dy

y
=

dxd

κd −xd

⇔

∫

dy

y
= −

∫

d(xd −κd)

xd −κd

ln(y) = − ln(xd −κd) + ln(c) ⇔ y =
c

xd −κd

⇔ y =
Ψ.κd

xd −κd

(12)

D. Derivation of the multi-variable cost function

We now try to derive the bandwidth-delay cost func-

tion u(xw,xd) considering two independent QoS parame-
ters: bandwidth (xw) and delay (xd) at the same time.
From (9) and (11), we have:

xw(κw − xw)

κw

uxw + (κd − xd)uxd = u (13)

In which uxw = ∂u
∂xw

, and uxd = ∂u
∂xd

.

Equation (13) is a quasi linear first order partial

differential equation, we will solve it to obtain our
bandwidth-delay cost function.
Let xw = xw(s), xd = xd(s), u= u(xw(s),xd(s)), then:

∂xw

∂s
.uxw +

∂xd

∂s
.uxd =

∂u

∂s
(14)

Compare (13) and (14), we have:























∂xw

∂s
=
xw(κw −xw)

κw
∂xd

∂s
= κd −xd

∂u

∂s
= u

(15)

A constant of integration is obtained by eliminating s from
two or more equations and integrating out. Such inte-
gration generates an arbitrary integration constant, which

may be viewed as a function of all the variables, but it is
constant with respect to s. Let φ(xw,xd,u) be a constant
of integration, since it is constant with respect to s, we can
write:

dφ

ds
= 0 ⇔

∂φ

∂xw

.
∂xw

∂s
+
∂φ

∂xd

.
∂xd

∂s
+
∂φ

∂u
.
∂u

ds
= 0

⇔
∂φ

∂xw

.
xw(κw −xw)

κw

+
∂φ

∂xd

.(κd −xd) +
∂φ

∂u
.u= 0 (16)

Equation (16) is the orthogonality property of the vector
(xw, xd), we can use it to check whether φ has been ob-
tained correctly.
In order to solve (13) we have to find two constants of
integration from (15).

D.1 Finding the first constant of integration:

From (15), we have:

dxw

ds
du

ds

=

xw(κw − xw)

κw

u
⇔

du

u
=

κw.dxw

xw(κw − xw)
(17)

Since (17) and (9) have an identical form, we can use
Lemma 1 to achieve the first constant of integration (18) :

u =
Φ.xw

(κw − xw)
⇔ Φ =

(κw − xw)u

xw

(18)

We now check the orthogonality property of the first con-
stant of integration (18) by confirming (16):

∂Φ

∂xw

.
xw(κw −xw)

κw

+
∂Φ

∂xd

.(κd −xd) +
∂Φ

∂u
u

=
∂(

(κw −xw)u

xw

)

∂xw

.
xw(κw −xw)

κw

+ ...

...+
∂(

(κw −xw)u

xw

)

∂xd

(κd −xd) +
∂(

(κw −xw)u

xw

)

∂u
u

=
−κw.u

x2
w

.
xw(κw −xw)

κw

+ 0.(κd −xd) + ...

...+
(κw −xw)

xw

.u= 0 (19)

By (19) and (16), we can confirm that the first constant of
integration has been correctly found.

D.2 Finding the second constant of integration:

Similarly, using (15) and (12), we can find the second
constant of integration having the form of:

Ψ =
(xd − κd)u

κd

(20)

We now check the orthogonality property of the first con-
stant of integration (20) by confirming (16):

∂Ψ

∂xw

.
xw(κw −xw)

κw

+
∂Ψ

∂xd

.(κd −xd) +
∂Ψ

∂u
u



=
∂(

(xd −κd)u

κd

)

∂xw

.
xw(κw −xw)

κw

+ ...

...+
∂(

(xd −κd)u

κd

)

∂xd

(κd −xd) +
∂(

(xd −κd)u

κd

)

∂u
u

= 0.
xw(κw −xw)

κw

+
u

κd

.(κd −xd) + ...

...+
(xd −κd)

κd

.u= 0 (21)

By (21) and (16), we can confirm that the second con-
stant of integration has been correctly found.

D.3 The general solution:

The equation Φ(xw, xd, u) = constant, describes a re-
lationship among xw, xd, u such as shown in (15). No-
tice that if Φ(xw, xd, u) is a constant, then G(Φ) is also
a constant (G(.) is any arbitrary function). Similarly, if
Ψ(xw, xd, u) is a constant, then H(Ψ) is also a constant
(H(.) is any arbitrary function). We can set these two
constants equal so that:

G(Φ) = H(Ψ) (22)

This provides a more general expression in xw, xd, u that
solves the partial differential equation (13). The two arbi-
trary functions in (22) may be merged into one by letting
F(.) = G1(H(.)), then:

Φ = F(Ψ) (23)

(23) is the general solution of the partial differential equa-
tion (13).

D.4 Checking the general solution:

From (18), (20), (23), we have:

(κw − xw)u

xw

= F

(

(xd − κd)u

κd

)

(24)

We will now check whether (24) is indeed a solution, and
that the function F can be completely general. Let u be
expressed as a function of xw and xd, where xw and xd are
still independent.
We take the total derivative of (24) to xw and solve for

uxw . Denoting F

(

(xd−κd)u
κd

)

= F(xd,u), we have:

κw −xw

xw

.uxw −
κw

xw
2
.u=

xd −κd

κd

.uxw .F
′(xd,u)

⇔ uxw =
κw.κd.u

xw [(κw −xw)κd −xw(xd −κd)F ′(xd,u)]
(25)

Similarly, taking the total derivative of (24) to xd and solve
for uxd , we have:

(κw −xw)uxd

xw

= F ′(xd,u).

[

u+ (xd −κd)uxd

κd

]

⇔ uxd =
F ′(xd,u).u.xw

(κw −xw)κd −F ′(xd,u).(xd −κd).xw

(26)

Replacing (25) and (26) into the left-hand side of (13) we
have:

xw(κw −xw)

κw

.
κw.κd.u

xw. [(κw −xw)κd −xw(xd −κd).F ′(xd,u)]
+

...+ (κd −xd).
F ′(xd,u).u.xw

(κw −xw)κd −F ′(xd,u)(xd −κd).xw

=
(κw −xw).κd − (xd −κd).F

′(xd,u).xw

(κw −xw)κd −xw(xd −κd).F ′(xd,u)
.u= u

We can obtain the right-hand side of (13), so (24) is exactly
the general solution of the partial differential equation (13).

D.5 Fitting boundary conditions to the general solution:

Equation (24) provides us a general solution comprising
of a family of arbitrary functions. We need to fix to a cer-
tain bandwidth-delay cost function by assigning boundary
conditions to this general solution. From the natural char-
acteristics of two independent QoS parameters: requested

bandwidth (xw) and requested delay (xd), and their par-
tial cost functions (10) and (12), we have these boundary
conditions:















xw

κw −xw

= t3

κd

xd −κd

= t

u= t2

(27)

Replacing (27) into (24) we have:

F(
t2

t
) =

t2

t3
⇔ F(t) =

1

t
(28)

From (28) and (24), we have:

F

(

(xd − κd).u

κd

)

=
κd

(xd − κd).u
=

(κw − xw)u

xw

(29)

The specific solution of (13) is therefore:

u(xw, xd) =

√

xw

κw − xw

.
κd

xd − κd

(30)

Recursively, we can see that, the specific multi-variable
cost function equals to the average multiplication of all
partial cost functions fi(xi):

u(x1, x2, ..., xn) = n

√

√

√

√

n
∏

i=1

fi(xi) (31)

In general, we can build a cost function for as many vari-
ables as possible. However, while a multi-variable cost
function can consider many QoS parameters at the same
time, it should be noted that the multi-variable cost func-
tion does not always give a better result than the single-
variable cost function. For example, the cost function with
bandwidth, delay, and packet-loss can build a better mul-
ticast tree if many peers are using wireless access network
with a high packet loss rate to join the multicast tree but
when most of the peers are using a wired access network
with a low packet loss rate, then that three-variable cost
function may build a worse multicast tree than the two-
variable cost function of only bandwidth and delay.



Fig. 1. Bandwidth-type (a) and delay-type (b) cost functions ac-
cording to (10) and (12).

Fig. 2. Multi-variable cost function according to (30).

IV. Theoretical analysis of the new

multi-variable cost function

Conventional cost functions can be divided into two
groups. The first group comprises of single-variable cost
functions such as (1), (2), (3), (4), and (5). The other
group comprises of multi-variable cost functions such as
(6).

Fig.1(a) shows the value of a bandwidth-type single-
variable cost function versus the requested bandwidth.
Since xw < κw, we only consider the left domain of the
graph. We can see that, when the requested bandwidth
approaches κw, the link cost increases rapidly to infinity.
Fig.1(b) shows the value of a delay-type single-variable cost
function versus the requested delay. Since xd > κd, we only
consider the right domain of the graph. We can see that,
when the requested delay approaches κd, the link cost in-
creases rapidly to infinity. Nevertheless, two single-variable
functions failed to consider other important QoS param-
eters simultaneously. Fig.2 shows the value of the newly
proposed multi-variable cost function. In this graph, only
two QoS parameters (requested bandwidth and delay) are
shown for demonstrative purposes. We only use the right
part of the graph where xw < κw and xd > κd. The main
difference is that, the link cost will only increase rapidly
when both requested bandwidth xw and delay xd excess
the maximum resources κw and κd. When only a single
parameter excesses its limited resource, a high cost will be
assigned, however, it should not be high enough to block
the entire link since we still have resources to assign for the
other parameter. For example, when xd excesses κd, the
cost increases to a high value, however, if we still have much
bandwidth to assign, then the increased link cost will not

be sufficient to block the entire link. The link cost will only
increase rapidly if both the requested bandwidth and delay
simultaneously excess their available resources (which are
the total resources that the link can provide). Compared
to the heuristic multi-variable cost function (6), our new
multi-variable cost function has many advantages. Firstly,
it has considered the requested QoS parameters from the
application instead of only the residual resource from the
underlay network. This is a major advantage since applica-
tion’s requirements are usually varied. Secondly, although
the scaling factors Ki allows us to assign different weights
for different parameters, it is not clear how to assign val-
ues for these factors in practice, therefore, there will be
implementation problems. Thirdly, it is really unclear how
we can add all bandwidth, buffer and delay together with-
out any unit impairment. From the above analysis, we can
conclude that our new multi-variable cost function owns
better characteristics than conventional cost functions.

V. Conclusion and future works

In this research, a new multi-variable cost function has
been proposed. The mathematical derivation process has
also been described in details so that one can apply it to ob-
tain other multi-variable cost functions according to their
specific requirements. The newly found cost function has
considered dynamic requirements of the application and
the underlay network. For future works, intensive simu-
lations will be performed to show the advantages of the
newly proposed multi-variable cost function. A new ALM
can be designed based on simulation and analysis results.
The result can be further applied to improve the perfor-
mance of any ALM algorithms who are using conventional
cost functions to build their data delivery tree.
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