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Abstract

The purpose is to study systems of interacting particles, in the
General Relativity context, by the principle of least action, using
purely classical concepts. The particles are described by a state ten-
sor, accounting for the kinematic part (rotation) using a Clifford al-
gebra, and the interaction part (charges). The force fields, including
gravitation and other forces, are described by connections on princi-
pal bundles. A solution has been found to account in the lagrangian
for individual, pointlike, particles. The constraints induced by the
equivariance (gauge) and covariance are reviewed. Modified Lagrange
equations are written for general lagrangians. A model, based on
scalar products, Dirac operator and chirality is studied in more details.
Problems related to symmetries, including the Higgs mechanism, are
introduced.

With a comprehensive coverage of topics, and the purpose of find-
ing a physical meaning to the mathematical tools used, it can be a
useful pedagogical study. But it opens also some new paths.
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The principle of least action has been the workhorse of theoretical physics
for decades. Both its high versatility and prodigious efficiency largely make
up for the weakness of its foundations. In its many implementations two
different paths can be broadly discerned. The classical approach (in new-
tonian or relativistic geometry) encompasses mechanics and the theory of
fields, and provides sound basis to statistical mechanics and thermodynam-
ics. There are many ways to address the lagrangian specification (Morrison
[19 ], Soper [24]), but the key is to proceed quickly to the phase space, en-
dowed with a symplectic structure, where all the mathematical tools can be
efficiently deployed (Hofer [9]). The various Einstein-Vlasov equations are an
example of this approach (Choquet-Bruhat [3]). On the other hand quan-
tum mechanics and the quantum theory of fields make also an intensive use
of the principle of least action, as an hamiltonian or lagrangian is required
as starting point. The two main differences are that the distinction between
particles (matter fields) and ”force fields” (bosonic fields) is blurred, and that
the basic axioms of quantum mechanics (such as summed up by Weinberg
[30]) and the Wigner theorem open the way to a more direct analysis of the
equations. It is the only theory that gives us some predictions for the phys-
ical characteristics of the particles and how they change but, if there is no
need to aknowledge its power, we are still left with one the biggest enigma of
modern physics : ”Where does the first quantization come from ?”. As both
the classical and quantum approaches lead, through Poisson brackets and the
likes, to Banach algebras, one way to answer this question is to circumvent
the principle of least action and go straight to C*-algebra. It is roughly what
is attempted with the algebraic quantum field theory (Halvorson [8]). One
issue is that in the simplest of physical system (1 spinless particle) the set
of observables is not a C*-algebra...and anyway one is still far away from
understanding the axioms of quantum physics.

So, whatever one’s personal philosophical belief about ”realism in physics”,
it seems useful to pursue further the classical approach with the principle of
least action. All the more so that decades of hard labour and progresses in
mathematics have brought to us new schemes, such as the Yang-Mills de-
scription of the fields, and powerful tools such as fiber bundle or Clifford
algebra. It is the main objective of this paper : check if it is possible to
build a useful and comprehensive model of particles interacting with fields,
in a purely classical way, using the tools of to day (or at least yesterday),
hoping to get some hint at the meaning of quantum physics. Much work
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has already been done about the mathematical foundations of a ”modern”
classical theory of fields (Giachetta [5]) but I want to focus here on putting
together the ingredients to get the full picture of a physical system.

To be useful and comprehensive the model should :
- adopt the geometry of General Relativity, without any exotic feature

(no extra dimension)
- describe the kinematic (meaning here rotation and any other self cen-

tered geometric movements), the dynamic (meaning here displacement in
space-time) and the physical characteristics (such as mass and charge) of the
particles, prior to any quantization

- include gravitation and ”other” forces, seen separately (no ”GUT” in
stock) and treated as gauge fields in a Yang-Mills formalism

- stay at the ”laboratory level” (no cosmology).
As much as possible the different mathematical objects and hypothesis

should be clearly defined and related to physical or experimental procedures
that could be used to get numerical values of the variables.

Two difficulties arise :
- The ”point particle” issue : the need to manage simultaneously force

fields and matter fields raises some mathematical difficulties which should
not be discarded lightly. I overcome them with an adaptated Green function
in what seems to be a new solution. However the self-radiation reaction issue
(Poisson [21], Quinn [22]), which is more about solving the equations, has
been kept out of the scope of the paper.

- The metric issue : the formalism of fiber bundle does not fit well with the
traditional treatment of gravitation based upon the metric. Furthermore, as
we will see, the connexion should not be torsion free. So I stay firmly in the
scheme of fiber bundle and connection, expressed in the tetrads formalism,
and the metric tensor is seen as a by-product of the orthonormal basis.

The first part gives the description of the geometric model (a gaussian nor-
mal coordinates system), the kinematic model (a representation of a Clifford
algebra), the physical characteristics of the particles (through the represen-
tation of a unidentifed compact group U) ,the associated tensor bundle of
their ”state”, and the covariant derivative.

The second part starts with a description of the configuration bundle and
gives a solution to the treatment of individually interacting particles. Then
it addresses the lagrangian issues : gauge invariance and general covariance,
and sets up the most general constraints on a lagrangian.

The procedures to solve the variational problem are reviewed in the third
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part, from the general fiber bundle and the functional derivative formalisms,
the equations are listed and the Noether currents for gravitation and the
other fields are evidenced with their super-potentials. The definitions and
properties of the energy momentum tensor are reviewed including a ”super-
conservation law”.

In the fourth part the scheme is implemented in a simple, but quite gen-
eral, model. It requires the definition of scalar products on the fiber bundles,
of the Dirac operator, and the introduction of chirality, which enables to fur-
ther specify the representation spaces in the vector bundles. A lagrangian is
specified. In this simplified, but still comprehensive, model the Noether cur-
rents lead to moments (linear and angular momentum, charge and ”magnetic
momentum”) which characterize the particles. The gravitational connection
has an explicit and simple formulation from the structure coefficients and the
moments, showing that the connection will not usually be torsion free.

Symmetries are reviewed in the fifth part : the CPT problem has a simple
explanation. Spatial symmetries (spin particles) induce a strong dependance
of the state of the particles upon the 3 parameters defining a spatial ro-
tation, and its ”paradoxical” properties are evidenced. Physical symmetries
(involving the group U) are studied first as defining families of particles, then
through the breakdown of symmetries in the Higgs mechanism.

In the final part the model is implemented to do the junction with general
relativity and electromagnetism.

Overall the paper shows most of the fundamental concepts of field theory
in a consistent and comprehensive scheme, and in a fully classical picture.
Implementing all the tools which are now common in theoretical physics, it
should be a useful pedagogical instrument. This paper requires a common
knowledge of the principles of fiber bundles, connections and Lie groups. As
often as possible the basic definitions are recalled. Some calculations are a
bit cumbersome, but I feel better to follow a simple if lengthy path than to
risk shortcuts which would require sophisticated mathematical concepts.

As such the model can be a good starting point to investigate further
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Part I

FOUNDATIONS
Our aim is to build a model describing a system of N-particles interacting
with gravitation and other forces fields. The first key word is ”system”. In
physics it has great implications : it means that the particles can be iden-
tified, their trajectories and properties measured and followed up for some
time, by observers who are networked in order to get a full picture of what is
happening. Perhaps some people would object that it is an impossible task
from the quantum point of view, but in classical physics, where we stand, it
is a sensible one, and any scientist should start by defining what it means by
the ”system” that he (or she) is modelling. So the system is supposed to be
included in a not too big region of the universe (that excludes cosmology),
clearly defined in space and time (no infinities, but large enough so that it
can be considered as isolated from external interactions), inhabited by par-
ticles (which, as usual, are physical objects without any internal strucures
involved - no scale is implied), gravitation and ”other” forces fields (electro-
magntic and the likes). A single, or a network, of observers has defined a
map and frames to measure all geometric quantities (such as position, speed
and angular momentum) and procedures to measure the physical quantities
such as charge and fields. It is clear that the second are deduced from the
first using some test particles or fields.

The first step is so to define the geometric part of the model.

1 GEOMETRY

The geometry is that of general relativity : the space-time universe is a
smooth connected Hausdorff manifold M endowed with a metric g which has
the signature - +++ or + - - -. The signature is not a trivial issue as we shall
see. I will use the less conventional, but here more convenient (and more
natural), - + + + signature.

In general relativity it is traditional to take g as a starting point. With
the additional hypothesis that matter particles have a constant 4-velocity
equal to -1 (with the - + + + signature) and photons a null 4-velocity one
can build a causal structure of events over M which, with some generally
accepted assumptions (called hyperbolicity), leads for M to the structure of
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a trivial fiber bundle SxR where S is a 3-dimensional space-like hypersurface
(a Cauchy surface) (Wald [29]).

Another way is to start from a bundle of orthonormal bases (the tetrads).
The key ingredient is a principal fiber bundle OM modelled on the connected
component of the identity SO0(3, 1) of the Lorentz group SO(3,1). Local triv-
ializations charts are maps : ϕo : M × SO0 (3, 1) → OM . From it one builds
an associated vector bundle GM = OM ×SO0(3,1) R

4 using the standard rep-
resentation (R4, ) of SO(3,1). The orthonormal bases ∂i (m) are the images

of the canonical base εi of R
4 : (ϕo (m, 1) , εi) ≃

(
ϕo (m, h

−1) ,  (h)ji εj

)
but

with a Lorentz metric and are defined with respect to an holonomic frame
by a matrix [O] ∈ GL(4) : ∂i (m) = Oα

i ∂α. The vector ∂0 defines a time
like distribution T(O) and the 3 vectors ∂1, ∂2, ∂3 a space-like distribution
S(O). Together they define a metric gαβ = ηijOα

i O
β
j with which the basis is

orthonormal. If this strucure has a physical meaning, the distributions are
integrable over M and define a foliation of M by the hypersurfaces orthogonal
to T, and we get back the previous topology with hyperbolicity. The neces-
sary and sufficient condition for that is that the 1-form Oα

0 dm
α is closed. If M

is simply connected then there is a scalar map N(m) : Oα
0 dm

α = (∂αN) dmα

1which gives a unique time to a point in the universe.
This second approach seems a bit abstract. But actually it is closer

to the way an observer can see the structure of the universe. Indeed it is
not sufficient to define mathematical objects : we should also give some
procedure, however farfetched, to link them to physical measurements.

1.1 Building a chart

A point in the universe is situated by 4 components, and we need to build
a map : R4 → M. It is easier as we have limited the system in a ”not too
big” region of M. This map is a classical ”gaussian” chart. We recall how it
works.

1) The starting point is a connected space-like hypersurface S(0) : it rep-
resents the ”present” of an observer at the time t=0. The induced metric
upon S(0) is riemanian. Over each point x of S(0) there is a unique unitary
future oriented vector n(x) normal to S(0) and in a neighbourood of x there
is a unique geodesic tangent to n(x) . So we can define a family of geodesics

1I will usually use the Einstein indices summation convention
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γ (x, t) going through x and tangent to n(x) and a vector field n(m) in each
point m in the future of S(0). This vector field is the infinitesimal generator
of diffeomorphisms from x ∈ S(0) to m = exp tn(x) which for each t ≥ 0
maps S(0) in a hypersurface S(t), the set of points in M for which the time
coordinate is t. Let us prove that the vector field n(m) is orthonormal to
S(t).

Let ∂i (x, 0) , i = 1, 2, 3 be a set of othonormal bases in S(0) and an
arbitrary holonomic basis ∂α (m) ∈ TmM . The derivative (exp tn(x))′ maps
the basis ∂i (x, 0) in a basis (exp is a diffeomorphism) ∂i (x, t) = Oα

i ∂α of
Tm(t)S(t) in m(t)=exptn(x). Let φ (t) = gαβ(m(t))nα (m(t))Oβ

i (x, t) be the
scalar product between n(m(t)) and ∂i (x, t) with the metric g(m(t)) and ∇
the covariant derivative on M.

We have :
d
dt
φ (t) = nα (m (t))∇αφ (t) = nα∇α

(
gβγn

βOγ
i

)

= nαgβγn
β∇αO

γ
i + nαgβγO

γ
i∇αn

β

but :
nα∇αn

β = 0 because n(m) is tangent to a geodesic
nα∇αO

γ
i = Oα

i ∇αn
γ because the vectors n et ∂i are linearly independants

d
dt
φ (t) = ∂αi gβγn

β∇αn
γ

= Oα
i
1
2

(
gβγn

β∇αn
γ + gγβn

γ∇αn
β
)

= Oα
i
1
2
∇α

(
gβγn

βnγ
)
= 0 because gβγn

βnγ = −1

So the scalar product gαβ(m(t))nα (m(t))Oβ
i (x, t) is constant over m(t),

it is null in t=0, and the vectors ∂i (x, t) are orthogonal with n and n is
orthogonal with S(t).�

2) We can run in two troubles in the process. The geodesics may not be
complete: they start or stop in some finite time. It is a singularity in the
universe. Or the geodesics may cross each other. It is another singularity
(which always exist : see Wald [29 ] chapt.9). But if we limit our system to a
non-exotic region (without black-hole) and a sensible time period [0, T ] (no
”big bang”) we should not run into such troubles. So we can define our system
as enclosed in a region Ω ⊂ M generated by exptn(x) from an open domain
Ω (0) with compact closure in S(0). Ω is a connected 4-dimensional manifold,
relatively compact and geodesically complete. With the trivialization map
ϕΩ : Ω (0)× [0, T ] → Ω :: m = ϕΩ (y, t) it has also the structure of a trivial
fiber bundle with base R+.
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3) How could we experimentally build such a chart ? A good example
is given by the GPS system (Ashby [1]). Spatial coordinates in S(0) can
be measured by any conventional method, such as electromagnetic signals if
one assume that light travels at constant speed. Notice that events occuring
in S(0) cannot be reported ”live” so a co-ordinated network of observers is
required. A (not too big) ”free body”, which stays still without any other
force than gravitation, travels on a geodesic. To be sure to stay on a geodesic,
or more generally to know how much he deviates from a geodesic, an observer
can follow the movements of a free body in his local frame : it can be done
with accelerometers (as in the IPhone).

4) Notice that the ”time” t is just a coordinate, wich is measured by coor-
dinated clocks by each observer.

1.2 The system

The initial conditions are defined by their values over S(0). Let us check that
the set of particles is well defined. They travel on their world-line m with a
proper time τ specific to each of them, defined within an additive constant.
We assume that Ω is large enough so that any particle entering the system
will stay within (or disappear). Ω is a fiber bundle with base R so for each
point m (τ) there is one unique time tM = π (m (τ)) . The 4-velocity u of the
particle is a time-like, future oriented vector (it is a matter particle) so it is
projected over R by a positive scalar : dtM

dτ
= π′ (m (τ)) dq

dτ
= π′ (m (τ))u > 0

and the map tM (τ) is one-to-one. If a particle is observed at some time t>0
it can be observed (short to disapear entirely) at any other time. This seems
obvious but has a strong consequence in the relativistic context.

We will assume that the system is closed, in that there is no interaction
from outside.

1.3 The principal bundle

Any physical quantity is eventually measured through changes in tensorial
quantities in some vector bundle over M. So we need a procedure to define
local frames at each point of M.

1) It comes naturally from the chart : in each point x ∈ S (0) the local
observer chooses an orthonormal (euclidean) frame (∂i)i=1,2,3 . The fourth
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vector ∂0 (x) = n(x) is parallel to the 4-velocity of the observer. The frame
is parallel transported along the geodesic (so it stays orthonormal), to get at
each m ∈ Ω a standard frame ∂i = O (m)αi ∂α from which the local observer
can deduce, in a knowledgeable way, its own local frame. The parallel trans-
port being continuous the orientation is preserved : the bases have the same
spatial and time orientation which is defined as direct. Experimentally the
parallel transport is done by checking the movements of a test body (such as
a gyroscop) in a local transported frame.

2) The mathematical objects are : the principal fiber bundle OM ,base
Ω, modelled over SO0 (3, 1) , with trivialization charts : ϕo : Ω×SO0 (3, 1) →
OM

the associated vector bundleGM : GM = Ov×SO0(3,1)R
4 with the standard

representation (R4, ) of SO(3,1)
the local orthonormal basis (∂i)i=0,..3 : ∂i (m) = Oα

i ∂α

Notation 1 :

The greek letters will always refer to an holonomic basis (∂α)α=0,..3 , with
an arbitrary chart, unless otherwise specified

The latin letters i,j,... will refer to the non holonomic orthonormal basis
∂i = O (m)αi ∂α. i=0,1,2,3

The latin letters a,b,..p,q will refer to bases of Lie algebras
Whenever necessary matrices are enclosed in backets : [O] = [O]αi , [O

′] =

[O]−1 = [O′]iα
The dual holonomic basis is denoted : dxα : dxα (∂β) = δαβ
The dual non holonomic basis is denoted: ∂i : ∂i (∂j) = δij
The fundamental form is : Θ =

∑
j ∂

j ⊗ ∂j
The matrix (indexed over 0,1,2,3):

[η] =




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




The set of sections on a fiber bundle GM will be denoted Λ0GM , the set
of vector fields over a manifold M is Λ0TM and the set of r-forms over M is
ΛrTM

∗.
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1.4 Gauge equivariance

The principle of relativity says that the laws of physics do not depend on
the observer : if two observers study the same system, using different sets of
frames (or gauge), their measurements can be deduced using the mathemati-
cal relations transforming one set of frame into the other. This is the practical
meaning of the gauge equivariance. Let us see what can be transformed in
the model.

1) The gaussian chart ϕΩ : Ω (0) × [0, T ] → Ω ,the trivializations ϕo :
Ω× SO0(3, 1) → OM and the frames ∂i (m) are experimental constructions.
But from them any observer can choose other charts or frames, following
procedures and rules which can be made known to any other observer, so
that they can compare their data.

2) In the theory of fields, quantum or classical, it is generally assumed that
the law of physics are local (if the entanglement of particles has questionned
this point, all gauge theories are local). It follows that all physical quantities
defined over M take the mathematical form of sections of a bundle associated
with OM . So all physical quantities which can be expressed as tensor must
belong to some vector bundle, modelled over a vector space which is a repre-
sentation of the group defining the geometry, here SO(3,1). This is a useful
but very general presciption, as there are infinitely many representations of
the same group and not all have a physical meaning.

3) The frames are parallel transported, so their transformations must be
continuous and the orientation preserved. But one can consider a global tran-
formation, involving the other connected components of SO(3,1). They are
defined with one of the 3 matrices :

T =




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


 ;P =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1


 ;PT =




−1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1




The frame is transformed according to : ∂̃i (m) = J ji ∂i (m) with [J ] =
T, P, PT.
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P is the ”space-inversion” matrix : it reverses the orientation of the space
frame (it can be done by using another orientation on S(0)). T is the ”time-
reversal” matrix : it changes t in -t in the equations (the time is measured
from 0 to -∞). Experiments show that they are not physically admissible
gauge transformations. In both cases the orientation of the space-time is re-
versed : so it leads to the conclusion that the 4 dimensional physical universe
is oriented.

The third matrix reverse space and time orientations, but preserves the
space-time orientation. Experiments show that this is an admissible trans-
formation if simultaneously particles are changed into antiparticles (the ”C”
symmetry). We will come back to these matters in the fifth part.

4) Another open choice is the signature of the metric : at first there is no
physical justification for using - + + + or + - - -.The linear groups SO(1,3)
and SO(3,1) are identical, but manifolds equipped with one or the other
metric are not isometric, and the Clifford algebra Cl(3,1) and Cl(1,3) are not
isomorphic.

5) The choice of the Cauchy hypersurface S(0) is crucial : another surface
defines another system, with possibly different particles and fields.

6) The model can be easily transposed to Special Relativity and Galilean
Geometry.

In Special Relativity the geodesics are straigth lines, S(t) are hyperplanes,
observers are inertial with constant 4-velocity u. The choice of the system is
the choice of an hyperplane plane S(0) and its unitary future oriented normal
u, and it fully determines the physical content of the system. The gauge
group is the restricted Poincaré group, the semi-product of the orthochronous
Lorentz group (the component of the identity of SO(3,1)) and the group of
translations in the Minkovski space. The time t is just a coordinate, without
specific meaning.

In Galilean geometry the universe can be viewed as a 4-dimensional affine
space. The hypersurfaces S(t) are parallel and there is only one 4-dimensional
velocity. Time becomes a physical, independant variable, identical for all
the observers, defined within an affine similitude. The gauges groups are
on one hand the semi direct product of SO(3), the group of rotations in
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3-dimensional space, and of the group of translations in the 3-dimensional
affine space, and on the other hand the group of similitudes in time.

2 PARTICLES

A particle is a point-like physical object moving along a world line with a
constant, future oriented, 4-dimensional velocity. Experience shows that,
besides any specific assumption about their ”internal” structure, particles
come with ”states” depending on:

- how they ”rotate” around their center mass in the universe : we will
call these movements the kinematic part of the state

- how they behave when interacting with force fields : mass, charge,...We
will call these their ”physical characteristics”.

These characteristics are modelled independantly. As we are in the classi-
cal picture they are not quantized, so there is no need to distinguish different
kinds of particles.

2.1 Kinematic

The most efficient way to model the kinematic part is by using a Clifford al-
gebra (Lasenby [17]) which gives a natural foundation for all kinds of spinors.

2.1.1 Clifford Algebra

1) Let F be a real vector space endowed with a symetric bilinear non de-
generated function 〈〉 valued in the field K. The Clifford algebra Cl(F,〈〉)
and the canonical map ı : F → Cl(F, 〈〉) are defined by the following uni-
versal property : for any associative algebra A with unit 1 and linear map
f : F → A such that :

∀v ∈ F : f (v)× f (v) = 〈v, v〉 × 1
⇔ f (v)× f (w) + f (w)× f (v) = 2 〈v, w〉)× 1
there exists a unique algebra morphism : ϕ : Cl(F, 〈〉) → A such that

f = ϕ ◦ ı
It always exists a Clifford algebra, isomorphic, as algebra, to the exterior

algebra ΛF. Its internal product, noted by a dot · is such that :
∀v, w ∈ F : v · w + w · v = 2 〈v, w〉

13



The Clifford algebra includes the scalar K and the vectors F. As vector
space its bases can be taken as ordered products of vectors of an orthonormal
basis (with 〈〉 ) of F and it has the dimension 2dimF .

2) Clifford algebras built over the same vector space F are isomorphic if and
only if the bilinear functions have the same signature. So Cl(3,1), Cl(1,3)
over R4, Cl(4,C) over C4,are not isomorphic. Cl(4,C) is the complexified
algebra of both Cl(3,1) and Cl(1,3).

Let (εi)i=0,..3 the canonical basis of R
4 (and C4 with complex components).

In this basis an element of the Clifford algebra is written :
w = s+x1ε1+x2ε2+x3ε3+x0ε0+y3ε1·ε2+y2ε1·ε3+y1ε2·ε3+z1ε1·ε0+z2ε2·ε0
+z3ε3 ·ε0+t0ε1 ·ε2 ·ε3+t3ε1 ·ε2.ε0+t2ε1 ·ε3 ·ε0+t1ε2 ·ε3 ·ε0+uε1 ·ε2 ·ε3 ·ε0
(s, xj , yj, tj , u) ∈ K (= R,C)
but the internal product follows the fundamental relations which differ

according to the scalar product :
Cl(4,C) : εi · εj + εj · εi = 2δij
Cl(3,1) : εi · εj + εj · εi = 2ηij
Cl(1,3) : εi · εj + εj · εi = −2ηij

3) Let N be R4 endowed with the bilinear function of signature - + + +

and Υ̃ : N → CL(4, C) the linear map defined by :

j = 1, 2, 3 : Υ̃ (εj) = εj; Υ̃ (ε0) = iε0
The vectors v,v’ in N read :
v = x1ε1 + x2ε2 + x3ε3 + x0ε0, v

′ = x′1ε1 + x′2ε2 + x′3ε3 + x′0ε0
and :
Υ̃ (v) = x1ε1 + x2ε2 + x3ε3 + ix0ε0
Υ̃ (v′) = x′1ε1 + x′2ε2 + x′3ε3 + ix′0ε0
It is easy to check that :
Υ̃ (v) · Υ̃ (v′) + Υ̃ (v′) · Υ̃ (v) = 2 (x1x

′
1 + x2x

′
2 + x3x

′
3 − x0x

′
0) = 2 〈v, v′〉N

So by the universal property of Clifford algebras there is a unique mor-
phism Υ : Cl(3, 1) → Cl(4, C) such that Υ̃ = Υ ◦ ı where ı is the canonical
map ı : N → Cl(3, 1). The function Υ is not on-to : the image Υ (Cl(3, 1))
is a sub-algebra Clc(3,1) in Cl(4,C) with elements :

w = s+x1ε1+x2ε2+x3ε3+ ix0ε0+y3ε1.ε2+y2ε1.ε3+y1ε2.ε3+ iz1ε1.ε0+
iz2ε2.ε0 + iz3ε3.ε0

+t4ε1.ε2.ε3 + it3ε1.ε2.ε0 + it2ε1.ε3.ε0 + it1ε2.ε3.ε0 + iuε1.ε2.ε3.ε0
where the components s,u,... are real.
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We will identify ı (N) ⊂ Cl(3, 1) with N and Υ̃ = Υ ◦ ı with Υ.
There is a similar result with N’, R4 endowed with the bilinear func-

tion of signature + - - - and the map Υ̃′ (εj) = iεj; Υ̃
′ (ε0) = ε0. The

subalgebra Υ′ (Cl(1, 3)) = Clc(1, 3) 6= Clc (3, 1) but the two algebra have
common elements such as iε3 · ε0. One goes, inside Cl(4,C), from images
of Cl(3,1) to images of Cl(1,3) by the rule : Υ′ (εj) = −iηjjΥ (εj) with
η00 = −1, j > 0 : ηjj = 1

2.1.2 Spin Group

1) The involution v → −v on the vector space is extended in an involution
α in the Clifford algebra. For homogeneous elements : α (v1. · v2.. · vr) =
(−1)r (v1 · v2.. · vr) . It follows that the set of the elements of the Clifford
algebra which are the sum of homogeneous elements which are themselves
product of an even number of vectors is a subalgebra Cl0. The complement
vector space denoted Cl1 is not a subalgebra. There is another involution :
the transposition which acts on homogeneous elements by : (v1 · v2... · vr)t =
(vr · vr−1... · v1) .

2) In Clifford algebra any element which is the product of non null norm
vectors has an inverse :

(w1 · ... · wk)−1 = α
(
(w1 · ... · wk)t

)
/

k∏

r=1

〈wr, wr〉

The Spin group of a Clifford algebra is the subset of Cl0 of elements
which are the sum of an even product of vectors with norm +1. We will
denote Spin(3,1) the connected component of the identity of the spin group
of Cl(3,1) :

Spin(3, 1) = {
∑
w1 · ..... · w2k : wl ∈ N : 〈wl, wl〉N = 1}

It is isomorphic to SL(2,C). Its identity is denoted 1.

3) As a group Spin(3,1) has a linear representation (Cl(3, 1),Ad) through
the adjoint operator (denoted here in bold case to make the difference with
the function Ad which is introduced below) :

Ad : Spin(3, 1) → hom(Cl(3, 1);Cl(3, 1)) :: Ad (s)w = s · w · s−1

which has the properties that the image a vector is still a vector and that
it preserves the scalar product :

v, w ∈ R4 ⊂ Cl(3, 1) : Ad (s) v ∈ R4; 〈v, w〉 = 〈Ad (s) v,Ad (s)w〉
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Spin(3,1) is the universal covering group of the connected component of
SO(3,1) with the double cover : µ : Spin(3, 1) → SO.0 (3, 1) :: µ (±s) = g

So (Cl(3, 1),Ad ◦ µ−1) is a linear representation of SO0(3,1) on Cl(3,1)
(as a vector space) and (R4,  ◦ µ) is a linear representation of Spin(3,1) on
R4 :

∀v ∈ R4 : Ad (s) v = s · v · s−1 = [¡ (µ (s))] v

4) The operator ad : A→ L(A;A) on a Lie algebra is defined by ad (X) (Y ) =
[X, Y ] , and if A is the Lie algebra of the Lie group G the operator A : G→
L(A;A) is defined by Ad (expX) = exp (ad (X)) (Knapp [12] p.80). One has
the identity :

g ∈ G,X ∈ A : g(expX)g−1 = exp(Adg(X)). The couple (A,Ad) is the
adjoint representation of G.

A linear representation (F, ρ) of a Lie group G induces a linear represen-
tation (F, ρ′ (1)) of its Lie algebra A :

∀X, Y ∈ A : ρ′ (1) ([X, Y ]A) = [ρ′ (1)X, ρ′ (1)Y ] = (ρ′ (1)X)◦ (ρ′ (1)Y )−
(ρ′ (1)Y ) ◦ (ρ′ (1)X)

and ρ′ (1)X = d
dτ
ρ (expG τX) |τ=0 where exp is defined over G (as a man-

ifold) and A. If G is a group of matrices then exp can be computed as the
exponential of matrices.

Spin(3,1) being the covering group of SOl(3,1) they share the same Lie
algebra o(3,1) and :

∀X ∈ o(3, 1), s ∈ Spin(3, 1) : AdsX = Adµ(s)X = exp (ad (X))
To sum up we have the following representations of Lie groups and Lie

algebra :
SO (3, 1) : (o(3, 1), Ad) → o(3, 1) : (o(3, 1), ad)
SO(3, 1) : (R4, ) → o(3, 1) : (R4, ′(1))
Spin(3, 1) : (R4,  ◦ µ) → o(3, 1) : (R4, ′ ◦ µ′(1))
Spin(3, 1) : (Cl(3, 1),Ad) → o(3, 1) : (Cl(3, 1),Ad′ (1))
SO0 (3, 1) : (Cl(3, 1),Ad ◦ µ−1)

5) A great advantage of Clifford algebra is that vectors, groups and Lie
algebra can be expressed as sum of products of vectors. This is the case for
the algebra o(3,1), which is characterized by the brackets relations :

[−→κ i,
−→κ j ] = ǫ (i, j, k)−→κ k

[−→κ i+3,
−→κ j+3] = −ǫ (i, j, k)−→κ k

[−→κ i,
−→κ j+3] = ǫ (i, j, k)−→κ k+3
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where the indexes i,j,k run over 1,2,3 and ǫ (i, j, k) = 0 is two indexes are
equal, and equal to the signature of (i,j,k) if not. In its standard representa-
tion the 6 following matrices are a basis for o(3,1):

[κ̃1] =




0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0


 ; [κ̃2] =




0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0


 ; [κ̃3] =




0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0




[κ̃4] =




0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0


 ; [κ̃5] =




0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0


 ; [κ̃6] =




0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0




Then their image in Cl(3,1) by ĵ : o(3, 1) → Cl(3, 1) are the following:

̂ (−→κ 1) =
1
2
ε3 · ε2; ̂ (−→κ 2) =

1
2
ε1 · ε3; ̂ (−→κ 3) =

1
2
ε2 · ε1;

̂ (−→κ 4) =
1
2
ε0 · ε1; ̂ (−→κ 5) =

1
2
ε0 · ε2; ̂ (−→κ 6) =

1
2
ε0 · ε3;

One can write : ̂ (−→κ a) =
1
2
εpa · εqa with the following table :

TABLE 1 :

a 1 2 3 4 5 6
pa 3 1 2 0 0 0
qa 2 3 1 1 2 3




and it is easy to check that :

[κ̃a]
i
j =
(
δipaδjqa − δiqaηjpa

)
(1)

Spin(3,1) acts on the vectors (in Cl(3,1)) by Ad and the result is such
that :

∀v ∈ R4 : Ad (s) v = s.v.s−1 =  ◦ µ (s) v
where  ◦µ (s) is expressed as a matrix  ◦µ (s) belonging to the standard

representation of SO(3,1).
An element of Spin(3,1) is the sum of the products of an even number of

vectors with norm 1 :
vk = v1ε1 + v2ε2 + v3ε3 + v0ε0, vα ∈ R
〈vk, vk〉 = v21 + v22 + v23 − v20 = 1
Direct computation gives an expression :
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S = T + Y3ε1ε2 + Y2ε1ε3 + Y1ε2ε3 +Z1ε0ε1 +Z2ε0ε2+Z3ε0ε3 +Uε0ε1ε2ε3
with real coefficients, which are not independant (there are only 6 degrees of
freedom).

Let −→κ =
∑

a κ
a−→κ a be a fixed vector in o(3,1), with components κa in a

base −→κ a, τ ∈ R and s (τ) = exp τ−→κ . We have :
exp τ−→κ = T + Y3ε1ε2 + Y2ε1ε3 + Y1ε2ε3 + Z1ε0ε1 + Z2ε0ε2 + Z3ε0ε3 +

Uε0ε1ε2ε3 with T (τκ) , Yi (τκ) , Zi (τκ) , U (τκ) .
differentiation in τ = 0 gives :
d
dτ

(exp τ−→κ ) |τ=0

=
∑

a κ
a ∂
∂κa

T (1) + κa ∂
∂κa

Y3 (1) ε1ε2 + κa ∂
∂κa

Y2 (1) ε1ε3
+κa ∂

∂κa
Y1 (1) ε2ε3 + κa ∂

∂κa
Z1 (1) ε0ε1 + κa ∂

∂κa
Z2 (1) ε0ε2

+κa ∂
∂κa

Z3 (1) ε0ε3 + κa ∂
∂κa

U (1) ε0ε1ε2ε3
which can be written :
κ = ĵ (−→κ ) = t+y3ε1ε2+y2ε1ε3+y1ε2ε3+z1ε0ε1+z2ε0ε2+z3ε0ε3+uε0ε1ε2ε3
where :
t =

∑
a κ

a ∂
∂κa

T (1) , yj =
∑

a κ
a ∂
∂κa

Yj (1) , zj =
∑

a κ
a ∂
∂κa

Zj (1) ,

u =
∑

a κ
a ∂
∂κa

U (1)
are the components of an element of o(3,1) expressed in the base of

Cl(3,1).
On the other hand the differentiation of :
Ad (exp τ−→κ ) v = (exp τ−→κ ) · v · (exp τ−→κ )−1

= [ ◦ µ (exp τ−→κ )] v
gives : (Ad′ (1)−→κ ) v = κ · v − v · κ = [′(1)µ′(1)−→κ ] (v) = [κ̃] v
where [κ̃] = [′(1)µ′(1)−→κ ] is the matrix representing −→κ in the standard

representation.
Expressing κ as above and v as v = v1ε1 + v2ε2 + v3ε3 + v0ε0 we get :
κ · v − v · κ =

∑
kl [κ̃]

k
l vlεk

= (−2) {(−v0z1 − v3y2 − v2y3) ε1 + (v1y3 − v3y1 − v0z2) ε2
+ (v1y2 + v2y1 − v0z3) ε3 − (v1z1 + v2z2 − v3z3) ε0}
+ (2)u ((v0) ε1ε2ε3 + (v3) ε0ε1ε2 − (v2) ε0ε1ε3 + (v1) ε0ε2ε3)
⇒ u = 0

κ · v − v · κ = (−2)




0 −z1 −z2 −z3
−z1 0 −y3 −y2
−z2 y3 0 −y1
−z3 y2 y1 0







v0
v1
v2
v3


 =

∑
a κ

a [κ̃a]
k
l vlεk

where [κ̃a] = [′(1)µ′(1)−→κ a]∑
a κ

a [κ̃a] = (−2) (−z1 [κ̃4]− z2 [κ̃5]− z3 [κ̃6] + y1 [κ̃1]− y2 [κ̃2] + y3 [κ̃3])
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=
∑

a κ
a [′(1)µ′(1)−→κ a]

By identifying with κ =
∑

a κ
aκa = y3ε1ε2 + y2ε1ε3 + y1ε2ε3 + z1ε0ε1 +

z2ε0ε2 + z3ε0ε3 we get the expected expression of a basis of a 6-dimensional
space vector in Cl(3,1) which defines the image of o(3,1).�

6) These results can be extended to the Cl(4,C) Clifford algebra and its
Clc(3,1) subalgebra. The function Υ : Cl(3, 1) → Cl(4, C) is an isomorphism,
so Spin(3,1) has an image Spinc(3, 1) which is a subgroup of Spin(4,C) iso-
morphic to Spin(3,1). There is a similar construction with Cl(1,3) with the
function Υ′ : Cl(1, 3) → Cl(4, C) which gives a group Spin(1,3) isomorphic
to Spin(3,1), and we have Spinc(3, 1) 6= Spinc (1, 3) but the two are also
isomorphic.

2.1.3 The spin bundle

1) Most of the geometric transformations can be described by operations in
Clifford algebra. Reflections on a plane of normal vector u is just α (u)·v ·u−1.
Rotations can be expressed as the product of reflexions, and indeed this fact
is at the foundation of the Spin group through the map Ad. Clifford algebras
give a deep insight at the role of Spin groups to express rotations in physics.
Rotation of a body around its center mass can be expressed in the local
frame by the axis j and the angular speed ω. For an observer who is at rest
with the body the couples (j, ω) and (−j,−ω) represent the same rotation.
But if we think to a network of observers, who have to coordinate their data
and the two representations are equivalent but not identical : measuring the
rotation implies moving the local frame (posibly in ”the time dimension”)
and the choice between (j, ω) and (−j,−ω) matters : the observer must
choose the orientation of the axis which will be parallel transported. This
issue is related to the fact that the group SO(3) is not simply connected (as
well as SO(3,1)) (see Penrose [20] 11.3 for a nice experiment on the subject) .
The full description of the spatial rotation of a body, in its local environment,
needs to be done in the Spin(3) group, which is the universal covering group
of SO(3) (as Spin(3,1) is to SO0(3, 1)). For each g ∈ SO0 (3, 1)there are 2
members of Spin(3,1) ±s which differ by their sign.

2) The construction of a Clifford bundle over a manifold endowed with a
metric occurs naturally. At each point m of the manifold where there is an
orthonormal basis ∂i (m) one defines the map : ϕc : M × Cl(3, 1) → Cl(M)
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by identifying the generators : ∂i (m) = ϕc (m, εi) . Cl(M) is an algebra
bundle, and the associated vector bundle GM is identified with the vector
space part of Cl(M). Spin(3,1) acts upon Cl(M) byAd, which, for the vectors,
results in a change of othonormal base : s × ϕc (m, εi) = ϕc (m,Adsεi) =
ϕc (m,µ (s) εi) = [ ◦ µ (s)]ji ∂j

3) The construction of a principal fiber bundle SM modelled over Spin(3,1)
is more subtle. Starting from the principal fiber bundle OM it can can
be done if there is a spin structure : a map Ξ : SM → OM such that
Ξ (ϕS (m, s)) = ϕO (m,µ (s)) such that Ξ (ϕS (m, s) .s

′) = Ξ (ϕS (m, s))µ (s
′)

meaning that one can choose one of the two members +s or -s corresponding
to an element of SO(3,1) in a consistent and continuous manner over M. There
are topological obstructions to the existence and unicity of spin structures
over a manifold (Giachetta [5] 7.2, Svetlichny [25]) but, as our system covers a
limited, not too exotic, region of M, we can assume that the procedure can be
implemented to get the principal fiber bundle SM = (SM ,Ω, πS, Spin(3, 1))
based upon Ω with the projection πS : SM → Ω , local trivialization charts
ϕS : Ω× Spin(3, 1) → SM .

The associated vector bundle GM can then be extended to an associated
vector bundle SM ×Spin(3,1) R

4 which is still denoted GM for simplicity. The
sections ∂i (m) are associated with the identity element 1S of Spin(3,1).

2.1.4 Representation of Clifford algebra

1) There are two ways to deal with Clifford algebra. Either directly, us-
ing the operations of the algebra. Or through a linear representation of the
algebra, using the fact that Clifford algebra are isomorphic to matrices al-
gebra. For the computation side the choice is mainly a matter of personal
preference. But we have here several issues.

i) The theory of fields, with connexions and variational calculus is, so far,
not well suited to algebra per se.

ii) As usual it can be useful to add more physical content to the model.
It is easier to do it by some specification of the vector space over which the
algebra is represented (we will see this with chirality).

iii) There are strong evidences which suggest the use of a complex struc-
ture, besides the fact that most of the mathematical tools require it.

iv) Cl(1,3) and Cl(3,1) are not isomorphic : Cl(3,1) is isomorphic to
the algebra of 4x4 matrices over R, Cl(1,3) to the 2x2 matrices over the
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quaternions, so if we stay to the pure algebra we need to choose the signature.
For all these motives the choice done here is to use a representation of

the Cl(4,C) algebra, the complexified of both Cl(1,3) and Cl(3,1), which is
isomorphic to the 4x4 matrices over C. This is an irreducible representation
of Cl(4,C).

2) So the kinematic state of a particle is assumed to be a vector φ of a 4
dimensional complex space F, so far unspecified, and (F, ρ) is a representation
of Cl(4,C), meaning that :

ρ : Cl(4, C) → L(F, F ) ::
∀w,w′ ∈ Cl(4, C), α, β ∈ C : ρ (w · w′) = ρ (w) ◦ ρ (w′)
ρ (αw + βw′) = αρ (w) + βρ (w′) .
By restriction :
(F, ρ) is a representation of the algebra Clc (3, 1) , Clc (1, 3) , and of the

groups Spin(4, C), Spinc (3, 1) , Spinc (1, 3) ,
(F, ρ ◦Υ) , (F, ρ ◦Υ′) are representations of the algebra Cl(3,1) and Cl(1,3)(
F, ρ ◦Υ|Spin(3,1)

)
,
(
F, ρ ◦Υ′|Spin(1,3)

)
are complex representations of the

groups Spin(3,1), Spin(1,3)
ρ ◦Υ′(s)|s=1 : o(3, 1) → hom(F ;F ) is a complex representation of the Lie

algebra o(3,1)

3) F being 4 dimensional, in a basis denoted (ej)
4
j=1 ρ (w) is a 4x4 matrice

over C fully determined by fixing the matrices γk = ρ (εk) , k = 0, ..3 which
shall meet the relations :

εj∈ C4: γj= ρ (εj) ; γi×γj+γj×γi= 2δijI4 (2)

These matrices are defined up to conjugation by a matrix. It is always
possible to choose hermitian matrices, so we assume that : γk = γ∗k. As
γkγk = I they are also unitary.

Remark : these γ matrices, which will be specified later, are not the
usual ”Dirac matrices”, which correspond to a representation of Cl(3,1) (or
Cl(1,3)).

4) To the matrices ̂ (−→κ a) = 1
2
εpa · εqa representing elements of o(3,1) in

Cl(3,1) correspond the matrices :
[κa] = (ρ ◦Υ)′ (1) (̂ (−→κ a)) = (ρ ◦Υ)′ (1)

(
1
2
εpa · εqa

)
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Υ is a linear morphism Cl(3, 1) → Cl(4, C) :
Υ′ (1)

(
1
2
εpa · εqa

)
= 1

2
Υ (εpa) ·Υ (εqa)

ρ is a linear morphism Cl(4, C) → L (F ;F ) :
ρ′(1)

(
1
2
Υ (εpa) ·Υ (εqa)

)
= ρ

(
1
2
Υ (εpa) ·Υ (εqa)

)
= 1

2
ρ (Υ (εpa)) ρ (Υ (εqa))

with Υ (ε0) = iε0,Υ (εk) = εk : k = 1, 2, 3 we get :

[κ1]=
1

2
γ3γ2; [κ2] =

1

2
γ1γ3; [κ3] =

1

2
γ2γ1; (3a)

[κ4]=
1

2
iγ0γ1; [κ5] =

1

2
iγ0γ2; [κ6] =

1

2
iγ0γ3 (3b)

Notice that the matrices in the standard representation (R4, ) are de-
noted with a tilde : [κ̃a]

5) An associated vector bundle modelled over F : SM ×Spin(3,1) F can be
defined if there is a spin structure, and the kinematic state of a particle is a
represented by a vector of this vector bundle. Spin(3,1) acts over the bundle
by ρ ◦Υ.

6) (F, ρ) is a representation of Cl(4,C) so does not depend on the signature
which is used, and the γ matrices are the same. But all the items computed
through Υ have different value. The basic rule is : Υ′ (εj) = −iηjjΥ (εj) so

[κ′a] =
1
2
ρ (Υ′ (εpa)) ρΥ

′ (εqa) = −ηpapa [κa]
a < 4 : [κ′a] = − [κa] , a > 3 : [κ′a] = [κa]
Kinematic states are supposed to be physical objects represented in F. If

a kinematic state is represented by a vector φ ∈ F with the signature (- + +
+), it would be represented by φ′ =

∑4
j=1−iηjjφjej with the signature (+ -

- -).

2.2 Physical characteristics

2.2.1 Definitions

1) The interaction beween force fields and particles depend upon some fea-
tures specific to each kind of particle, such as electric charge. We know that
these features are quantized, but their quantization in the classical picture,
and indeed their exact value in any picture, should be the result of the model,
so I assume that the physical characteristics of a particle are part of its state,
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and can take a priori a continuum of values, and therefore we do not need
to distinguish several kind of particles. We know that these characteristics
can be described in the linear representations of some groups. I will not
be too specific about the nature of the forces fields, and make the following
assumptions :

i) The physical characteristics of a particle can be modelled by a vector
σ of a complex vector space W

ii) The couple (W,χ) is a linear representation of some group U
iii) U is a connected compact Lie group
The last assumption is reasonable and it brings us nice properties : there

is a scalar product over W, such that the representation is unitary, and any
unitary representation is the sum of irreducible unitary finite dimensional
representations which are orthogonal. Such irreducible representations are
natural candidates to describe different families of particles. So I will assume
that iv) the representation (W,χ) is unitary and W is m-dimensional, but
not necessarily irreducible.

Notation 2 :

The identity in U is denoted : 1U or 1
The Lie algebra of U is denoted T1U . It is a real vector space with basis(−→
θ a

)m
a=1

so T1U =
{−→
θ =

∑m
a=1 θ

a−→θ a, θ
a ∈ R

}
. Its structure coefficients

Ca
bc are real numbers. U being a compact Lie group the exponential map is

on-to and u ∈ U can be written u = exp
(∑m

a=1 θ
a−→θ a

)
for some components

θa.
The hermitian scalar product in W is denoted 〈λσ1, σ2〉 = λ 〈σ1, σ2〉

with an orthonormal basis (fi)
m
i=1 and the matrices [χ (u)] are unitary :

[χ (u)] [χ (u)]∗ = Im
(W,χ′ (1)) is a linear representation of the Lie algebra T1U and for each−→

θ ∈ T1U the matrix [θ] = χ′ (1)
−→
θ in the basis (fi)

m
i=1 is antihermitian :

[θ]∗ = − [θ] . The matrices corresponding to the basis
−→
θ a are denoted [θa] .

There are the relations :
∀−→θ ∈ T1U, τ ∈ R : [θ] =

[
χ′ (1)

−→
θ
]
= d

dτ

[
χ
(
exp τ

−→
θ
)]

|τ=0

and
[
χ
(
exp τ

−→
θ
)]

= exp
[
τ
−→
θ
]
can be computed as exponential of ma-

trices.
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3) We will need the complexified T c1U = T1U⊕iT1U of the Lie algebra, with
the same basis (but complex components) and the complex extension of the
bracket. The representation (W,χ′ (1)) can be extended to a representation

(W,χ′
c (1)) of T c1U by making χ′ (1) a complex linear map : χ′

c (1) i
−→
θ =

iχ′ (1)
−→
θ . But the matrices [θ] are antihermitian only if

−→
θ ∈ T1U.

U being a connected compact Lie group is isomorphic to a linear group (of
matrices) closed in GL(m) and there is a complex analytic group of matrices
Uc which admits T c1U as Lie algebra. Uc is not unique, but all these groups
are isomorphic (Knapp [11] 7.12). I will assume that (W,χ) can be extended
to a linear representation (not necessarily unitary) of Uc. It can be done if
U is simply connected or admits a Cartan decomposition. This is the case
for the usual groups SU(N), which have su(N) as Lie algebra (which is a real
algebra) and SL(N,C) and sl(N,C) as complexified structures.

2.2.2 The bundle of particles states

The state of a particle is described in the tensor product E = F ⊗W. It is a
tensor ψ =

∑4
i=1

∑m
j=1 ψ

ijei ⊗ fj .
We need a geometric structure over M bearing this representation.

1) We have the principal fiber bundle SM . We assume that there is a
principal bundle UM over M modelled over the group U. These two fiber
bundles are manifolds, so we can, starting from one or the other, define the
fiber bundle QM , with base M, typical fiber Spin(3,1)xU and trivializations :

q = ϕQ (m, (s, u))× (s′, v) → ϕQ (m, (ss′, uv))
ϕQ (m, (1Spin, u)) , ϕQ (m, (s, 1G)) are trivializations of UM , SM and the

bundles SM , UM can be seen as sub-bundles of the principal bundle QM .
We denote the section q (m) = ϕq (m, 1Spin × 1G) ∈ Λ0QM

2) We define the action of Cl(3,1)xU on FxW by :
(φ, σ)× (w, u) → (ρ ◦Υ (w)φ, χ (u) σ)
For any (w,u) this action is a bilinear map over FxW. So by the universal

property of the tensor product there is one unique linear map :
ϑ : Cl(3, 1)⊗ U → L (F ⊗W ;F ⊗W )
such that :
∀ (σ, φ) ∈ F ×W : ϑ (w, u) (φ⊗ σ) = (ρ ◦Υ (w)φ)⊗ (χ (u)σ)

24



The action of ϑ restricted to Spin(3,1)xU is an action of the direct product
and (F ⊗W,ϑ) is a linear representation of the group Spin(3,1)xU.

3) From there the vector bundle EM associated to QM is defined
through the action :

(q, ψ)× (s, u) →
(
q (s, u)−1 , ϑ (s, u) (ψ)

)

and the equivalence relation : (q, ψ) ≃
(
q (s, u)−1 , ϑ (s, u) (ψ)

)

We denote the sections i=1..4;j=1..m :
ei (m)⊗ fj (m) = (ϕq (m, 1Spin × 1U) , ei ⊗ fj)
≃
(
q (m) (s, u)−1 , (ρ ◦Υ (s) ei)⊗ (χ (u) fj)

)

which define a local basis of the fiber EM (m) .
A section of EM is a map :Ω → EM : ψ (m) = ψij (m) ei (m)⊗ fi (m) .

4) So far the choice of the vector spaces F and W is open, but we need some
procedure to measure the components ψij , that is a way for an observer to
define the vectors (ei (m) , fj (m)) .

The basis ei (m) transform according to the same rules as ∂i (m) and has
clearly a geometric meaning. So we assume there is some procedure to relate
the two bases. The basis fj (m) is related to the action of the force fields on
the particles, and should be defined form the trajectories of test particles.
The existence of the principal fiber bundle UM needs some procedure to
compare the measures done by observers in different locations. This issue
will be addressed below.

2.2.3 Spinor and Clifford algebra

It is useful to link the present model to the usual ”spinors” used in quantum
physics to describe spinning particles. The situation of quantum physics is
indeed a bit complicated.

1) As was said previously, in a local field theory any physical quantity which
is expressed as a tensor must be a section of a vector bundle, associated with
a principal bundle of the world manifold and modelled over a vector space
which is a representation of the gauge group. There are well known, but fairly
technical, methods to find all linear representations of a group. Usually the
solution is a representation of the covering group, meaning a multi-valued
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representation. The double cover of SO0 (3, 1) is Spin(3,1), which is iso-
morphic to SL(2,C). Its representations are the direct product of the usual
”spin” representations of SO(3), and are indexed by 2 integers or half inte-
gers (see Tung [28] and Knapp [11] ). So in the relativistic picture (special
or general) the physical vectors (whenever they are supposed to represent
a geometric quantity) belong to a vector space which is a representation of
SL(2,C), assuming that there is a ”spin structure”. The ”Weyl spinors” are
C2 vectors corresponding to one of the two non equivalent representations
(1/2,0), (0,1/2). The ”Dirac spinors” are C4 vectors corresponding to the
(0, 1/2)⊕ (1/2, 0) representation, which is the 4 complex dimensional repre-
sentation of the Spin(3,1) group.

Notice that this prescription follows from the principles of locality and
relativity, and stands for classical as well as for quantum models.

2) But in quantum mechanics there is also the Wigner theorem, which
states that, whenever there is some gauge group, observables must be ex-
pressed in a projective representation of this group. It is possible to get
rid of the phase factor, and go for a regular representation, if the Lie group
is semi-simple and simply connected (see Weinberg [30] I.2). This second
condition, infortunately, is not met by SO(3) or SO(3,1). There are some
ways around this issue, coming eventually to a representation of the covering
group, which is what one gets anyway, and impose a ”super-selection” rule
between the 2 states. The problem is that the only unitary representations
of SL(2,C) (and SO(3,1)) are infinite dimensional (see Knapp [11]).

3) In Special Relativity the gauge group can be extended to the Poincaré
group. There is still no finite dimensional unitary representation but, if one
fixes one 4-vector −→p 6= 0 the irreducible unitary representation of SO(3) (if
‖p‖ 6= 0) of SO(2) (if ‖p‖ = 0 ) are also irreducible unitary representation of
the subgoup of the Poincaré group leaving −→p invariant. These representa-
tions are labelled by −→p and the spin s (for fermions) or helicity (for massless
particles). They are infinite dimensional unitary representations over an
Hilbert space of functions of p (and labelled by s). Their Fourier transform
gives back functions of the coordinates, which, for the massive particles, can
be expressed as functions of space-time coordinates valued in one of the finite-
dimensional representation of SL(2,C).These relativistic wave functions can
be seen as plane-waves which combine to give the actual particles, through a
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process of anhiliation and creation. They are labelled by both the represen-
tation (s) and by other quantum numbers which characterize the particle. In
quantum theory of fields observables are localized operators acting on these
wave-functions.

3 FORCE FIELDS

3.1 Principles

1) Force fields interact with particles (remind that here particles are mat-
ter particles) : they change their trajectories (and possibly their physical
characteristics) and conversely the particles change the strength of the fields.
Moreover the force fields are defined all over the universe, and propagate
without staying the same, even is there is no source : they interact which
each others. In a local field theory these interactions are purely local : they
are determined by the value of the fields and the states of the particles which
are present at the same location of the space-time.

2) The action of a force field on a particle depends on and changes the
state ψ (m) and the velocity of the particle. The simplest assumption is
that this action is linear, and can be modelled by some map over Λ0EM .
It depends also on the trajectory of the particle : indeed particles always
move on their world line, so the value of the field that the particle meets is
changing and by the same mechanism the presence of the particle changes
the value of the field. If we keep the assumption of linearity the action of
the field is reasonably modelled by a 1-form over M, valued in EM : that is
by a connection. Gauge equivariance implies equivariance of the connection,
which is therefore a connection associated to a principal connection on the
principal fiber bundle Q (m) .

3) According to General Relativity inertial forces are equivalent to gravi-
tational forces and related to the curvature of space-time. As far as we know
they change the trajectories and the kinematic state of particles, but not
their physical characteristics. So the gravitational field will be modelled as
a principal connection G over SM acting on the kinematic part of ψ (in F)
and on the velocity of the particle. The ”other field forces” will be modelled
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as a principal connection A over UM acting on the other part (in W) of the
state and on the velocity.

3.2 Gravitation

There are different approaches to the modellization of gravitation, related to
the two different pictures of the geometry of the universe.

1)à The traditional way stems from the description of M as a manifold
endowed with a metric g, and so g is the central piece. An affine connection
(also called a ”world connection”) can be seen as a linear connection on the
tangent bundle, which is no other than the vector bundle TM associated to
the principal bundle modelled on GL(4). It induces a covariant derivative ∇̃
acting on the sections of TM (the vector fields) characterized by the Christof-
fel coefficients Γαβγ in an holonomic basis, and an exterior covariant derivative

∇̃e acting on the forms over TM*, characterized by the Riemann tensor R
and the torsion. So far there is nothing which requires a metric. The con-
nection is metric if it preserves the scalar product, which is equivalent to the
condition : ∇̃g = 0 ⇔ Γεαβgεγ + gβεΓ

ε
αγ = ∂αgβγ.

It is symmetric if the torsion is null, which is equivalent to : Γαβγ = Γαγβ .
There is a unique affine connection which meets these two conditions : the
Lévy-Civita connection whose Christoffel coefficients are a function of the
first order partial derivatives of g.

From there if one takes g as the key variable, and imposes that Γ is de-
fined by some operator g → Γ which cannot depend on the choice of an
holonomic basis (it is a ”natural operator” in the categories parlance) the
unique first order solution is the Lévy-Civita connection (Kolar [14] 52.3).
A theorem by Utiyama says that if the lagrangian depends only on the
first derivatives of g it must factorize through the scalar curvature R. Addi-
tional algebraic conditions then lead for the lagrangian to the specification
: LG̟4 = a (R + Λ)

√
|det g|̟0 (with a cosmological constant Λ). So the

problem is fairly delimited and we are in the usual framework of General
Relativity.

If no relation is imposed a priori between g and Γ one has the so-called
Einstein-Cartan models (Trautman [27]). The compatibility between the
connection and the metric is an external constraint, and generally the con-
nection is not torsionfree.

28



In both cases the variational calculus can be done in an holonomic basis
(Soper [24]) or in an non-holonomic orthonormal basis. The latter method
(by ”tetrads”) has numerous variants (Wald [29]) but the use of an orthonor-
mal basis is mainly a way to simplify calculations which are always difficult.

2) In the alternate approach to the geometry let us assume that there
is a principal connection G on the principal bundle SM represented by its
connection 1-form Ĝ : SM → Λ1 (TM

∗; o(3, 1)) and its potential : G (m) =

Ĝ (ϕS (m, 1)) . Under a local jauge transformation ϕS (m, 1) → ϕS
(
m, h (m)−1)

(h varies with m) Ĝ changes as :

Ĝ(ϕS (m, h
−1))

= AdhĜ (ϕS (m, 1)) + L′
h (h

−1) (h−1 (m))
′

= AdhĜ (ϕS (m, 1))−R′
h−1 (h) (h (m))′

This connection induces a covariant derivative ∇̂ over the associated vec-
tor bundle GM . The covariant derivative of a section V =

∑
k V

k∂k of GM is
the 1-form :

∇̂V =
(
∂αV

i + (′(1)G (m) V )i
)
∂i ⊗ dxα

=
(
∂αV

i +
(∑6

a=1G
a
α [κ̃a]

i
j

)
V j
)
∂i ⊗ dxα

a) There is a one-one correspondance between principal connections
over GM and affine connections over TM.

Indeed the section V is a vector field V =
∑

k V
k∂k =

∑
α v

α∂α with
vα =

∑
k V

kOα
k and equating both derivatives :

∇̂V =
(
∂αV

i +
(∑6

a=1G
a
α [κ̃a]

i
j

)
V j
)
∂i ⊗ dxα

∇̃v =
(
∂αv

γ + ΓγαβV
j
)
∂γ ⊗ dxα

∇̂V = ∇̃v gives :
[
G̃α

]j
i
=
∑6

a=1G
a
α [κ̃a]

j
i = O′j

β ∂αO
β
i + ΓβαγO

′j
βO

γ
i which

can be written in matrix notation with [Γα] = [Γα]
γ
β

[Γα] =
(
[O]
[
G̃α

]
− [∂αO]

)
[O′] ⇔

[
G̃α

]
= [O′] ([Γα] [O] + [∂αO]) (4)

It is easy to check that conversely an affine connection defines uniquely a
potential, and from there a principal connection : in the gauge transformation
: ∂j → ∂̂j = Skj ∂k, [S] ∈ SO (3, 1) we have :

[O] →
[
Ô
]
= [O] [S]
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[
G̃α

]
→
[̂
G̃α

]

=
[
Ô′
] (

[Γα]
[
Ô
]
+
[
∂αÔ

])

= [S−1]
[
G̃α

]
[S]−[S−1] [O′] [∂αO] [S]+[S−1] [O′] [∂αO] [S]+[S−1] [O′] [O] [∂αS]

= AdS−1

[
G̃α

]
+ [S−1] [∂αS]�

b) A principal connection G is metric if the corresponding affine con-
nection is metric. The necessary and sufficient condition is that : gεγΓ

ε
αβ +

gβεΓ
ε
αγ = ∂αgβγ ⇔ ([g] [Γα])

t + [g] [Γα] = ∂α [g] . Let us show that it is met if

[Γα] =
(
[O]
[
G̃α

]
− [∂αO]

)
[O′] and [g] = [O′]t [η] [O′]

([g] [Γα])
t + [g] [Γα]

=
((

[O]
[
G̃α

]
− [∂αO]

)
[O′]
)t (

[O′]t [η] [O′]
)t
+[O′]t [η] [O′]

(
[O]
[
G̃α

]
− [∂αO]

)
[O′]

= [O′]t
[
G̃α

]t
[η] [O′]−[O′]t [∂αO]

t [O′]t [η] [O′]+[O′]t [η]
[
G̃α

]
[O′]−[O′]t [η] [O′] [∂αO] [O

′]

= [O′]t
([
G̃α

]t
[η]− [∂αO]

t [O′]t [η] + [η]
[
G̃α

]
− [η] [O′] [∂αO]

)
[O′]

= − [O′]t
(
[∂αO]

t [O′]t [η] + [η] [O′] [∂αO]
)
[O′]

where we used the fact that
[
G̃α

]
∈ o(3, 1) ⇔

[
G̃α

]t
[η] + [η]

[
G̃α

]
= 0

On the other hand we have :
∂α [g]
= [∂αO

′]t [η] [O′] + [O′]t [η] [∂αO
′]

= − [O′]t [∂αO]
t [O′]t [η] [O′]− [O′]t [η] [O′] [∂αO] [O

′]
= − [O′]t

(
[∂αO]

t [O′]t [η] + [η] [O′] [∂αO]
)
[O′] �

c) A principal connection G is symmetric is the corresponding affine
connection is symmetric. Which reads :

Γγαβ = Γγβα ⇔ [O]γi

[
G̃α

]i
j
[O′]jβ−[∂αO]

γ
i [O

′]iβ = [O]γi

[
G̃β

]i
j
[O′]jα−[∂βO]

γ
i [O

′]iα

[O]γi

([
G̃α

]i
j
[O′]jβ −

[
G̃β

]i
j
[O′]jα

)
= [∂αO]

γ
i [O

′]iβ − [∂βO]
γ
i [O

′]iα
[
G̃α

]k
j
[O′]jβ −

[
G̃β

]k
j
[O′]jα

=
∑

γ − [O′]kγ [O]
γ
i [∂αO

′]iβ + [O′]iα [O]
γ
i [∂βO

′]kγ
= − [∂αO

′]kβ + [∂βO
′]kα
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∀α, β, k :
[
G̃α

]k
j
[O′]

j
β −

[
G̃β

]k
j
[O′]

j
α = [∂βO

′]
k
α − [∂αO

′]
k
β (5)

3) In a consistent theory of fields the connection must be metric, to guaran-
tee that the scalar product is preserved along a geodesic. But the condition
that it is torsionfree is less obvious. There is no experimental evidence on
this issue (which could be a difficult one) and it seems better to keep the op-
tion open. Moreover the alternate approach, starting from a principal fiber
bundle, and orthonormal basis, leads logically to put the connection itself
as the key variable, and to deduce the metric from the orthonormal frames.
Indeed should the metric be measured, it could be done through the relation
:

gαβ=
∑

jk

ηjkOα
jO

β
k⇔ gαβ=

∑

jk

ηjkO
′j
αO

′k
β (6)

So we will keep the connection G and the matrix [O′] as key variables, the
metric g being a byproduct given by the relation above. It is clear that O’ is
determined within a matrix of SO(3,1) : the number of degrees of freedom
with g is 6 and 16 with O’, which leaves 10 degrees of freedom to fix a gauge
suiting the problem. It is one of the main advantage of the tetrad method,
and actually the chart which has been built previously already pre-empted
such a choice. With these assumptions the connection is metric, but not
necessarily symmetric.

4) I take the opportunity to introduce here some conventions and notations.

a) There is the irritating issue of the conventions about exterior product
and antisymmetric tensor products. For a clear definition of the algebras of
symmetric and antisymmetric tensors see Knapp ([12] A).

Here I use the following :
- I denote by (α1, ..αr) any set of r indexes (taken in the pertinent set),

and by {α1, ..αr} the set of r ordered indexes : α1 < α2.. < αr, by ǫ (α1, ..αr)
the quantity null if two of the indexes are equal, and equal to the signature
of (α1, ..αr) if not,
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- the exterior algebra ΛF of a vector space F is the set of anti-symmetric
tensors :

λ =
∑

(α1,..αr)
λα1...αre

α1 ⊗ ... ⊗ eαr with λα1...αr = ǫ (α1, ..αr)λs(α1...αr)

where (ei) is a basis of F
ΛF = ⊕n

r=0ΛrF notice that the field of scalars belong to ΛF
- ΛF becomes an algebra with the exterior product defined as :
u, v ∈ F : u ∧ v = u⊗ v − v ⊗ u
uk ∈ F : u1 ∧ u2... ∧ ur =

∑
(α1,..αr)

ǫ (α1, ..αr) uα1
⊗ uα2

...⊗ uαr

(u1 ∧ ... ∧ up) ∧ (up+1 ∧ ... ∧ up+q)
=
∑

(α1,..αp+q)
ǫ (α1, ..αp+q) uα1

⊗uα2
...⊗uαp+q

= u1∧...∧up∧up+1∧...∧up+q
In the antisymmetrization process I do not use the factor 1/r!.
- if (ei)

n
i=1 is a basis of F, the set eα1 ∧ ... ∧ eαr of ordered products is a

basis for ΛrF and an antisymmetric tensor :
λ =

∑
(α1,..αr)

λα1...αre
α1 ⊗ ...⊗ eαr

=
∑

{α1,..αr}
λ{α1...αr} (

∑
s ǫ (α1, ..αr) e

α1 ⊗ ...⊗ eαr)

=
∑

{α1,..αr}
λ{α1...αr}e

α1 ∧ ... ∧ eαr

and we have to pay heed to :∑
(α1,..αr)

λα1...αre
α1 ∧ ... ∧ eαr = (r!)

∑
{α1,..αr}

λ{α1...αr}e
α1 ∧ ... ∧ eαr

- with these conventions the exterior product of the p antisymmetric
tensor λp and the q antisymmetric tensor µq is :

λp ∧ µq =
∑
λ{α1...αp}µ{β1...βq}e

α1 ∧ ... ∧ eαp ∧ eβ1 ∧ ... ∧ eβq
This product is associative and λp ∧ µq = (−1)pq µq ∧ λp

b) I will denote :
̟0 the 4-form derived from a holonomic chart : ̟0 = dx0∧dx1∧dx2∧dx3
so ̟0 =

∑
α1α2α3α4

ǫ (α1, α2, α3, α4) dx
α1 ⊗ dxα2 ⊗ dxα3 ⊗ dxα4

The volume form deduced from a metric g is the following :

̟4=(detO′)dx0∧dx1∧dx2∧dx3= ∂1∧∂2∧∂3∧∂4 (7)

The volume form on a manifold endowed with a metric g is defined as the
4-form such that an orthonormal basis has volume 1:

̟4 = ̟4;0123dx
0 ∧ dx1 ∧ dx2 ∧ dx3

̟4 (∂1, ∂2, ∂3, ∂4)
= ̟4;0123 (dx

0 ∧ dx1 ∧ dx2 ∧ dx3) (∂1, ∂2, ∂3, ∂4)
=
∑

α1α2α3α4
ǫ (α1, α2, α3, α4)̟4;0123 (dx

α1 ⊗ dxα2 ⊗ dxα3 ⊗ dxα4) (∂1, ∂2, ∂3, ∂4)
= ̟4;0123

∑
α1α2α3α4

ǫ (α1, α2, α3, α4)O
α1

1 O
α2

2 O
α3

3 O
α4

4 = ̟4;0123 detO = 1
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⇒ ̟4 = (detO′) dx0 ∧ dx1 ∧ dx2 ∧ dx3
Indeed we know that the volume form is̟4 =

√
|det g|dx0∧dx1∧dx2∧dx3

and we have :
[η] = [O]t [g] [O] ⇒ (det [O])2 det [g] = −1
⇒ det [g] = − 1

(det[O])2
= − (detO′)2 ⇒

√
|det g| = |detO′|

The orthonormal bases are direct, so |detO′| = detO′

The volume form can be expressed in the orthonormal basis :
̟4 = ̟̂ 4∂

0 ∧ ∂1 ∧ ∂2 ∧ ∂3 =∑i1i2i3i4
ǫ (i1, i2, i3, i4) ̟̂ 4∂

i1 ⊗ ∂i2 ⊗ ∂i3 ⊗ ∂i4

and
̟4 (∂0, ∂1, ∂2, ∂3) = ̟̂ 4

∑
i1i2i3i4

ǫ (i1, i2, i3, i4) ∂
i1⊗∂i2⊗∂i3⊗∂i4 (∂0, ∂1, ∂2, ∂3)

= ̟̂ 4

∑
i1i2i3i4

ǫ (i1, i2, i3, i4) δ
i1
0 δ

i2
1 δ

i3
2 δ

i4
3 = ̟̂ 4 det I4 = 1�

c) The partial derivative of the determinant is computed as follows :

∂α
√

|det g| = ∂α detO
′ =
∑

λ,µ

(
ddet[O′]

d[O′]λµ

)
∂α [O

′]λµ

For any invertible matrix M one has : ddetM
dM i

j

= [M−1]
j
i detM (the order

of the indexes matters)
ddet[O′]

d[O′]λµ
= [O]µλ (det [O

′])

∂α
√

|det g| = ∂α det [O
′] =

∑
λ,µ [O]

µ
λ (det [O

′]) ∂α [O
′]λµ = (det [O′]) Tr ([O] [∂αO

′])

∂α
√
|det g| = (det [O′]) Tr ([O] [∂αO

′]) (8)

Notice also the identity : ∂
∂O′i

α
=

∂Oλ
j

∂O′i
α

∂
∂Oλ

j

= −Oλ
i O

α
j

∂
∂Oλ

j

3.3 The other force fields

We shall be brief as we do not try to specify the force fields considered. The
action of the force fields (other than gravitation) is represented through a

principal connection A over UM , its connection form denoted Â : UM →
Λ1 (TM

∗;T c1U) and its potential À = Â (ϕU (m, 1U)) . Notice that the con-
nection is valued in the complexified of the Lie algebra.

3.4 The fiber bundle of force fields

1) Both G and A can be defined as principal connection over QM . As
equivariant connections they are essentially defined through their form, which
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transforms in a gauge transformation as :
q (m) = ϕQ (m, (1, 1)) → q̃ = ϕQ

(
m, (s, u)−1)

G = Ĝ (ϕQ (m, (1, 1))) =
∑

a,αG
a
αdx

α ⊗−→κ a

→ G̃ =
˜̂
G
(
ϕQ
(
m, (s, u)−1)) =∑α

(
Adµ(s)

∑
a

(
Ĝα
α − κaα

)−→κ a

)
⊗ dxα

À =
̂̀
A (ϕQ (m, (1, 1))) =

∑
a,α À

a
αdx

α ⊗−→
θ a

→ ˜̀
A =

˜̂̀
A
(
ϕQ
(
m, (s, u)−1)) =∑α

(
Adu

∑
a

(
̂̀
A
α

α − θaα

)−→
θ a

)
⊗ dxα

where
−→κ α = κaα

−→κ a ∈ o(3, 1) : dµ(s)
dx

= L′
µ(s)(1)κ

a
αdx

α ⊗−→κ a
−→
θ α = θaα

−→
θ a ∈ T c1G : du

dx
= L′

u(1)θ
a
αdx

α ⊗−→
θ a

(̂̀
A, Ĝ

)
→
(̃̂̀
A, Ĝ

)
=
(
Adµ(s)

(
Ĝα −−→κ α

)
dxα, Adu

(̂̀
Aα − θα

)
dxα
)

Similar to the vector bundle describing the states of particles, there is a
fiber bundle describing the fields. But the relations above are affine and not
simply linear, so this fiber bundle is an affine bundle and not a vector bundle.

2) From the linear representations (o(3, 1), Ad) , (T1U,Ad) of the groups
Spin(3,1),U over their own algebra one builds the associated vector bundle :
FM = QM ×Spin(3,1)×U (o(3, 1)× T1U) :

ϕF (m, (1Spin, 1U)) =
(−→κ (m) ,

−→
θ (m)

)

∼ ϕF
(
m, (s, u)−1) =

(
Ads

−→κ (m) , Adu
−→
θ (m)

)

A local basis of this vector bundle is given by a couple of vectors(−→κ a (m) ,
−→
θ b (m)

)

This real vector bundle can be extended to a half-complexified vector
bundle to accomodate T c1U.

3) The 1-jet extension J1FM of this vector bundle is a fiber bundle coor-
dinated by :

(
xα,
(
κa, θb

)
,
(
κaα, θ

b
β

))
. It is a vector bundle if restricted to the

first two coordinates, meaning the bundle J1FM → M , and an affine bundle
with the last coordinate J1FM → FM .

Sections of the latter bundle can be seen as 1-form over M valued in FM :(
xα,
(
κaα (m) , θbβ (m)

))
↔
(
κaα (m) dxα ⊗−→κ a (m) , θbβ (m) dxα ⊗−→

θ b (m)
)

Force fields are described by connections and defined by their potential
which are 1-forms over M valued in the Lie algebras. There is a one-one cor-
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respondance between principal connections over QM and equivariant sections
over the affine bundle J1FM → FM (Kolàr [14] IV.17).

3.5 The covariant derivative over EM

1) The principal connections (G,A) over QM induces a covariant derivative
denoted ∇ acting on sections of the associated vector bundle EM :

∇ψ = ∇ (q, ψijei ⊗ fj)

∇ψ =
(
∂αψ

ij + ϑ′(1Spin(3,1), 1U)
(
Gα, Àα

)
ψ
)
dxα ⊗ ei (m)⊗ fj (m)

where :
ϑ′(1Spin(3,1), 1U)

(
Gα, Àα

)
ψ

=
∑4

j=1

∑m
j=1

(∑4
k=1

∑6
a=1G

a
α [∂aρ ◦Υ(1)]ik ψ

kj +
∑m

k=1

∑
b À

b
α [∂bχ (1)]

j
k ψ

ik
)

the index b running over the dimension of U.

∇ψ =
∑(

∂αψ
ij +Ga

α [∂aρ ◦Υ′(1)]ik ψ
kj + Àaα [∂aχ (1)]

j
k ψ

ik
)
dxα⊗ ei⊗ fj

It has the following properties :
∀ψ ∈ Λ0 (EM) , ∀X, Y ∈ TM, ∀λ, µ ∈ R, f ∈ C(M ;R) :
∇λX+µY ψ = λ∇Xψ + µ∇Xψ;∇fXψ = f∇Xψ;
∇ (fψ) = f (∇ψ) + (dMf)⊗ ψ
In a gauge transformations we get :

ψ = (q, ψijei ⊗ fj) ≃
(
q (s, u)−1 , ψ̃klek ⊗ fl

)

ψij → ψ̃ij = [ρ (s)]il [χ (g)]
j
m ψ

lm

Gα → G̃α = Ads (Bα − ζα)

Àα → ˜̀
Aα = Adg

(
Àα − ξα

)
(
q (s, u)−1 , ψ̃klek ⊗ fl

)

≃
(
q,

(
∂αψ

ij + [ρ ◦Υ′(1)Gα]
i
k ψ

kj +
[
χ′ (1) Àα

]j
k
ψik
)
dxα ⊗ ei ⊗ fj

)

Notation 3 :

ψ is a tensor, that will be conveniently represented as a matrix 4xm (it

is not square) : [ψ] = [ψij]
i=0..3
j=1..m

We have previously seen the square 4x4 matrices :[κa] = (ρ ◦Υ)′ (1) (̂ (−→κ a)) .
We will denote the square 4x4 matrices :

∑4
a=1 [κa]G

a
α = [Gα]. Notice that[

G̃α

]
=
∑

a [κ̃a]G
a
α ∈ o(3, 1)
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χ′(1) : T c1U → LC (W ;W ) is a complex linear map. ∂aχ (1G) ∈ LC (W ;W )
is represented with the (fk) basis by a square mxm matrix with complex coef-

ficients. We will denote the square mxm matrices : ∂aχ (1G) = χ′ (1G)
−→
θ a =

[θa].and
∑

a [θa] À
a
α =

[
Àα

]
. The (W,χ) representation being unitary :

χ′(1) = −χ′(1)∗ and [θa] = − [θa]
∗ .

∇ψ =
∑

αijk

(
∂αψ

ij + [κa]
i
kG

a
αψ

kj + [θa]
j
k À

a
αψ

ik
)
dxα⊗ ei (m)⊗ fj (m) (9)

So the covariant derivative reads in matrix notation :

[∇αψ] = [∂αψ] + [Gα] [ψ] + [ψ]
[
Àα

]t
(10)

3) The covariant derivative gives a parallel transport over EM along a path
m(t) in M with the condition : ∇m′(t)ψ (m (t)) = 0. Practically the observer
must stay in a path such that the effects of external fields do not change.
Or equivalently two different observers proceeding to the same experiment in
similar conditions with a test particle shall get equivariant measures. So, in
principle, there is a way for these two obervers to calibrate their instruments,
that is to know where their basis ei (m)⊗fj (m) stand relatively to each other.

4) The covariant derivative acts on the section ψ, the kinematic and the
physical characteristics. But as a 1-form on M it acts on the velocity, which
a vector in TqM. All these actions are local and linear, as expected. We will
have a better look at the mechanisms involved in the 4th part, until then we
will stay at a general level.

3.6 Interaction Field/Field

The force fields interact with each other. At this step we will not enter
into a precise description of the mechanisms involved, but just introduce one
key ingredient : the curvature. In the principle of least action picture we
need derivatives of the various quantities. For the states of particles which
are sections of associated bundle that is the covariant derivative. The force
fields are described as potential (G,À), which are 1-form over M, so we need
some kind of covariant derivative for forms.
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3.6.1 Exterior covariant derivative on principal bundles

The force fields are fully described in the principal bundle picture, so only
these bundles are involved here.

1) The bracket of forms on M valued in a Lie algebra is defined as follows :
λ ∈ Λp (M ;T1U) , µ ∈ Λq (M ;T c1U)

→ [λ, µ] =
∑

a,b,cC
a
bcλ

b ∧ µc ⊗−→
θ a ∈ Λp+q (M ;T1U

c)
λ ∈ Λp (M ; o(3, 1)) , µ ∈ Λq (M ; o(3, 1))
→ [λ, µ] =

∑
a,b,cG

a
bcλ

b ∧ µc ⊗−→κ a ∈ Λp+q (M ; o(3, 1))
where Ca

bc, G
a
bc are the structure coefficients of the algebras (they are real

numbers in both cases).
The exterior covariant derivative of a p-form on M valued in the Lie

algebra is defined as :

λ ∈ Λp (M ;T c1U) : ∇eλ = dMλ+
[
À, λ

]

λ ∈ Λp (M ; o(3, 1)) : ∇eλ = dMλ+ [G, λ]
where dMλ is the usual exterior derivative of the p-form on M.

2) The potential is a 1-form, so one can compute its exterior covariant
derivative :

FA = ∇eÀ = dV

(
À
)
+
[
À, À

]
T1U

∈ Λ2 (M ;T c1U)

FG = ∇eG = dV (G) + [G,G]o(3,1) ∈ Λ2 (M ; o(3, 1))
They are 2-forms valued in the Lie algebra, expressed in components as :

FA =
∑

{α,β},aFa
A{αβ}dx

α ∧ dxβ ⊗−→
θ a

with Fa
Aαβ = ∂αÀ

a
β − ∂βÀ

a
α +

∑
bc C

a
bcÀ

b
αÀ

c
β

FG =
∑

{α,β},aFa
G{αβ}dx

α ∧ dxβ ⊗−→κ a

with Fa
Gαβ = ∂αG

a
β − ∂βG

a
α +

∑
bcG

a
bcG

b
αG

c
β

and the usual notation {α, β} for an ordered set of indexes.
Their exterior covariant derivative is null : ∇eFA = 0;∇eFG = 0
In a gauge transformation these forms transform as :
FA

(
q (m) (s, u)−1) = AduFA (q (m))

FG

(
q (m) (s, u)−1) = AdsFG (q (m))

The definitions and names for these quantities vary in the litterature. We
will call them, in these definitions, the curvature forms.

37



3) They are the quantities (and possibly their derivatives) which should
be put in the lagrangian to account for the interactions between force fields.
In General Relativity it is usual to use the Riemann tensor and the scalar
curvature at this effect, so it is useful to see how these quantities are related
to our curvature forms. As previously with affine connections and principal
connexions the link goes through the associated vector bundle.

3.6.2 Covariant exterior derivative on associated vector bundle

1) For any covariant derivative ∇ on a vector bundle GM
2 there is a unique

extension as a linear operator
∇e : Λr(M ;GM ) → Λr+1(M ;GM ) on the forms valued in GM , such that

:
∀λ ∈ Λr(M ;R), π ∈ Λr(M ;GM ) : ∇e (λ ∧ π) = (dMλ)⊗π+(−1)rλ∧∇eπ
It is defined (Husemoller [10] 19.2) by :
π ∈ Λr(M ;GM ) : π =

∑
i

∑
{α0...αr−1}

πi{α0...αr−1}
dxα0 ∧ ..∧ dxαr−1 ⊗ ∂i (m)

∇eπ =
∑

i,α

∑
{α0...αr−1}

(
∂απ

i
{α0...αr−1}

+
[
G̃α

]i
k
πk{α0...αr−1}

)
dxα ∧ dxα0 ∧

..dxαr−1 ⊗ ∂i (m)

⇔ ∇eπ =
∑

i

(
dMπ

i +
∑

k

(∑
α

[
G̃α

]i
k
dxα
)
∧ πk

)
⊗ ∂i where dM is the

usual exterior differential on M.

2) If one applies two times this operator on the same form :

∇2
eπ =

(∑
k [̥]ik ∧ πk

)
⊗ ∂i

where ̥ = ′ (1) (FG) =
∑

α<β

∑
a Fa

G{αβ} [κ̃a] dx
α ∧ dxβ is a 2-form on

M valued in the linear maps over GM and represented in the canonic basis
of R4 by matrices of o(3,1). ̥ is nothing other than the curvature form FG

expressed in the orthonormal basis :
̥ = 1

2

∑
αβ

∑
aFa

Gαβ [κ̃a] dx
α ∧ dxβ =

∑
{ij}kl̥

l
{ij}k∂

i ∧ ∂j ⊗ ∂k ⊗ ∂l

with ̥l
ijk =

∑
aαβ Fa

Gαβ [κ̃a]
l
k O

α
i O

β
j ⇔

∑
aαβ Fa

Gαβ [κ̃a]
l
k =

∑
̥l
ijkO

′i
αO

′j
β

It can be shown that ∇e̥i = 0 where
̥i =

∑
a{αβ}Fa

Gαβ [κ̃a]
j
i dx

α ∧ dxβ ⊗ ∂j

2We take here the GM associated vector bundle but the procedure is general
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3) The same calculation can be done with any covariant derivative on a
vector bundle. With an affine connection on TM defined by the Christofell
coefficients Γβαγ one gets :

∇e

(∑
α,{α1...αr}

πα{α1...αr}
(dxα1 ∧ ... ∧ dxαr)⊗ ∂α

)

=
∑

α

(
dπα +

∑
β

(
Γαγβdx

γ
)
∧ πβ

)
⊗ ∂α

∇2
e

(∑
α,{α1...αr}

πα{α1...αr}
(dxα1 ∧ ... ∧ dxαr)⊗ ∂α

)

=
∑

α

∑
β

(
d
(
Γαγβdx

γ
)
+
(∑

γ

(
Γαλγdx

λ
)
∧
(
Γγµβdx

µ
)))

∧ πβ ⊗ ∂α

The quantity∑
α

∑
β

(
d
(
Γαγβdx

γ
)
+
(∑

γ

(
Γαλγdx

λ
)
∧
(
Γγµβdx

µ
)))

⊗ ∂α

=
∑

αβ

∑
γ<η R

α
{γη}βdx

γ ∧ dxη ⊗ dxβ ⊗ ∂α i
is the Riemann tensor : Rα

γηβ = ∂γΓ
α
ηβ − ∂ηΓ

α
γβ + ΓαγεΓ

ε
ηβ − ΓαηεΓ

ε
γβ which

can be seen as the curvature form of the affine connection and
∇2
e (π) =

∑
αβ

∑
γ<η R

α
{γη}β ∧ πβ ⊗ ∂α.

From the Riemann tensor one deduces the Ricci tensor :
Ricγβdx

γ ⊗ dxβ = dxα (R (∂η)) :: Ricαβ =
∑

γ R
γ
αγβ

Notice that these calculations can be done without any reference to a
metric.

Now with a metric g there is the scalar curvature : R =
∑

αβ g
αβRicαβ

The Ricci tensor is symmetric if the connection is symmetric, but the
scalar curvature has a unique definition :

R = 1
2

∑
αβ g

αβ (Ricαβ +Ricβα) =
1
2

(∑
αβ g

αβRicαβ + gαβRicβα

)

= 1
2

(∑
αβ g

αβRicαβ + gβαRicβα

)
=
∑

αβ g
αβRicαβ

4) We have seen previously that for a principal connection there is a unique

affine connection with [Γγ] =
(
[O]
[
G̃γ

]
− ∂γ [O]

)
[O′] from which one can

compute as above from the connection G : :

the Riemann tensor : [Rγη]
= ∂γ [Γη]− ∂η [Γγ ] + [[Γγ] , [Γη]] .

= [O]
([
∂̃γGη

]
−
[
∂̃ηGγ

]
+
[
G̃γ

] [
G̃η

]
−
[
G̃η

] [
G̃γ

])
[O′]

− [O]
[
G̃η

]
[O′] [∂γO] [O

′]+[O]
[
G̃η

]
[O′] [∂γO] [O

′]+[O]
[
G̃γ

]
[O′] [∂ηO] [O

′]

− [O]
[
G̃γ

]
[O′] [∂ηO] [O

′] + [∂ηO] [O
′] [∂γO] [O

′]− [∂ηO] [O
′] [∂γO] [O

′]
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− [∂γO] [O
′] [∂ηO] [O

′] + [∂γO] [O
′] [∂ηO] [O

′]

[Rγη] = [O]
[
F̃Gγη

]
[O′]

So the Riemann tensor associated to the connection G is :
Rη
αβγ =

∑
ij O

η
i [FGαβ]

i
j O

′j
γ ⇔ [FGαβ]

i
j = Rη

αβγO
′i
ηO

γ
j

that is the tensor ̥, which is the curvature form expressed in the or-
thonormal basis.

the Ricci tensor : Ric =
∑

αβ Ricαβdx
α⊗dxβ =

∑
ijγ O

γ
i

[
F̃Gαγ

]i
j
O′j
β dx

α⊗
dxβ

Ricαβ =
∑

ijγ

[
F̃Gαγ

]i
j
Oγ
i O

′j
β =

∑
aijγ [κ̃a]

i
j O

γ
i O

′j
βFa

Gαγ

=
∑

ijγ (δ
ipaδjqa − δiqaηjpa)O

γ
i O

′j
βFa

Gαγ

=
∑

ijγ

(
Oγ
paO

′qa
β − ηpapaO

γ
qaO

′pa
β

)
Fa
Gαγ

In the orthonormal frame the Ricci tensor from the connection G: Ricij =∑
kαγ [FGαγ]

k
j O

α
i O

γ
k =

∑
k ̥

k
ikj

the scalar curvature : With the metric defined as : gαβ = ηklOα
kO

β
l :

R =
∑
ηklOα

kO
β
l

[
F̃Gαγ

]i
j
Oγ
iO

′j
β =

∑
ηkj
[
F̃Gαβ

]i
j
Oβ
i O

α
k

=
∑

aαβij Fa
Gαβ ([κ̃a] [η])

i
j O

β
i O

α
j =

∑
αβij Fa

Gαβ (δ
ipaδjqa − δiqaδjpa)O

β
i O

α
j

=
∑

aαβ Fa
Gαβ

(
Oβ
paO

α
qa −Oβ

qaO
α
pa

)
= 2

∑
a,α<β Fa

Gαβ

(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)

R =
∑

aαβ

Fa
Gαβ

(
Oβ
paO

α
qa −Oβ

qaO
α
pa

)
= 2

∑

a,α<β

Fa
Gαβ

(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
(11)

In the orthonormal frame :
R = 1

2

∑
aklαβ

(
̥q
pqjη

pj +̥q
pqjη

jp
)
=
∑

pqj ([̥pq] [η])
q
p =

∑
ijk [̥ (∂p, ∂q)]

q
j η

jp

=
∑

i [̥ (∂1, ∂i)]
i
1 + [̥ (∂2, ∂i)]

i
2 + [̥ (∂3, ∂i)]

i
3 − [̥ (∂0, ∂i)]

i
0

If the connection G is symmetric this scalar curvature will be identical
to the usual quantity computed from g.

This quantity is preserved by a gauge transformation.
[O] → [O] [µ (s)]−1

[
F̃Gαγ

]
→ Adµ(s)

[
F̃Bαγ

]
= [µ (s)]

[
F̃Gαγ

]
[µ (s)]−1

∑
[O]γi

[
F̃Gαγ

]i
j
ηkj [O]αk
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→
∑

[O]γa
[
µ (s)−1]a

i
[µ (s)]ib

[
F̃Gαγ

]b
c

[
µ (s)−1]c

j
[η]kj [O]

α
d

[
µ (s)−1]d

k

=
∑

[O]γa

[
F̃Gαγ

]a
c
[O]αd

[
µ (s)−1]d

k
[η]kj

[(
µ (s)−1)t]j

c

=
∑

[O]γa

[
F̃Gαγ

]a
c
[O]αd η

dc

where we use the property of
[
µ (s)−1] ∈ SO(3, 1)�

3.6.3 Torsion

While we are in these calculations I take the opportunity to introduce the
torsion tensor and the structure coefficients which will be useful later on.

1) The fundamental form is the 1-form on M valued in GM :

Θ =

3∑

i=0

∂i ⊗ ∂i =
∑

iα

O′i
αdx

α ⊗ ∂i ∈ Λ1 (M ;GM) (12)

This is a purely geometric quantity, independant from any connection.

2) The components of its exterior derivative dMΘ are the structure coeffi-
cients cilk = [∂l, ∂k]

i of the algebra of vectors in the basis ∂i (the brackets are
the commutators of the vector fields ∂i = Oα

i ∂α) :

cilk= [∂l, ∂k]
i=
∑

αβ

O′i
β

(
Oα
l ∂αO

β
k −Oα

k∂αO
β
l

)
(13)

dΘ =
∑

r

∑
α,β (∂βO

′r
α ) ∂

β ∧ ∂α ⊗ ∂r
=
∑

r

∑
p,q c

r
pq∂

p ∧ ∂q ⊗ ∂r = 2
∑

r

∑
p<q c

r
pq∂

p ∧ ∂q ⊗ ∂r
We have crpq = −crqp so it is convenient to choose an order for the indexes.

Using the correspondance between the indexes in the basis of o(3,1) and the
couples (p,q) (see table 1) we will denote :

a = 1..6, r = 0, ..3 : cra = crpaqa : (14)

cr1 = cr32, c
r
2 = cr13, c

r
3 = cr21, c

r
4 = cr01, c

r
5 = cr02, c

r
6 = cr03 (15)

With this notation we have : dΘ = 2
∑6

a=1

∑3
r=0 c

r
a∂

pa ∧ ∂qa ⊗ ∂r
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3) The exterior covariant derivative of Θ is :

∇eΘ =
∑

r

(
dMΘr +

∑
i

((∑
α

[
G̃α

]r
i
dxα
)
∧Θi

))
⊗ ∂r

=
(
dM (

∑
αO

′r
α∂

α) +
∑

i

((∑
α

[
G̃α

]r
i
dxα
)
∧
(∑

β O
′i
β∂

β
)))

⊗ ∂r

=
∑

r

(∑
αβ

(
∂αO

′r
β +

[
G̃α

]r
i
O′i
β

)
dxα ∧ dxβ ⊗ ∂r

)

= 2
∑

rγ

∑
α<β

(
∂αO

′r
β − ∂βO

′r
α +

[
G̃α

]r
i
O′i
β −

[
G̃β

]r
i
O′i
α

)
Oγ
rdx

α∧dxβ⊗∂γ
Expressed with [Γα] =

(
[O]
[
G̃α

]
− [∂αO]

)
[O′] it gives:

∇eΘ =
∑

α<β

(
Γγαβ − Γγβα

)
dxα ∧ dxβ ⊗ ∂γ

which is the usual torsion 2-form of the affine connection associated to
G. This connection is symmetric iff ∇eΘ = 0 and we have the relation :
∇2
eΘ = ̥ ∧Θ.

4) The torsion tensor can be expressed as :

∇eΘ = dΘ+
∑

iαβr

([
G̃α

]r
i
O′i
β

)
dxα ∧ dxβ ⊗ ∂r

with dΘ = 2
∑

r

∑
p<q c

r
pq∂

p ∧ ∂q ⊗ ∂r = 2
∑6

a=1

∑3
r=0 c

r
a∂

pa ∧ ∂qa ⊗ ∂r
and∑

iαβr

([
G̃α

]r
i
O′i
β

)
dxα ∧ dxβ ⊗ ∂r

=
∑

αβijkr

[
G̃α

]r
i
O′i
βO

α
j O

β
k∂

j ∧ ∂k ⊗ ∂r

=
∑

r

∑
ij

[
G̃j

]r
i
∂j ∧ ∂i ⊗ ∂r

=
∑6

a=1

∑3
r=0

([
G̃pa

]r
qa
−
[
G̃qa

]r
pa

)
∂pa ∧ ∂qa ⊗ ∂r

=
∑6

a=1

∑3
r=0 T

ar∂pa ∧ ∂qa ⊗ ∂r

with :
[
G̃j

]
=
∑

α

[
G̃α

]
Oα
j .

The table T ar indexed on a and r is computed with [κ̃a]
i
j = (δipaδjqa − δiqaηjpa)

:

TABLE 2: T ar =
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


a \ r p q 0 1 2 3
1 3 2 −G6

2 +G5
3 −G2

2 −G3
3 G1

2 G1
3

2 1 3 G6
1 −G4

3 G2
1 −G1

1 −G3
3 G2

3

3 2 1 −G5
1 +G4

2 G3
1 G3

2 −G1
1 −G2

2

4 4 1 G4
0 −G4

1 −G5
1 +G3

0 −G2
0 −G6

1

5 4 2 G5
0 −G4

2 −G3
0 −G5

2 G0 −G6
2

6 4 3 G6
0 G2

0 −G4
3 −G1

0 −G5
3 −G6

3




and we have :
∇eΘ =

∑
r,a (2c

r
a + T ar) ∂pa ∧ ∂qa ⊗ ∂r

It should be noticed that the torsion, as the scalar curvature, are re-
lated to a connection : they are not some geometrical properties of the
manifold M. They are computed composed either with

(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)

or O′r
β

(
Oα
pa∂αO

β
qa −Oα

qa∂αO
β
pa

)
which are pure geometrical quantities. As a

manifold there are topological obstructions to the existence of a structure of
principal fiber bundle, but given a fiber bundle there is no unique compatible
connection. Indeed according to General Relativity the connection is fixed
through interactions with the content (matter and fields) of the universe. As-
suming that there is some intrinsic scalar curvature or torsion of the universe
would state that the vacuum has an pre-existing physical structure.

3.6.4 Remark

In the tetrad method it is usual to introduce the quantities called :

a) the 1-connection 1-form : Ω : Ωij =
[
G̃j

]i
k
∂k ∈ Λ(M ;L(n))

b) the 2-form torsion : T i =
1

2
T ijk∂

jΛ∂k =
∑

{jk} T
i
jk∂

jΛ∂k;

T ijk = T (∂j, ∂k)∂
i =

[
G̃j

]i
k
−
[
G̃k

]i
j
− cijk

c) the 2-form curvature : Ri
j =

1

2
Ri
jkl∂

kΛ∂l =
∑

{kl}R
i
jkl∂

kΛ∂l = ̥

And the following relations :
Cartan’s structure equations :
d∂i + ΩijΛ∂

j = T i ⇔ T = ∇eΘ
dΩij + ΩikΛΩ

k
j = Ri

j ⇔ FG = ∇eG
Bianchi’s identities :
dT a + ΩajΛT

j = Ra
jΛ∂

j ⇒ dT a∂a + Ωaj∂aΛT
j∂j =

(
Ra
j∂

j ⊗ ∂a
)
Λ∂j ⇔

∇eT = ̥ ∧Θ = ∇2
eΘ
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dRa
j + ΩacΛR

c
j = Ra

cΛΩ
c
j ⇔ ∇eR = ∇2G = ̥ ∧G
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Part II

LAGRANGIAN

4 PRINCIPLES

4.1 The point particle issue

1) The system is described at each time t by the following quantities, mea-
sured on the hypersurface S(t) :

- the geometry: the matrix [O (m)] or equivalently the fundamental form
Θ

- the state of the N particles : ψn (qn (t)) ∈ EM located a some point
qn (t) ∈ S (t)

- the potential of the gravitation G and the other fields À on S(t)
For the complex variables the complex conjugate should also be involved.

The lagrangian is a real function, R-differentiable but not C-differentiable
: if it was holomorphic the partial derivatives with the conjugate variables
would be null. So we must consider separately the real and the imaginary
part.

Let us denote all these variables zj where j runs over all the variables and
their coordinates. The lagrangian should also include their partial derivatives
: ∂zi

∂xα
. As the interactions are described by first order connections it is sensible

to limit these partial derivatives to the first order also.
A general field model shall cover both the ”vacuum” - no particles - and

the ”free particles” - no force fields - cases. So the action can be split in
one part denoted SM addressing particles and interacting fields, and another
part SF addressing the interacting fields only. ψ and its derivatives figure in
the SM part only.

2) The concept of point particle raises many difficulties in field theories.
They arise for the determination of the Lagrange equations (Poisson [21])
and the trajectories (Quinn [22]). There are some ways to circumvent these
problems, but they are rather cumbersome and involve methods with which
one cannot be fully comfortable (such as fields propagation coming from the
future). In fact these issues appear in the case of a single particle interacting
with its own field, which is a simple model, but perhaps an unphysical one.
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Without pretending to settle this issue I assume that the force fields are well
defined sections of the bundle J1FM and the action SF reads :

SF =
∫
Ω
LF

(
Ga
α, ∂βG

a
α,Re À

a
α,Re ∂βÀ

a
α, Im Àaα, Im ∂βÀ

a
αz

i (m) , O′i
α, ∂βO

′i
α

)
̟4

with some real valued function LF . Notice this is ̟4 in the integral (̟4 =√
|det g|̟0)

3) The action SM should be some integral like :
SM =

∑Nt

k=1∫ T
0
LM

(
vαk (t) ,Reψ

ij
k (t) , Imψijk (t) ,Re ∂αψ

ij
t (t) , Im ∂αψ

ij
k (t) ,Re Àaα (qk (t)) , ...

)
dt

with the sum over the Nt particles present at t, their trajectories qk (t)
within Ω and their velocities : vk (t) =

dqk
dt
.

It is assumed that Ω is large enough so that any particle entering into the
system stays within, or changes into another one (which is just a change of
the value of ψ) or is annihiliated : there is no particle leaving or entering Ω
during the whole period of observation [0,T] except at t=0 or t=T. Conversely
particles can be created ”from the vacuum”.

4) Let us consider first the case where all the particles live over [0,T]. If the
problem has a ”well posed” initial value formulation, that we will assume,
the principle of least action leads to equations such that the trajectories qk (t)
are uniquely determined from the initial values, notably the positions ak of
the particle k at t=0. Implementing a classical method attributed to Low,
one can therefore assume that there is some function f̂ : S(0) × [0, T ] → Ω
such that the particle positioned at t=0 in a ∈ S (0) is at the time t at :

q = f̂ (a, t) ∈ S(t). Of course the function f̂ depends itself on all the initial
values, and is part of the variables to be entered in the model. This is a strong
assumption indeed, as there is only one function for the whole system. The
trajectory of the particle k is : qk (t) = f̂ (ak, t) with the constant ak and its

relative velocity is : vk =
∂f̂(ak ,t)

∂t
.

Let us precise a key point : the value of the variables and their derivatives
are taken in q = f̂ (a, t), so :

zi = zi
(
f̂ (a, t)

)
, ∂αz

i = ∂αz
i (q) = ∂zi

∂xα
(q) 6= ∂zi

∂f̂

∂f̂
∂xα

.

With these assumptions the action reads :

SM =
∑N

k=1

∫ T
0
LM

(
∂f̂(ak ,t)

∂t
, zi
(
f̂(ak, t)

)
, ziα

(
f̂(ak, t)

))
dt
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5) S(0) is a relatively compact riemanian manifold, so it is geodesically

complete and there is a unique Green function Ñ : S(0) × S(0) → R such
that :

∀u ∈ L2 (S(0)) , u|∂S(0) = 0 :∫
S(0)

(
∆aÑ(y, a)

)
u (a)̟3 (a) =

∫
S(0)

Ñ(y, a)∆u (x)̟3 (a) = −u(y)
where ̟3 is the induced euclidian metric on S(0) and ∆ = div ◦∇ is the

Laplace-Beltrami operator on S(0), incorporating ̟3 (Grigor’yan [6]). Ñ is

smooth outside x=y and belongs to L2(S(0)). It is symmetric : Ñ(a, y) =

Ñ(y, a) ,positive on S(0) and null on ∂S (0). If S(0) is not too exotic Ṽ is
proportional to

∫∞

d(a,y)
sds

V (a,s)
where V(a,s) is the volume of the geodesic ball

centered in x. Ñ is fully defined by S(0) and the induced metric on S(0). So
it is a fixed function in our problem.

The quantity φ (y) =
∫ T
0
LM

(
∂f̂(y,t)
∂t

, zi
(
f̂(y, t)

)
, ziα

(
f̂(y, t)

))
dt is a

function of y ∈ S(0), null on ∂S(0) if there is no particle on the rim at
t=0, and we can reasonably assume that φ (x) ∈ L2 (S (0)). So we can write
:

−φ (y) =
∫
S(0)

∆xÑ (y, a)φ (a)̟3 (a)

−φ (ak) =
∫
S(0)

∆xÑ (ak, a)φ (a)̟3 (a)

SM = −
∑N

k=1

∫
S(0)

(
∆xÑ (ak, a)

)
φ (a)̟3 (a) =

−
∑N

k=1

∫
S(0)

(
∆xÑ (ak, a)

) ∫ T
0
LM

(
∂f̂(a,t)
∂t

, zi
(
f̂(a, t)

)
, ziα

(
f̂(a, t)

))
dt̟3 (a)

6) Ω has the structure of a fiber bundle with base R and typical fiber S(0),
with trivialization : ϕΩ : S(0)× [0, T ] → Ω :: m = ϕΩ(a, t)

So for each (a, t) ∈ S(0)×t the map ϕΩ defines a point in Ω, and conversely
for each m ∈ Ω there are unique coordinates (a, t) ∈ S(0)× t . Indeed this is
exactly how we have defined the chart. It works because the fiber bundle is
trivial.

Let N be the function :
N : Ω → R ::N (ϕΩ (a, t))) = −

∑
k∆S(0)Ñ (ak, ϕΩ (a, 0))) = −

∑
k∆xÑ (ak, a)

.
It is defined on Ω, constant for all t, smooth and null on ∂Ω. For a given

system N should be fully known : it is included in the initial values package.
Let be the map : f̃ : Ω → Ω :: f̃ (ϕΩ (a, t))) = f̂ (a, t) . It is defined on

Ω . The particle present at t in m if any would have as coordinates : m =
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ϕΩ (y, t)) , y ∈ S (0) . Its trajectory is : q = f̂ (y, t) = f̃ (ϕΩ (y, t))) = f̃ (m) .

Its velocity in the chart is : dq
dt

= ∂
∂t
f̂ (y, t) = ∂0f̃ (ϕΩ (y, t))) . So we can

define V = ∂0f̃ (m). We will denote : z0 = f̃ ⇒ V = ∂0f̃ = z00 (but z0 itself
cannot be explicitly in the lagrangian) so the action reads :

SM =∫
S(0)

N (ϕΩ (a, t)))
∫ T
0
LM

(
zi
(
f̃ (ϕΩ (a, t)))

)
, ziα

(
f̃ (ϕΩ (a, t)))

))
dt̟3 (a)

Ω has the structure of a fiber bundle with base R and typical fiber S(0).
The volume measure on Ω can be expressed as : ̟4 = ̟3 ⊗ dt where dt is
the Lebesgue measure on R (Lang [16] XV 6.4). Then:

SM =
∫
Ω
N(m)LM

(
zi
(
f̃(m)

)
, ziα

(
f̃(m)

))
̟4 (m) and the action can

be written : SM =
∫
Ω
N (m) f̃ ∗LM (zi, ziα)̟4

Remark : V is a vector field on Ω, which gives the velocity of the particle
that would be located at the same point. Thus we have a strong analogy with
a fluid mechanics model, but there are 2 differences. The V vector field is
”virtual” in the meaning that I do not assume that there is a particle present
: the lagrangian depends on f̃ , N and this has important consequences. I do
not assume any continuity of variables such as density, and any conservation
law should be deduced from the model.

7) Let us now consider the creation and annihiliation of particles. The
presence of a particle is felt in the action through LM . EM is a vector bundle
and 0 is a legitimate value for ψ. After some adjustment if necessary, it is
possible to guarantee that LM = 0 whenever ψ = 0. The previous construc-
tion stands with a variable number of particles and a map f̂ defined over all
S(0) with the convention that : q = f̂(a, t) corresponds to the trajectory of

a particle iff ψ
(
f̂(a, t)

)
6= 0.

We have then a unique section ψ : Ω → EM for all of Ω and the particles.
The continuity of such a section is questionable, if the particles can be created
and annihiliated, or change their physical characteristics, but of course that
is one of the main pending issues.

The physical vacuum means the absence of particles, that is ψ ≡ 0, and
the action is then restricted to SF . But the model stands as long as S(0) is de-

fined, with any functionN (ϕΩ (ξ, t))) = −
∫
S(0)

∆S(0)Ñ (x, ϕΩ (a, 0))) p(a)̟3 (a)

where p(a) is an arbitrary function. One gets a section ψ which is not nec-
essarily null and defines some ”fundamental state”. We will come back later
on this point.
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4.2 The configuration bundle

1) In the following we keep the variables :
ψ ∈ Λ0 (Ev) , G ∈ Λ1 (TV ; o(3, 1)) , À ∈ Λ1 (TV ;T

c
1U) ,Θ ∈ Λ1 (TV ;GM),

which are sections of the respective bundles, and the map f̃ ∈ C∞ (Ω; Ω) .

When it is useful we will denote : Z♦
i = f̃ ∗Zi, L

♦
M = f̃ ∗LM .

The action is :
S = SM + SF
SM =

∫
Ω
NLM (V ♦α,Reψ♦ij, Imψ♦ij ,Re ∂αψ

♦ij, Im ∂αψ
♦ij ,Re À♦a

α ,

Im À♦a
α ,Re ∂αÀ

♦a
β , Im ∂αÀ

♦a
β , G

♦a
α , ∂αG

♦a
β , O

′♦α
k , ∂βO

′♦α
k )̟4

SF =
∫
Ω
LF

(
Re Àaα, Im Àaα,Re ∂αÀ

a
β, Im ∂αÀ

a
β, G

a
α, ∂αG

a
β, O

′α
k , ∂βO

′α
k

)
̟4

2) There are 16m+36 variables

zi =
(
V α,Reψij , Imψij,Re Àaα, Im Àaα, G

a
α, O

′α
k

)
,

all real valued scalar functions. Let JZ be the vector bundle based over
Ω modelled on the vector space spanned by (zi) with the trivialization Z =
ϕJZ (x

α, zi). We will denote a vector of the tangent vector space to JZ :
vαδα + wiδi.

A section of JZ is a map : Z : Ω → JZ :: Z (m) = ϕJZ (x
α, zi (m)) .

The first jet extension J1Z of JZ is the set of the equivalence classes of the
sections on JZ with the same first order partial derivative (Kolàr [14] IV).
J1Z is coordinated by j1Z = (xα, zi, ziα) and J

1Z → JZ is an affine bundle
based over JZ. J1Z is identical to the set JZ ⊗ TM∗ = L (TM ; JZ) .A
section of J1Z is a map : j1Z(m) = ϕJ1Z (x

α, zi (m) , ∂αz
i (m))

The configuration of the system is defined by a section j1Z of J1Z and a
map f̃ : Ω → Ω.

With these notations the action reads :

S = SM+SF ; SM=

∫

Ω

Nf̃ ∗j1Z∗LM
(
zi, ziα

)
̟4; SF=

∫

Ω

j1Z∗LF
(
zi, ziα

)
̟4

(16)

We will denote :
LM = N (m) f̃ ∗j1Z∗ (LM (zi, ziα) (detO

′))
LF = j1Z∗ (LF (zi, ziα) (detO

′))
So L = L⋄

M + LF and SM =
∫
Ω
LM̟0;SF =

∫
Ω
LF̟0
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3) The lagrangians LM , LF are real scalar functions on J1Z , which together
with the volume form ̟4 define a 4-form on Ω.

The specification of the lagrangian is a major issue in field theories. The
main road to set it out is by using the constraints imposed by covariance and
gauge equivariance.

The equations derived from the principle of least action lead to solutions
which shall be equivariant under a gauge transformation : observers with
different referentials shall be able to compare their results if they know how
to pass from one referential to the other. A general theorem states that
this is achieved if the lagrangian is invariant under a gauge transformation
(Giachetta [5] p.70). This will give us a first batch of relations to be met by
the lagrangian.

Covariance derives from the condition that the solutions, and thus the
mathematical objects involved in the model, should transform as expected
in a general change of chart on the manifold M : their coordinates are rep-
resentative of intrinsic geometrical objects. The action is the integral of a
4-form over Ω. So the functions NLM , LF must be invariant under a change
of chart.

We will address successively these two requirements.
We will prove that any lagrangian meeting the gauge and covariance

conditions must be of the form :
L = (NLM + LF ) detO

′

with
LM= LM

(
V α,Reψ♦ij , Imψ♦ij ,Re∇αψ♦

ij , Im∇αψ♦
ij , Ga♦

α , O
′♦i
α , ∂βO

′♦i
α

)

LF= LF
(
ReFa

Aαβ, ImFa
Aαβ,Fa

Bαβ , G
a
α, O

′i
α, ∂βO

′i
α

)

Furthermore G does not appear explicitly if the lagrangian does not de-
pend on ∂βO

′i
α.

We will prove that some of the partial derivatives of the lagrangian
transform as composants of tensors, thus they will be essential in definin-
ing ”Noether currents”.

But in the proof we will encounter many other mathematical quantities
which will be useful later.

5 GAUGE EQUIVARIANCE

Any physical measurement is done by the co-ordinated network of observers.
So it is not sufficient to know how each of them sets up its own apparatus,

50



we need to know how this set up changes as we move along the observers. A
gauge transformation is thus a continuous, and we will assume a diffentiable,
map : s(m)xu(m) on QM extended to the bundles over M by use of the
gauge transformations rules. In fact the latter lead to parametrize the gauge
transformations by vectors of the Lie algebra, meaning using the fiber bundle
structure FM and its 1-jet extension introduced previously. This does not
concern z0, V.

5.1 Gauge transformations on QM

1) From a mathematical point of view a gauge transformation is a map :
J : QM → QM :: J(q) = q · f (q) where · stands for the right action on QM

and f : QM → (Spin(3, 1)× U) is such that : f(q · (s, u)) = (s, u)−1× f(q)×
(s, u) . Applying this formula to the section q (m) = ϕQ (m, 1Spin × 1U) gives
: f ((ϕQ (m, (s, u))) = (s, u)−1 × f(ϕQ (m, 1Spin × 1U))× (s, u)

A gauge transformation can thus be equivalently defined by a map :
j : Ω → (Spin(3, 1)× U) : (jS (m) , jU(m)) = f (ϕQ (m, 1Spin × 1U))
with the action on QM :
J(ϕQ (m, (s, u)))
= ϕQ (m, (s, u))·(s, u)−1 (jS (m) , jU(m)) (s, u) = ϕQ (m, (jS (m) s, jU (m) u))

2) With pointwise product the set of gauge transformations has a group
structure (the gauge group). Among all these transformations we consider
those which form 1-parameter groups : the subsets of the gauge group
parametrized by a real scalar τ and such that :

Jτ ◦ Jτ ′ = Jτ+τ ′ ⇔
ϕQ (m, (jτ,S (m) s, jτ,A (m)u) (jτ ′,S (m) s, jτ ′,A (m)u))
= ϕQ (m, (jτ+τ ′,S (m) s, jτ+τ ′,A (m) u))

This condition is met with (jτ,S (m) , jτ,A (m)) =
(
exp τ−→κ (m) , exp τ

−→
θ (m)

)

where
(−→κ (m) ,

−→
θ (m)

)
is a map Ω → (o(3, 1), T c1U).

So we will focus on the gauge transformations such that :

Jτ (ϕQ (m, (s, u))) = ϕQ (m, (s, u))·
(
s−1 (exp τ−→κ (m)) s, u−1

(
exp τ

−→
θ (m)

)
u
)

= ϕQ (m, (s, u)) ·
(
exp τAds−1

−→κ (m) , exp τAdu−1

−→
θ (m)

)

d
dτ
Jτ (ϕQ (m, (s, u)))|τ=0 =(
[Ads−1]ab κ

b (m) κ̂a(q (ϕQ (m, (s, u))) , [Adh−1]ac θ̂c (m) θb (q (ϕQ (m, (s, u))))
)
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where κ̂a(q), θ̂b (q) are the fundamental vectors of Qv

with −→κ (m) =
∑

a κ
a (m) κ̂a (m) ,

−→
θ (m) =

∑
a θ

a (m) θ̂a (m) .
Thus we have πQ (Jτ (q)) = πQ (q) ; d

dτ
(Jτ (q))|τ=0 = Y (q) where Y is the

equivariant vector field on QM :

Y ∈ Λ0 (TQM) : Y (q) =
(
κa(q)κ̂a(q), θ

b (q) θ̂b (q)
)

with :
(
κa(ϕQ (m, (s, u))), θb (ϕQ (m, (s, u)))

)
=
(
[Ads−1 ]ab κ

b (m) , [Adu−1]ac θ
c (m)

)

Y is the infinitesimal generator of Jτ : Jτ (q) = exp τY (q) . Equivariant
vector fields on QM are described in the vector bundle FM :(

ϕQ (m, (1, 1)) ,
(
κ̂ (m) , θ̂ (m)

))
≃
(
ϕq
(
m, (s, u)−1) ,

(
Adsκ̂ (m) , Aduθ̂ (m)

))

3) We have similar results for the gauge transformations on the fiber bundle
J1FM → FM . A one parameter group of gauge transformations is such that

: Jτ

(
G, À

)
◦ Jτ ′

(
G, À

)
= Jτ+τ ′

(
G, À

)
which is met by

Jτ

(
G, À

)
=
(
Adexp τ−→κ (Gα − τ∂α

−→κ ) , Ad
exp τ

−→
θ

(
Àα − τ∂α

−→
θ
))

d
dτ
Jτ (g (m) , À (m))|τ=0

= (
[
d
dτ

exp τ−→κ ,Gα − τ∂α
−→κ
]
+ d

dτ
(Gα − τ∂α

−→κ ) ,[
d
dτ

exp τ
−→
θ , Àα − τ∂α

−→
θ
]
+ d

dτ

(
Àα − τ∂α

−→
θ
)
)|τ=0

=
(
[−→κ (m) , Gα]− ∂α

−→κ ,
[−→
θ (m) , Àα

]
− ∂α

−→
θ
)

=
((
Ga
bcκ

b (m)Gc
α − ∂ακ

a
)
κ̂a,
(
Ca
bcθ

b (m) Àcα − ∂αθ
a
)
θ̂a

)

where the brackets are on the respective Lie algebras.
Thus this kind of gauge transformation can be parametrized in QM and

in FM by a section of J1FM :
ζ : Ω → J1FM ::ζ (m) =

(
κa (m) , θb (m) , ∂ακ

a (m) , ∂αθ
b (m)

)
.

4) The gauge transformations induced by κ act on G which is real valued.
But À is c-valued, so to be consistent one must allow θ to be c-valued, and
extend T1U to its complexified as well as the representation (W,χ) to a
representation of Uc. θ and its partial derivatives are then complex valued
and exp τθ is well defined.

It is clear that by proceeding this way one addresses specific gauge trans-
formations (only those that can be represented by one parameter group), and
so one does not cover all the constraints on the lagrangian.
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5.2 Gauge transformations in J1Z

The next step is to describe how these gauge transformations act on the
configuration space. At first we will describe the diffeomorphisms on J1Z,
as it is a prerequisite for variational calculus.

1) A fibered isomorphism Φ : JZ → JZ is such that there is an iso-
morphism Φ0 : Ω → Ω with π ◦ Φ = Φ0 ◦ π where π is the projection
JZ → M . Its extension j1Φ : J1Z → J1Z is defined by : j1Φ (j1mz) =
j1Φ0(m)

(
Φ ◦ z ◦ Φ−1

0 (m)
)
for any section z on JZ. A lagrangian is invariant

by an automorphism Φ : JZ → JZ if (j1Φ)
∗
(L̟0) = L̟0. Here ̟0 is the

4-form derived from a holonomic chart : ̟0 = dx1 ∧ dx2 ∧ dx3 ∧ dx0

2) As above one focuses on one parameter groups of diffeomorphisms, with
vector fields generators. A vector field on JZ is written : Y = Y αδα + Y iδi
where the basis vectors δα, δi and the components depend on the point
z ∈ JZ. Y is a projectable vector field if π′ (z) Y is a vector field on
M. Its components Y α depend on m only. Its flow is a fibered diffeomor-
phism ΦYτ : JZ → JZ :: d

dτ
ΦYτ (z) |τ=0 = Y (z) (because : π

(
ΦYτ (z)

)
=

exp τX (π (z))) which can be extended on J1Z by the same procedure as
above : j1ΦYτ (j1mz) = j1ΦX

τ (m)

(
ΦYτ ◦ z ◦ ΦX−τ (m)

)
.The one parameter group

j1ΦYτ as for generator the vector field j1Y on J1Z defined by : j1Y (j1mz) =
d
dτ

(j1Φvτ (j
1
mz)) |τ=0 for any section z on JZ. Its components are :

j1Y = Y αδα + Y iδi +
(
∂Y i

∂ξα
+ ∂Y i

∂zj
zjα − ziβ

∂Y β

∂ξα

)
δαi (Kolàr [14] p.360).

One can write : j1ΦYτ (j1mz) = Φj
1Y
τ (j1mz)

j1z takes its value in R16m+32 and its variation is computed as :

Φj
1Y
τ (j1mz)− j1mz = τ

(
d
dτ
Φj

1Y
τ (j1mz) |τ=0

)
+ τo (τ) = τj1Y (j1mz) + τo (τ)

with limτ→0 o (τ) = 0
The diffeomorphism j1ΦYτ acting on j1z changes the value of a lagrangian

L̟0: (j
1z)

∗ L̟0 →
(
Φj

1Y
τ (j1mz)

)∗
L̟0

The derivative d
dτ

(
Φj

1Y
τ (j1mz)

∗ L̟0

)
|τ=0 = (j1z)

∗
£j1YL̟0 is the Lie

derivative £j1YL̟0 of L̟0 along the vector field J1Y. A lagrangian L̟0 is
invariant by j1ΦYτ iff £j1YL̟0 = 0.
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3) A one parameter group of diffeomorphism can be defined by any pro-
jectable vector field Y on JZ (this is part of the basics of variational calculus)
but conversely if we are given a one parameter group of diffeomorphisms we
can compute its generator. We have seen previously that a one parameter
group of gauge transformations :

q = ϕQ (m, (1, 1)) → q̂ = ϕQ

(
m,
(
exp τ−→κ (m) , exp τ

−→
θ (m)

)−1
)
.on QM

can be parametrized by a section
ζ ∈ Λ0 (J

1FM) : ζ (m) =
(
−κa (m) ,−θb (m) ,−∂ακa (m) ,−∂αθb (m)

)
.

We know how such a group acts on each variable. This is a fibered
map ΦYτ with a vertical vector field Y (the component along δα is null) as

generator,computed by : Y (Z) = d
dτ
ΦYτ (Z) |τ=0 =

d
dτ
Ẑ (τ) |τ=0

We will denote :
Y = (Y iδi)

=
(
Y Reψij

δReψij , Y Imψij

δImψij , Y Ga
αδGa

α
, Y Re Àa

αδRe Àa
α
, Y Re Àa

αδIm Àa
α
, Y O′i

αδO′i
α

)
,

Y i (Z) = d
dτ
ẑi (τ) |τ=0

4) We have already seen the action of ζ on the potentials :
∑

a À
a
α

−→
θ a →

∑
a
̂̀
Aα

−→
θ a = Ad

exp τ
−→
θ

((∑
a À

a
α − τ∂αθ

a
)−→
θ a

)
;

∑
aG

α
α
−→κ a →

∑
a Ĝ

a
α
−→κ a = Adµ(s) (

∑
a (G

a
α − τ∂ακ

a)−→κ a)
For G :
d
dτ

(∑
a Ĝ

a
α
−→κ a

)
|τ=0

= d
dτ

(
Adµ(s) (

∑
a (G

a
α − τ∂ακ

a)−→κ a)
)
|τ=0 =

(
[−→κ ,Gα]

a − ∂ακ
a
)−→κ a

Y Ga
α = d

dτ

(
Ĝa
α

)
|τ=0 = [−→κ ,Gα]

a − ∂ακ
a = Ga

bcκ
bGc

α − ∂ακ
a

For À we must compute the real and imaginary parts of the components
(the structure coefficients Cb

ac are real) :
d
dτ

Re Âaα|τ=0 = Ca
bc

(
Re θbRe Ácα − Im θb Im Ácα

)
− Re ∂αθ

a

d
dτ

Im Âaα|τ=0 = Ca
bc

(
Re θb Im Ácα + Im θb Re Ácα

)
− Im ∂αθ

a

Y Re Àa
α =

(
Ca
bc

(
Re θbRe Ácα − Im θb Im Ácα

)
− Re ∂αθ

a
)

Y Im Àa
α =

(
Ca
bc

(
Re θb Im Ácα + Im θbRe Ácα

)
− Im ∂αθ

a
)

For O’ :
O′i
α → Ô′

i

α = [(µ (exp τ−→κ ))]ij O′j
α

d
dτ
Ô′

i

α|τ=0 = [′ ◦ µ′ (1)−→κ ]ij O′j
α = [κ̃]ij O

′j
α
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Y O′i
α =

(∑
a κ

a [κ̃a]
i
j O

′j
α

)

5) The variables in LM depend on f̃ . The gauge transformation acts

with the values of the parameters as they are at the point f̃ (m) : κ♦ (m) =

κ ◦ f̃ (m) , θ♦ (m) = θ ◦ f̃ (m) and we have for ψij , Àaα, G
a
α, O

′i
α :

Z
(
f̃ (m)

)
→ Ẑ

(
f̃ (m)

)
= ΦYτ

(
Z
(
f̃ (m)

))

⇒ Y
(
Z
(
f̃ (m)

))
= d

dτ
ΦYτ

(
Z
(
f̃ (m)

))
|τ=0

So the previous formulas stand if we consider the values f̃Z = Z⋄

For ψ :

ψij⋄ → ψ̂ij⋄ =
∑

kl

[
ρ
(
exp τ−→κ ♦

)]i
k

[
χ
(
exp τ

−→
θ ♦

)]j
l
ψ♦kl

d
dτ
ψ̂⋄|τ=0 =

(
ρ′ ◦Υ′ (1) (−→κ ⋄)⊗ 1 + 1⊗ χ′ (1)

(−→
θ ⋄
))

ψ⋄

d
dτ
ψ̂♦ij |τ=0 = [κ⋄]ik ψ

⋄kj + [θ⋄]jl ψ
⋄il

d
dτ

Re ψ̂♦ij |τ=0

= κ♦aRe
(
[κa]

i
k ψ

♦kj
)
+ Re θ♦aRe

(
[θa]

j
k ψ

♦ik
)
− Im θ♦a Im

(
[θa]

j
k ψ

♦ik
)

d
dτ

Im ψ̂♦ij |τ=0

= κ♦a Im
(
[κa]

i
k ψ

♦kj
)
+ Re θ♦a Im

(
[θa]

j
k ψ

♦ik
)
+ Im θ♦a Re

(
[θa]

j
k ψ

♦ik
)

Y Reψij

=
∑

a κ
♦a Re ([κa] [ψ

⋄])ij +Re θ♦a Re
([
ψ♦
]
[θa]

t)i
j
− Im θ♦a Im

([
ψ♦
]
[θa]

t)i
j

Y Imψij

=
∑

a κ
♦a Im ([κa] [ψ

⋄])ij +Re θ♦a Im
([
ψ♦
]
[θa]

t)i
j
+ Im θ♦a Re

([
ψ♦
]
[θa]

t)i
j

6) The vector Y has an extention on J1Z : j1Y = (Y, ∂βY ) parametrized
by j2ζ =

(
ζ, ζaα, ζ

a
αβ

)
∈ Λ0J

2FM . Its components can be computed from the
general formula above, but here a direct approach is easier. Let ΦYτ be the one
parameter group generated by Y. It is a vertical vector, so Φ0 = Id and its

extension is for a section Z :j1ΦYτ (j1mZ) = j1m
(
ΦYτ ◦ Z

)
= j1m

(
Ẑ (τ)

)
. So the

components ∂βz are computed by the partial derivatives of the components
of Y :

Y i (Z (m) , ζ (m)) = d
dτ

(ẑi (m, τ)) |τ=0

Y i
α = d

dτ
(∂αẑ

i (m, τ)) |τ=0 = ∂α
(
d
dτ

(ẑi (m, τ)) |τ=0

)
= ∂αY

i (Z (m) , ζ (m))
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For the variables depending on f̃ the evaluation is still done in f̃ (m) so

the partial derivatives of f̃ are discarded.

a) For À : ∂α
̂̀
Aβ

= ∂α

(
Adu

(
Àβ − τ∂βθ

))

= (∂α (Adu))
(
Àβ − ∂βθ

)
+ Adu

(
∂αÀβ − ∂αβθ

)

= Adu

[
τ∂αθ, Àβ − τ∂βθ

]
+ Adu

(
∂αÀβ − τ∂αβθ

)

with the general formula : ∂α

(
Ad

exp τ
−→
θ

)
= Ad

exp τ
−→
θ
◦ ad (∂α (τθ))

∂α
̂̀
Aβ = Ad

exp τ
−→
θ

([
τ∂αθ, Àα − τ∂βθ

]
+ ∂αÀα − τ∂αβθ

)

d
dτ
∂αÂβ |τ=0 =

[−→
θ , ∂αÀβ

]
+
[−→
∂αθ, Àβ

]
− ∂αβθ

d
dτ
∂αÂ

a
β |τ=0 = Ca

bcθ
b∂αÀ

c
β + Ca

bc∂βθ
bÀcβ − ∂αβθ

a

Y
Re Àa

β
α =

Ca
bc

(
Re ∂αθ

bRe Àcβ − Im ∂αθ
b Im Àcβ + Re θbRe ∂αÀ

c
β − Im θb Im ∂αÀ

c
β

)
−Re ∂αβθ

a

Y
Im Àa

β
α =

Ca
ac

(
Re ∂αθ

b Im Àcβ + Im ∂αθ
cRe Àcβ + Re θb Im ∂αÀ

c
β + Im θbRe ∂αÀ

c
β

)
−

Im ∂αβθ
a

b) For G : ∂̂αGβ = Adµ(s) ([τ∂ακ,Gα − τ∂βκ] + ∂αGβ − τ∂αβκ)

Y
Ga

β
α = d

dτ
∂αĜ

a
β |τ=0 = κbGa

bc∂αG
c
β + ∂ακ

bGa
bcG

c
β − ∂αβκ

a

c) For O’ : ∂αÔ′
i

β =
(
τ∂ακ

a [(µ (exp τκ))]ik [κ̃a]
k
j

)
O′j
β+[(µ (exp τκ))]ij ∂αO

′j
β

Y
O′i

β
α = d

dτ
∂αÔ′

i

β|τ=0 = ∂ακ
a [κ̃a]

i
j O

′j
β + κa [κ̃a]

i
j ∂αO

′j
β

d) For ψ : ∂αψ̂
♦ij =

∑
a(τ (∂ακ

a)
[
ρ
(
exp τκ♦

)]i
p
[κa]

p
k

[
χ
(
exp τθ♦

)]j
l
ψkl

+τ (∂αθ
a)
[
ρ
(
exp τκ♦

)]i
k

[
χ
(
exp τθ♦

)]j
p
[θa]

p
l ψ

kl

+
[
ρ
(
exp τκ♦

)]i
k

[
χ
(
exp τθ♦

)]j
l
∂αψ

♦kl)

Y Reψij

α =
∑

a κ
♦a Re

(
[κa]

[
∂αψ

♦
])i
j
+ ∂ακ

♦aRe
(
[κa]

[
∂αψ

♦
])i
j

+Re θ♦a Re
([
∂αψ

♦
]
[θa]

t)+ Re ∂αθ
♦a Re

([
ψ♦
]
[θa]

t)i
j
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− Im θ♦a Im
([
∂αψ

♦
]
[θa]

t)i
j
− Im ∂αθ

♦a Im
([
ψ♦
]
[θa]

t)i
j

Y Imψij

α =
∑

a κ
♦a Im

(
[κa]

[
∂αψ

♦
])i
j
+ ∂ακ

♦a Im
(
[κa]

[
∂αψ

♦
])i
j

+Re θ♦a Im
([
∂αψ

♦
]
[θa]

t)i
j
+ Re ∂αθ

♦a Im
([
ψ♦
]
[θa]

t)i
j

+ Im θ♦aRe
([
∂αψ

♦
]
[θa]

t)i
j
+ Im ∂αθ

♦a Re
([
ψ♦
]
[θa]

t)i
j

5.3 Equivariance conditions

The Lie derivative of the lagrangian must be null under a gauge transforma-
tion. A direct computation gives :

£j2ζL̟0 =
d
dτ
L
(
Ẑ (j2ζ)

)
̟0|τ=0

=
(∑

i
∂LM

∂zi
dẑ♦i

dτ
|τ=0 +

∂LM

∂∂αzi
d∂α ẑ♦i

dτ
|τ=0 +

∂LF

∂Zi
dẐi

dτ
|τ=0 +

∂LF

∂∂αZi
d∂αẐi

dτ
|τ=0

)
̟0

By definition :
dẑ♦i

dτ
|τ=0 =

dẑi

dτ
|τ=0 = Y i (Z, ζ) , d∂α ẑ

♦i

dτ
|τ=0 =

d∂α ẑi

dτ
|τ=0 = Y i

α (Z, ζ)
LM depends on f and not LF , so for all j2ζ we must have the identities :∑

i
∂LM

∂zi
Y i (Z, ζ) +

∑
α
∂LM

∂∂αzi
Y i
α (Z, ζ) = 0∑

i
∂LF

∂zi
Y i (Z, ζ) +

∑
α

∂LF

∂∂αzi
Y i
α (Z, ζ) = 0

Some of the variables can appear explicitly or through an other one. In
order to avoid confusion we will use the following conventions :

d
dzi
, d
d∂αzi

such as d
dReψij ,

d
d∂α Reψij , ... denotes the full partial derivatives

with respect to the variables zi, ziα
∂
∂zi
, ∂
∂∂αzi

such as ∂
∂ Reψij ,

∂
∂∂α Reψij , ... denotes the partial derivatives with

respect to the variables zi, ziα only when they appear explicitly
So the previous identities read :∑

i
dLM

dzi
Y i (Z, ζ) +

∑
α
dLM

d∂αzi
Y i
α (Z, ζ) = 0∑

i
dLF

dzi
Y i (Z, ζ) +

∑
α

dLF

d∂αzi
Y i
α (Z, ζ) = 0

5.3.1 Lagrangien LF
We address first the lagrangian LF .

1)
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The terms in the second order in j2ζ give :

∀α, β, a : 0 =
dLF
d∂αGa

β

+
dLF
d∂βGa

α

; 0 =
dLF

d∂β Re Àaα
+

dLF
d∂αRe Àaβ

; (17)

0 =
dLF

d∂β Im Àaα
+

dLF
d∂α Im Àaβ

(18)

where we use : ∂βακ
b = ∂αβκ

b, ∂βαθ
b = ∂αβθ

b

So the partial derivatives are antisymmetric in ∂αG
a
β, ∂αÀ

a
β as could be

expected.

The terms in the first order in ∂ακ
a give :

∀a, α : 0 = −dLF
dGa

α

+
∑

βb

dLF
d∂αGb

β

[−→κ a, Gβ]
b
+
∑

βi

dLF
d∂αO′i

β

([κ̃a] [O
′])
i
β (19)

The terms in the first order in ∂αθ
a give :

∀α, a : 0 = − dLF
dRe Àaα

+
∑

β

dLF
dRe ∂αÀbβ

Re
[−→
θ a, Àβ

]b
+

dLF
d Im ∂αÀbβ

Im
[−→
θ a, Àβ

]b

(20)

∀α, a : 0 = − dLF
d Im Àaα

+
∑

β

− dLF
dRe ∂αÀbβ

Im
[−→
θ a, Àβ

]b
+

dLF
d Im ∂αÀbβ

Re
[−→
θ a, Àβ

]b

(21)

where we use the fact that
(−→
θ a

)
is a real basis and the structure coeffi-

cients Ca
bc are real :

Re
[−→
θ a, Àβ

]b
= Re

∑
c

(
Cb
acÀ

c
β

)
=
∑

cC
b
acRe À

c
β

The terms in κa give :

(22)

∀a : 0 =
∑

αβb
dLF

dGb
α
[−→κ a, Gα]

b
+ dLF

d∂βGb
α
[−→κ a, ∂βGα]

b

+
∑

αβi
dLF

dO′i
α
([κ̃a] [O

′])iα +
dLF

d∂βO′i
α
([κ̃a] [∂βO

′])iα
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The terms in θa give :

(23)

∀a : 0 =
∑

αb
dLF

dRe Àb
α

Re
[−→
θ a, Àα

]b
+ dLF

d Im Àb
α

Im
[−→
θ a, Àα

]b
+

∑
β

∂LF

∂ Re ∂βÀb
α

Re
[−→
θ a, ∂βÀα

]b
+ ∂LF

∂ Im ∂βÀb
α

Im
[−→
θ a, ∂βÀα

]b

(24)

∀a : 0 =
∑

αb− dLF

dRe Àb
α

Im
[−→
θ a, Àα

]b
+ dLF

d Im Àb
α

Re
[−→
θ a, Àα

]b

+
∑

β − ∂LF

∂ Re ∂βÀb
α

Im
[−→
θ a, ∂βÀα

]b
+ ∂LF

∂ Im ∂βÀb
α

Re
[−→
θ a, ∂βÀα

]b

2) Let be F a
Gαβ = ∂αGβ + ∂βGα

By changing the variables :
∂αGβ → 1

2

(
Fa
Gαβ −Ga

bcG
b
αG

c
β + F a

Gαβ

)

∂βGα → 1
2

(
−Fa

Gαβ +Ga
bcG

b
αG

c
β + F a

Gαβ

)

the equation 17 gives, when renaming L′F the new lagrangian :

∀α, β, b : dL′

F

dF b
Gαβ

+
dL′

F

dF b
Gβα

+
dL′

F

dFb
Gαβ

− dL′

F

dFb
Gβα

= 0

with the reversion of α, β :
dL′

F

dF b
Gβα

+
dL′

F

dF b
Gαβ

+
dL′

F

dFb
Gβα

− dL′

F

dFb
Gαβ

= 0

and adding the two : 2
(

dL′

F

dF b
Gβα

+
dL′

F

dF b
Gαβ

)
= 0

F a
Gαβ = F a

Gβα ⇒ dL′

F

dF b
Gαβ

=
dL′

F

dF b
Gβα

= 0

We have a similar calculation for À. The first result is that the partial
derivatives of the potential G and À factorize through the curvature forms
FA,FG.

dLF
d∂βGa

α

= − dLF
d∂αGa

β

= 2
dLF
dFa

Gβα

(25)

dLF
dRe ∂αÀ

a
β

= − dLF
dRe ∂βÀaα

= 2
dLF

dReFa
αβ

;
dLF

d Im ∂αÀ
a
β

= − dLF
d Im ∂βÀaα

= 2
dLF

d ImFa
αβ

(26)
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3) Equation 19 becomes :

∀a, α : −dLF

dGa
α
+ 2

∑
βb

dLF

dFa
Gαβ

[−→κ a, Gβ]
b
+
∑

βi
dLF

d∂αO′i
β

([κ̃a] [O
′])iβ = 0

But F b
Gλµ = ∂λG

b
µ − ∂µG

b
λ +Gb

cdG
c
λG

d
µ so

dLF

dGa
α
= ∂LF

∂Ga
α
+
∑

bλµ
dLF

dFb
Gλµ

∂Fb
Gλµ

∂Ga
α

= ∂LF

∂Ga
α
+
∑

bcdλµ
dLF

dFb
Gλµ

(
Gb
cdδ

a
c δ
α
λG

d
µ +Gb

cdG
c
λδ

a
dδ
α
µ

)

= ∂LF

∂Ga
α
+
∑

bcdλµ
dLF

dFb
Gαµ

(
Gb
adG

d
µ

)
+ dLF

dFb
Gλα

(
Gb
cdG

c
λ

)
= ∂LF

∂Ga
α
+2
∑

bcβ
dLF

dFb
Gαβ

(
Gb
acG

c
β

)

dLF

dGa
α
= ∂LF

∂Ga
α
+ 2

∑
bβ

dLF

dFb
Gαβ

[−→κ a, Gβ]
b

Thus :

∀a, α : 0 = −∂LF
∂Ga

α

+
∑

βi

dLF
d∂αO′i

β

([κ̃a] [O
′])
i
β (27)

So the second result is that LF does not depend explicitly on G if it does
not depend on the partial derivatives ∂αO

′i
β .

Equation 20 becomes :

∀α, a : − dLF

dRe Àa
α

+ 2
∑

β
dLF

dReFb
αβ

Re
[−→
θ a, Àβ

]b
+ dLF

d ImFb
αβ

Im
[−→
θ a, Àβ

]b
= 0

But
ReF b

Aλµ = Re ∂λÀ
b
µ − Re ∂µÀ

b
λ + Cb

cd

(
Re Àcλ Re À

d
µ − Im Àcλ Im Àdµ

)

ImF b
Aλµ = Im ∂λÀ

b
µ − Im ∂µÀ

b
λ + Cb

cd

(
Re Àcλ Im Àdµ + Im ÀcλRe À

d
µ

)

with dLF

dRe Àa
α

= ∂LF

∂Re Àa
α

+
∑

bλµ
dLF

dReFb
Gλµ

∂ ReFb
Gλµ

∂Ga
α

+ dLF

d ImFb
Gλµ

∂ ImFb
Gλµ

∂Ga
α

dLF

dRe Àa
α

= ∂LF

∂ Re Àa
α

+ 2
∑

bβ
dLF

dReFb
Gαβ

Cb
acRe À

c
β +

dLF

d ImFb
Gαβ

Cb
ac Im Àcβ

dLF

dRe Àa
α

= ∂LF

∂ Re Àa
α

+ 2
∑

bβ
dLF

dReFb
Gαβ

Re
[−→
θ a, Àβ

]b
+ dLF

d ImFb
Gαβ

Im
[−→
θ a, Àβ

]b

That is : ∀α, a : ∂LF

∂ Re Àa
α

= 0

Similarly equation 21 gives :

∀α, a : − dLF

d Im Àa
α

+2
∑

β − dLF

dReFb
αβ

Im
[−→
θ a, Àβ

]b
+ dLF

d ImFb
αβ

Re
[−→
θ a, Àβ

]b
= 0

dLF

d Im Àa
α

= ∂LF

∂ Im Àa
α

+ 2
∑

bβ − dLF

dReFb
Gαβ

Im
[−→
θ a, Àβ

]b
+ dLF

d ImFb
Gαβ

Re
[−→
θ a, Àβ

]b

⇒ ∂LF

∂ Im Àa
α

= 0

The third result is that À factorizes through the curvature form FA.

∀α, a : ∂LF
∂ Re Àaα

= 0;
∂LF

∂ Im Àaα
= 0 (28)
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4) Equation 22 can be written :

∀a : 0 =
∑

αb

(
∂LF

∂Gb
α
+ 2

∑
βc

dLF

dFc
Gαβ

[−→κ b, Gβ]
c
)
[−→κ a, Gα]

b
+2
∑

αβb
dLF

dFb
Gαβ

[−→κ a, ∂αGβ]
b

+
∑

αβi
dLF

dO′i
α
([κ̃a] [O

′])iα +
dLF

d∂βO′i
α
([κ̃a] [∂βO

′])iα

∀a : 0 = 2
∑

αβb
dLF

dFb
Gαβ

([[−→κ a, Gα] , Gβ] + [−→κ a, ∂αGβ ])
b
+
∑

αb
∂LF

∂Gb
α
[−→κ a, Gα]

b

+
∑

ij [κ̃a]
i
j

∑
α

(
dLF

dO′i
α
O′j
α +

∑
β

dLF

d∂βO′i
α
∂βO

′j
α

)

∑
αβb

dLF

dFb
Gαβ

([[−→κ a, Gα] , Gβ] + [−→κ a, ∂αGβ])
b

=
∑

b,α<β
dLF

dFb
Gαβ

([[−→κ a, Gα] , Gβ] + [−→κ a, ∂αGβ]− [[−→κ a, Gβ] , Gα]− [−→κ a, ∂βGα])
b

The brackets are computed in the Lie algebra. The Jacobi identities give
:

[[−→κ a, Gα] , Gβ] + [[Gα, Gβ] ,
−→κ a] + [[Gβ,

−→κ a] , Gα] = 0
[[−→κ a, Gα] , Gβ]−[[−→κ a, Gβ] , Gα] = [[−→κ a, Gα] , Gβ]+[[Gβ ,

−→κ a] , Gα] = − [[Gα, Gβ] ,
−→κ a]

([[−→κ a, Gα] , Gβ] + [−→κ a, ∂αGβ ]− [[−→κ a, Gβ] , Gα]− [−→κ a, ∂βGα])
= [−→κ a, [Gα, Gβ]] + [−→κ a, ∂αGβ ]− [−→κ a, ∂βGα] = [−→κ a,FGαβ]∑

αβb
dLF

dFb
Gαβ

([[−→κ a, Gα] , Gβ] + [−→κ a, ∂αGβ])
b
=
∑

b,α,β
dLF

dFb
Gαβ

[−→κ a,FGαβ]
b

So equation 22 reads :

(29)

∀a : 0 =
∑

αb

(
∂LF

∂Gb
α
[−→κ a, Gα]

b
+ 2

∑
β

dLF

dFb
Gαβ

[−→κ a,FGαβ]
b
)

+
∑

ij [κ̃a]
i
j

∑
α

(
dLF

dO′i
α
O′j
α +

∑
β

dLF

d∂βO′i
α
∂βO

′j
α

)

Remark : with ddetO′

dO′i
α

= Oα
i detO

′

∑
αβi

dLF

dO′i
α
([κ̃a] [O

′])iα =
∑

αβi (detO
′) dLF

dO′i
α
([κ̃a] [O

′])iα+LF ([κ̃a] [O
′])iαO

α
i detO

′

= detO′
∑

αβi
dLF

dO′i
α
([κ̃a] [O

′])iα + LFTr [κ̃a] = detO′
∑

αβi
dLF

dO′i
α
([κ̃a] [O

′])iα
(the matrices [κ̃a] are traceless) .So the equation 29 stands also with

substituting LF to LF .

5) Equation 23 becomes :

∀a : 0 = 2
∑

β

(
∂LF

∂ ReFc
Aαβ

Re
[−→
θ b, Àβ

]c
+ ∂LF

∂ ImFc
Aαβ

Im
[−→
θ b, Àβ

]c)
Re
[
θ̂a, Àα

]b

+2
∑

β

(
− ∂LF

∂ ReFc
Aαβ

Im
[−→
θ b, Àβ

]c
+ ∂LF

∂ ImFc
Aαβ

Re
[−→
θ b, Àβ

]c)
Im
[−→
θ a, Àα

]b
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−2 ∂LF

∂ ReFb
Aαβ

Re
[−→
θ a, ∂βÀα

]b
− 2 ∂LF

∂ ImFb
Aαβ

Im
[−→
θ a, ∂βÀα

]b

that is :

0 =
∑

αβb
∂LF

∂ReFb
Gαβ

Re
([[−→

θ a, Àα

]
, Àβ

]
−
[−→
θ a, ∂βÀα

])b

+ ∂LF

∂ ImFb
Bαβ

Im
([[−→

θ a, Àα

]
, Àβ

]
−
[−→
θ a, ∂βÀα

])b

and the same calculation as previously gives :

∀a : 0 =
∑

αβb

∂LF
∂ ReF b

Aαβ

Re
([−→

θ a,FAαβ

])b
+

∂LF
∂ ImF b

Aαβ

Im
([−→

θ a,FAαβ

])b

(30)

Similar calculation with equation 24 gives :

∀a : 0 =
∑

αβb

− ∂LF
∂ ReF b

Aαβ

Im
([−→

θ a,FAαβ

])b
+

∂LF
∂ ImF b

Aαβ

Re
([−→

θ a,FAαβ

])b

(31)

5.3.2 Lagrangian LM
The partial derivatives of G and À appear only in the curvature forms, and
these only in the interactions fields/fields, so it is legitimate to assume that
LM does not depend on these variables :

dLM

d∂βGa
α
= 0; dLM

dRe ∂αÀa
β

= 0; dLM

d Im ∂αÀa
β

= 0

We proceed as above.

1) Terms in first order in ∂ακ
a give :

(32)

∀a, α : 0 =
∑

ij

(
dLM

dRe ∂αψij Re
(
[κa]

[
ψ♦
])i
j
+ dLM

d Im ∂αψij Im
(
[κa]

[
ψ♦
])i
j
− dLM

dGa
α

)

+
∑

βi
dLM

d∂αO′i
β

([κ̃a] [O
′])iβ

Terms in first order in ∂αθ
a give :
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∀a, α : 0 =
∑

ij

(
dLM

dRe ∂αψij
Re
([
ψ♦
]
[θa]

t)i
j
+

dLM
d Im ∂αψij

Im
([
ψ♦
]
[θa]

t)i
j
− dLM
dRe Àaα

)

(33)

∀a, α : 0 =
∑

ij

(
dLM

dRe ∂αψij
Im
([
ψ♦
]
[θa]

t)i
j
− dLM
d Im ∂αψij

Re
([
ψ♦
]
[θa]

t)i
j
+

dLM
d Im Àaα

)

(34)

Terms in κa give :

(35)

∀a : 0 =
∑

ij
dLM

dReψij Re ([κa] [ψ])
i
j +

dLM

d Imψij Im ([κa] [ψ])
i
j

+
∑

αij
dLM

dRe ∂αψij Re ([κa] [∂αψ])
i
j +

dLM

∂ Im ∂αψij Im ([κa] [∂αψ])
i
j

+
∑

bα
dLM

dGb
α
[−→κ a, Gα]

b
+
∑

iα
dLM

dO′i
α
([κ̃a] [O

′])iα +
dLM

d∂βO′i
α
([κ̃a] [O

′])iα

Terms in θa give :

(36)

∀a : 0 =
∑

ij
dLM

dReψij Re
(
[ψ] [θa]

t)i
j
+ dLM

dRe ∂αψij Re
(
[∂αψ] [θa]

t)i
j

+ dLM

d Imψij Im
(
[ψ] [θa]

t)i
j
+ dLM

d Im ∂αψij Im
(
[∂αψ] [θa]

t)i
j
+

∑
bα

dLM

dRe Àb
α

Re
[−→
θ a, Àα

]b
+ dLM

d Im Àb
α

Im
[−→
θ a, Àα

]b

(37)

∀a : 0 =
∑

ij − dLM

dReψij Im
(
[ψ] [θa]

t)i
j
− ∂LM

∂ Re ∂αψij Im
(
[∂αψ] [θa]

t)i
j

+ ∂LM

∂ Imψij Re
(
[ψ] [θa]

t)i
j
+ ∂LM

∂ Im ∂αψij Re
(
[∂αψ] [θa]

t)i
j

+
∑

bα− ∂LM

∂ Re Àb
α

Im
[−→
θ a, Àα

]b
+ ∂LM

∂ Im Àb
α

Re
[−→
θ a, Àα

]b
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2) By changing the variables :

∂αψ
ij → ∇αψ −

(
[κa]

i
k G

a
αψ

kj + [θa]
j
k À

a
αψ

ik
)

Re ∂αψ
ij → Re∇αψ−

(
Ga
αRe ([κa] [ψ])

i
j + Re Àaα Re

(
[ψ] [θa]

t)i
j
− Im Àaα Im

(
[ψ] [θa]

t)i
j

)

Im ∂αψ
ij → Im∇αψ−

(
Ga
α Im ([κa] [ψ])

i
j + Re Àaα Im

(
[ψ] [θa]

t)i
j
+ Im ÀaαRe

(
[ψ] [θa]

t)i
j

)

and expressing LM as L′M with these new arguments it comes :
dLM

dRe ∂αψij =
dL′

M

dRe∇αψij ;
dLM

d Im ∂αψij =
dL′

M

d Im∇αψij

dLM

dGa
α
= ∂LM

∂Ga
α
+
∑

ij

(
dLM

dRe ∂αψij Re
(
[κa]

[
ψ♦
])i
j
+ dLM

d Im ∂αψij Im
(
[κa]

[
ψ♦
])i
j

)

Equation 32 gives :

∀a, α :
∂LM
∂Ga

α

=
∑

iβ

dLM
d∂αO

′i
β

([κ̃a] [O
′])
i
β (38)

G factorizes through the covariant derivative if LM does not depend on
∂βO

′i
α.
Equations 33 , 34 give :
dLM

dRe Àa
α

=
∑

ij
dLM

dRe∇αψij Re
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Im
([
ψ♦
]
[θa]

t)i
j

dLM

d Im Àa
α

=
∑

ij

(
− dLM

dRe∇αψij Im
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Re
([
ψ♦
]
[θa]

t)i
j

)

∂LM
∂ Re Àaα

= 0;
∂LM
∂ Im Àaα

= 0 (39)

À factorizes through the covariant derivative.

3) With :
dLM

dReψij = ∂LM

∂Reψij +
∑

k
dLM

dRe∇αψkj Re [Gα]
k
i +

dLM

d Im∇αψkj Im [Gα]
k
i

+ dLM

dRe∇αψik Re
[
Àα

]k
j
+ dLM

d Im∇αψik Im
[
Àα

]k
j

dLM

d Imψij = ∂LM

∂ Imψij +
∑

k− dLM

dRe∇αψkj Im [Gα]
k
i +

dLM

d Im∇αψkj Re [Gα]
k
i

− dLM

dRe∇αψik Im
[
Àα

]k
j
+ dLM

d Im∇αψik Re
[
Àα

]k
j

Thus the 3 equations left give :

∀a :
∑

ij
dLM

dReψij Re ([κa] [ψ])
i
j +

dLM

d Imψij Im ([κa] [ψ])
i
j

+
∑

αij
dLM

dRe ∂αψij Re ([κa] [∂αψ])
i
j +

dLM

∂ Im ∂αψij Im ([κa] [∂αψ])
i
j
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+
∑

bα
dLM

dBb
α
[−→κ a, Gα]

b
+
∑

iα
dLM

dO′i
α
([κ̃a] [O

′])iα +
dLM

d∂βO′i
α
([κ̃a] [O

′])iα = 0

(40)

∀a : 0 =
∑

ijα
∂LM

∂ Reψij Re ([κa] [ψ])
i
j +

∂LM

∂ Imψij Im ([κa] [ψ])
i
j

+ dLM

dRe∇αψij Re ([κa] [∇αψ])
i
j +

dLM

d Im∇αψij Im ([κa] [∇αψ])
i
j

+
∑

αb
∂LM

∂Gb
α
[−→κ a, Gα]

b
+
∑

ij [κ̃a]
i
j

∑
iαβ

dLM

dO′i
α
O′j
α + dLM

d∂βO′i
α
∂βO

′j
α

(41)

∀a : 0 =
∑

ijα
∂LM

∂ Reψij Re
(
[ψ] [θa]

t)i
j
+ ∂LM

∂ Imψij Im
(
[ψ] [θa]

t)i
j

+ dLM

dRe∇αψij Re
(
[∇αψ] [θa]

t)i
j
+ dLM

d Im∇αψij Im
(
[∇αψ] [θa]

t)i
j

(42)

∀a : 0 =
∑

ijα− ∂LM

∂ Reψij Im
(
[ψ] [θa]

t)i
j
+ ∂LM

∂ Imψij Re
(
[ψ] [θa]

t)i
j

− dLM

dRe∇αψij Im
(
[∇αψ] [θa]

t)i
j
+ dLM

d Im∇αψij Re
(
[∇αψ] [θa]

t)i
j

6 COVARIANCE

Covariance needs that the lagrangian be invariant under a change of the map
of the underlying manifold. The map f̃ : Ω → Ω is not affected in such an
operation.

One can proceed as in the previous section, but the group involved in
covariance is the group of general diffeomorphisms on M, it would be quite
restrictive to reduce it to some one parameter group. Moreover the traditional
way is simple and gives some results which will prove very useful. So we follow
the general method as presented in Lovelock [18].
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1) A change of chart is a coordinates transformation ξ → ξ̂ = F (ξ) char-
acterized by the jacobian Jαβ (m) = ∂α

∂̂β
= [F ′ (m)]αβ whose matrix is in GL(4).

We denote its inverse matrix K = J−1. It induces the following transforma-
tions :

∂α → ∂̂α = Jβα∂β

dxα → d̂x
α
= Kα

β dx
β

̟0 → ̟̂ 0 = (detK)̟0

on vector fields on M : Xα∂α = X̂α∂̂α ⇒ X̂α = Kα
βX

β

on forms on M : Xα∂
α = X̂α∂̂

α ⇒ X̂α = JβαXβ

J1Z is identical to JZ ⊗ TV ∗ = L (TV ; JZ) so the transformations on
J1Z are deduced from the transformations on TM.

ψ is unchanged, all the other quantities are vectors and 1 or 2 forms :
V α → V̂ α = Kα

β V
β

O′i
α → Ô′i

α = O′i
λJ

λ
α ⇒ detO′ → det Ô′ = det J detO′

∂αψ
ij → ∂̂αψij = Jλα∂λψ

ij

Àaα → ̂̀
A
a

α = ÀaλJ
λ
α

Ga
α → Ĝa

α = JλαG
a
λ

∂αG
a
β → ∂̂αGa

β = JλαJ
µ
β ∂λG

a
µ

∂αÀ
a
β → ̂∂αÀ

a
β = JλαJ

µ
β ∂λÀ

a
µ

∂βO
′i
α → ∂̂βO′

i

α = JλαJ
µ
β

(
∂λO

′i
µ

)

and also :
∇αψ

ij → ∇̂αψij = Jλα∇λψ
ij

Fa
A,αβ → F̂a

A,αβ = JλαJ
µ
βFa

A,λµ

Fa
G,αβ → F̂a

G,αβ = JλαJ
µ
βFa

G,λµ

Fa
A,αβ → F̂a

A,αβ = JλαJ
µ
βFa

A,λµ

J and K being real matrix all the formula stand for real and imaginary
quantities.

f̃ : Ω → Ω is unchanged and the variables
(
zi♦, zi♦α

)
= f̃ ∗ (zi, ziα) trans-

form as (zi, ziα) .

2) We have for the 4-form on M :
(NLM + LF )̟4 = (NLM + LF ) detO

′̟0

→
(
NL̂M + L̂F

)
det Ô′ ̟̂ 0
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=
(
NL̂M + L̂F

)
det J detK detO′̟0

=
(
NL̂M + L̂F

)
detO′̟0

⇒ (NLM + LF ) =
(
NL̂M + L̂F

)

f̃ acts only on the first part, so we must have the two identities :
LM (zi, ziα) = L̂M (ẑi, ẑiα)

LF (zi, ziα) = L̂F (ẑi, ẑiα)

LM

(
V α,Reψij , Imψij ,Re ∂αψ

ij , Im ∂αψ
ij, Ga

α,Re À
a
α, Im Àaα, O

i
α, ∂βO

′i
α

)

= L̂M(Kα
β V

β,Reψij, Imψij , Jλα Re ∂λψ
ij, Jλα Im ∂λψ

ij , JλαG
a
λ,

Jλα Re À
a
λ, J

λ
α Im Àaλ, O

′i
λJ

λ
α , J

λ
αJ

µ
β∂λO

′i
µ)

LF

(
Ga
α, ∂αG

a
β,Re À

a
α, Im Àaα,Re ∂αÀ

a
β , Im ∂αÀ

a
β , O

′i
i , ∂βO

′i
α

)

= L̂F (J
λ
αG

a
λ, J

λ
αJ

µ
β ∂λG

a
µ, J

λ
α Re À

a
λ, J

λ
α Im Àaλ, J

λ
αJ

µ
β Re ∂λÀ

a
µ,

JλαJ
µ
β Im ∂λÀ

a
µ, , O

′i
λJ

λ
α , J

λ
αJ

µ
β ∂λO

′i
µ)

3) By differentiating with respect to Jβα one gets the identities :

with d

dJβ
α

=
∑

λµ
d

dKλ
µ

dKλ
µ

dJβ
α

=
∑

λµ

(
−Kλ

βK
α
µ

)
d

dKλ
µ

∀α, β : 0 =
∑

λµ{
∑

γ
dL̂M

dV̂ γ

(
−Kλ

βK
α
µ

)
dV̂ γ

dKλ
µ

+
∑

i,j
dL̂M

dRe ∂̂λψij

∂Jµ
λ
Re ∂µψij

∂Jβ
α

+ dL̂M

d Im ∂̂λψij

∂Jµ
λ
Im ∂µψij

∂Jβ
α

+
∑

a
dL̂M

dĜa
λ

∂Jµ
λ
Ga

µ

∂Jβ
α

+ dL̂M

dRe
̂̀
Aa

λ

∂Jµ
λ
Re Àa

µ

∂Jβ
α

+ dL̂M

d Im
̂̀
Aa

λ

∂Jµ
λ
Im Àa

µ

∂Jβ
α

+
∑

i
dL̂M

dÔ′i
λ

∂Jµ
λO

′i
µ

∂Jβ
α

+
∑

ξη
dL̂M

d∂̂λOi′
µ

∂Jξ
λJ

η
µ∂ξO

′i
η

∂Jβ
α

}

∀α, β : 0 =
∑

γ
dL̂M

dV̂ γ

(
−Kγ

βK
α
µV

µ
)
+
∑

i,j
dL̂M

dRe ∂̂αψij
Re ∂βψ

ij+ dL̂M

d Im ∂̂αψij
Im ∂βψ

ij

+
∑

a
dL̂M

dĜa
α

Ga
β +

dL̂M

dRe
̂̀
Aa

α

Re Àaβ +
dL̂M

d Im
̂̀
Aa

α

Im Àaβ +
∑

i
dL̂M

dÔ′i
α

O′i
β

+
∑

i,λ,µ
dL̂M

d∂̂αOi′
λ

Jµλ∂βO
′i
µ +

dL̂M

d∂̂λOi′
α

Jµλ∂µO
′i
β

and
∀α, β : 0 =

∑
λµ{
∑

a
dL̂F

dĜa
λ

∂Jµ
λ
Ga

µ

∂Jβ
α

+ dL̂F

dRe
̂̀
Aa

λ

∂Jµ
λ
Re Àa

µ

∂Jβ
α

+ dL̂F

d Im
̂̀
Aa

λ

∂Jµ
λ
Im Àa

µ

∂Jβ
α

+
∑

ξη

(
dL̂F

dRe ∂̂λÀa
µ

∂Jξ
λ
Jη
µ∂ξ Re Àa

η

∂Jβ
α

+ dL̂F

d Im ∂̂λÀa
µ

∂Jξ
λ
Jη
µ∂ξ Im Àa

η

∂Jβ
α

+ dL̂F

d∂̂λGa
µ

∂Jξ
λ
Jη
µ∂ξG

a
η

∂Jβ
α

)

+
∑

i
dL̂F

dÔ′i
λ

∂Jµ
λ
O′i

µ

∂Jβ
α

+
∑

ξη
dL̂F

d∂̂λOi′
µ

∂Jξ
λ
Jη
µ∂ξO

′i
η

∂Jβ
α

}
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∀α, β : 0 =
∑

a
dL̂F

dĜa
α

Ga
β +

dL̂F

dRe
̂̀
Aa

α

Re Àaβ +
dL̂F

d Im
̂̀
Aa

α

Im Àaβ

+
∑

a
dL̂F

dÔ′i
α

O′i
β +

∑
i,λ,µ

dL̂F

d∂̂αOi′
λ

Jµλ∂βO
′i
µ +

dL̂F

d∂̂λOi′
α

Jµλ∂µO
′i
β

+
∑

λµ(
dL̂F

dRe ̂∂αÀa
λ

Jµλ Re
(
∂βÀ

a
µ − ∂µÀ

a
β

)

+ dL̂F

d Im ∂̂αÀa
λ

Jµλ Im
(
∂βÀ

a
µ − ∂µÀ

a
β

)
+ dL̂F

d∂̂αGa
λ

Jµλ
(
∂βG

a
µ − ∂µG

a
β

)
)

4) By differentiating with respect to the original arguments one gets
∂LM

∂zi
= ∂L̂M

∂ẑi
∂ẑi

∂zi
which reads :

dLM

dV α =
∑

β
dL̂M

dV̂ β

dV̂ β

dV α =
∑

β
dL̂M

dV̂ β
Kβ
α ⇔ dL̂M

dV̂ α
=
∑

β
dLM

dV β J
β
α

dLM

dReψij = dL̂M

dR̂eψ
ij ;

dLM

d Imψij = dL̂M

dÎmψ
ij

dLM

dRe ∂αψij =
∑

λ J
α
λ

dL̂M

dRe ∂̂λψ
ij ;

dLM

d Im ∂αψij =
∑

λ J
α
λ

dL̂M

d Im ∂̂λψ
ij

dLM

∂Ga
α
= Jαλ

dL̂M

dĜa
λ

; dLF

∂Ga
α
= Jαλ

dL̂F

dĜa
λ

dLM

dO′i
α
= Jαλ

dL̂M

dÔ′i
λ

; dLF

dO′i
α
= Jαλ

dL̂F

dÔ′i
λ

dLM

d∂βO′i
α
= Jαλ J

β
µ

dL̂M

d∂µÔ′i
λ

; dLF

d∂βO′i
α
= Jαλ J

β
µ

dL̂F

d∂µÔ′i
λ

dLF

dRe ∂αÀa
β

= Jαλ J
β
µ

dL̂F

dRe ∂̂λÀa
µ

; dLF

d Im ∂αÀa
β

= Jαλ J
β
µ

dL̂F

d Im ∂̂λÀa
µ

;

Some of these partial derivatives transform as composants of
tensors, and therefore we can introduce the corresponding tensorial objects
:

dLM

dReψij ,
dLM

d Imψij are functions over M
dLM

dV α are components of a one form field:
∑

α
dLM

dV α dx
α

dLM

dRe ∂αψij ,
dLM

d Im ∂αψij ,
dLM

dGa
α
, dLF

dGa
α
, dLM

dO′i
α
, dLF

dO′i
α
are components of vector fields :∑

α
dLM

dRe ∂αψij ∂α,
∑

α
dLM

d Im ∂αψij ∂α,
∑

α
dLM

dGa
α
∂α,
∑

α
dLF

dGa
α
∂α,
∑

α
dLM

dO′i
α
∂α

dLF

dRe ∂αÀa
β

, dLF

d Im ∂αÀa
β

, dLF

d∂αGa
β

are components of anti-symmetric bi-vector fields
: ∑

{αβ}
dLF

dRe ∂αÀa
β

∂α ∧ ∂β ,
∑

{αβ}
dLF

d Im ∂αÀa
β

∂α ∧ ∂β ,
∑

{αβ}
dLF

d∂αGa
β

∂α ∧ ∂β ,
dLM

d∂βO′i
α
, dLF

d∂βO′i
α
are components of bi-tensor fields :

∑
αβ

dLM

d∂αO′i
β

∂α⊗∂β ,
∑

αβ
dLF

d∂αO′i
β

∂α⊗
∂β

But the quantities such as ∂LF detO′

∂ ReFa
A,αβ

= ∂LF

∂ ReFa
A,αβ

detO′ are not tensorial.

68



5) By putting Jαβ = δαβ we see that the values of the partial derivatives are
unchanged. So the two previous identities give :

(43)

∀α, β : 0 = −dLM

dV β V
α +

∑
i,j

dLM

dRe ∂αψij Re ∂βψ
ij + dLM

d Im ∂αψij Im ∂βψ
ij

+
∑

a
dLM

dGa
α
Ga
β +

dLM

dRe Àa
α

Re Àaβ +
dLM

d Im Àa
α

Im Àaβ

+
∑

i

(
dLM

dO′i
α
O′i
β +

∑
λ

dLM

d∂λOi′
α
∂λO

′i
β +

dLM

d∂αOi′
λ

∂βO
′i
λ

)

(44)

∀α, β : 0 =
∑

a
dLF

dGa
α
Ga
β +

dLF

dRe Àa
α

Re Àaβ +
dLF

d Im Àa
α

Im Àaβ

+
∑

a,λ(
dLF

dRe ∂αÀa
λ

Re
(
∂βÀ

a
λ − ∂λÀ

a
β

)
+ dLF

d Im ∂αÀa
λ

Im
(
∂βÀ

a
λ − ∂λÀ

a
β

)

+ dLF

d∂αGa
λ

(
∂βG

a
λ − ∂λG

a
β

)
)

+
∑

i

(
dLF

dO′i
α
O′i
β +

∑
λ

dLF

d∂λOi′
α
∂λO

′i
β +

dLF

d∂αOi′
λ

∂βO
′i
λ

)

6) By proceeding to the same calculations with the lagrangians :
LM (Reψij, Imψij ,Re∇αψ

ij, Im∇αψ
ij , Ga

α, O
i
α, ∂βO

′i
α) ,

LF
(
ReFa

A,αβ, ImFa
A,αβ,Fa

G,αβ, O
′i
i , ∂βO

′i
α

)

one can check that the following quantities are tensorial :

∂LM

∂ Re∇αψij ,
∂LM

∂ Im∇αψij are components of vector fields :
∑

α
∂LM

∂ Re∇αψij ∂α,
∑

α
∂LM

∂ Im∇αψij ∂α
∂LF

∂ ReFa
A,αβ

, ∂LF

∂ ImFa
A,αβ

, ∂LF

∂Fa
G,αβ

are components of anti-symmetric bi-vector fields
: ∑

αβ
∂LF

∂ ReFa
A,αβ

∂α ∧ ∂β,
∑

αβ
∂LF

∂ ImFa
A,αβ

∂α ∧ ∂β,
∑

αβ
∂LF

∂Fa
G,αβ

∂α ∧ ∂β

7) With the identities from the previous section the two equations 43,44
become :

(45)

∀α, β : 0 = −dLM

dV β V
α +

∑
i,j

(
dLM

dRe∇αψij Re∇βψ
ij + dLM

d Im∇αψij Im∇βψ
ij
)
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+
∑

a
∂LM

∂Ga
α
Ga
β +

∑
i
dLM

dO′i
α
O′i
β +

∑
iλ

dLM

d∂λO′i
α

(
∂λO

′i
β

)
+ dLM

d∂αO′i
λ

(∂βO
′i
λ)

(46)

∀α, β : 0 = 2
∑

aλ

(
dLF

dReFa
A,αλ

ReFa
A,βλ +

dLF

d ImFa
A,αλ

ImFa
A,βλ +

dLF

dFa
G,αλ

Fa
G,βλ

)

+
∑

a
∂LF

∂Ga
α
Ga
β +

∑
i
dLF

dO′i
α
O′i
β +

∑
iλ

dLF

d∂λOi′
α

(
∂λO

′i
β

)
+ dLF

d∂αOi′
λ

(∂βO
′i
λ)
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Part III

LAGRANGE EQUATIONS

7 PRINCIPLES

Functions for which the action is stationary are given by the standard varia-
tional calculus, in the form of the Euler-Lagrange equations. We will review
them below. But our problem is more complicated due to the f̃ map, which
needs the use of functional derivatives techniques.

7.1 Variational calculus

1) We have seen previously how a projectable vector field on JZ is the
generator of a one parameter group ΦYτ which can be extended to J1Z .
The group ΦJ

1Y
τ induces a deformation of a section j1Z on J1Z : j1Z →

ΦJ
1Y
τ (j1Z) and of the value of the lagrangian and action :

j1Z∗L̟0 →
(
ΦJ

1Y
τ (j1Z)

)∗
L̟0

S (Z) =
∫
Ω
(j1Z)

∗ L̟0 → S (τ, Y ) =
∫
Ω

(
ΦJ

1Y
τ (j1Z)

)∗
L̟0

For Y fixed S (τ, Y ) is a function of the scalar τ. By derivation with
respect to τ in τ = 0 one gets the variational derivative of L along Y :

d
dτ
S(τ, Y )|τ=0 =

∫
Ω

d
dτ

((
ΦJ

1Y
τ (j1Z)

)∗
L̟0

)
|τ=0 =

∫
Ω
(j1Z)

∗
£j1YL̟0

where £j1YL̟0 is the Lie derivative of L̟0 along the field J1Y.
The solutions of the variational problem are taken as the sections Z such

that S is stationary for any projectable vector field Y with support included
in Ω, that is : d

dτ
S(τ, Y )|τ=0 = 0 or

∫
Ω
(j1Z)

∗
£j1YL̟0 = 0.

2) The first variation formula of variational calculus gives the value of this
Lie derivative (Giachetta [5] p.75, Krupka [15]) :

£j1YL̟0 =
∑

i

Y iEi̟0 + hd (ij1YΘL) (47)

where
ΘL = L̟0 +

∂L
∂ziα

̟i ∧ i∂α̟0 is the Poincaré-Cartan Lepage equivalent of

the lagrangian, with ̟i = (dzi − ziαdξ
α)
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Ei =
∂L
∂zi

−
∑n

α=1
d
dξα

(
∂L
∂ziα

)
;E = Ei̟

i ∧̟0 is the Euler-Lagrange form

h is the horizontalization, an exterior product preserving morphism :
h : Λq(J

rZ;R) → ΛHq (J
r+1Z;R) q>0,r>0

such that for a section Z ⊂ Λ0JZ and ρ ∈ Λq(J
rZ;R):

(jrs)∗ ρ = (jr+1s)
∗
hρ

3) Thus the variational derivative computes as :
d
dτ
S(τ, Y )|τ=0 =

∫
Ω
(j1Z)

∗
£j1YL̟0 =

∫
Ω
(j1Z)

∗
(Y iEi̟0 + hd (ij1YΘL))

But
∫
Ω
(j1Z)

∗
hd (ij1YΘL) =

∫
U
Z∗dij1YΘL =

∫
∂U
Z∗ij1YΘL = 0 with the

Stockes theorem if Y is compactly supported
So for the solutions:
∀Y i : d

dτ
S(τ, Y )|τ=0 =

∫
Ω
(j1Z)

∗
Y iEi̟0 = 0 ⇒ Ei =

∂L
∂zi

−
∑n

α=1
d
dξα

(
∂L
∂ziα

)
=

0
and we have the Euler-Lagrange equations:
∂L
∂zi

−
∑n

α=1
d
dξα

(
∂L
∂ziα

)
= 0

4) This classical method can be implemented for the ”field part” LF of our

lagrangian, but in the ”matter part” LM the map f̃ does not fit well. So we
tackle the problem through the method of functional derivatives.

7.2 Functional derivatives

1) Let A be a set of scalar valued functions endowed with a Banach vector
space structure. A functional is a continuous operator : S : A → C. The
general theory of derivatives can be fully implemented. The functional deriva-
tive of S at f is a linear map :dS

df
(f) : A → C such that for any infinitesimal

δf : S(f + δf)− S(f) = dS
df

(f) (δf) + o (δf) ‖δf‖
It is computed easily by δS

δf
(δf) = d

dτ
S(f + τδf)|τ=0 where δf is a com-

pactly supported function. δS
δf

is a distribution if it is continuous. We have
the usual theorems and properties of derivatives with some caution because
the product of two distributions is not defined. What matters is not the
domain where the function are defined, but the codomain, where they take
their value : the theory is legitimate as long as A is a Banach vector space,
such that functions can be added together.
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2) If both F and f belong to A, the chain rule gives : dS
df

(F ◦ f) = dS
dF

(F ◦ f) dF
df

. As the product of the function dF
df

by the distribution δS
δF

(F ) is well de-

fined : δS
δf

(F ◦ f) (δf) = dF
df

δS
δF

(F ◦ f) (δf) . One can compute the deriva-
tives simultaneously with respect to F and f. Let us consider the function
: φ (τ1, τ2) = S ((F + τ1δF ) ◦ (f + τ2δf)) and its partial derivatives with re-
spect to τ1, τ2 in τ1 = 0, τ2 = 0. That is :

δS = S ((F + τ1δF ) ◦ (f + τ2δf))− S (F ◦ f) = φ (τ1, τ2)− φ (0, 0)

=
(
∂φ
∂τ1

|τ1,τ2=0

)
τ1 +

(
∂φ
∂τ2

|τ1,τ2=0

)
τ2 + o (τ1, τ2) (|τ1|+ |τ2|)

∂φ
∂τ1

|τ1=0 =
δS
δF

(F ◦ (f + τ2δf)) (δF ◦ (f + τ2δf))

⇒ ∂φ
∂τ1

|τ1,τ2=0 =
δS
δF

(F ◦ f) δ (F ◦ f)
∂φ
∂τ2

|τ2=0 =
dF
df

δS
δF

((F + τ1δF ) ◦ f) δf
⇒ ∂φ

∂τ2
|τ1,τ2=0 =

dF
df

δS
δF

(F ◦ f) δf
Thus : δS = δS

δF
(F ◦ f) τ1δ (F ◦ f)+dF

df
δS
δF

(F ◦ f) τ2 (δf)+o (τ1, τ2) (|τ1|+ |τ2|)
The functional derivative of S with respect to F ◦ f is : δS

δF
= δS

δF
(F ◦ f) ;

and the functional derivative of S with respect to f is : δS
δf

= dF
df

δS
δF

(F ◦ f)
Now if S (F ◦ f, f) we have by the same calculation :
δS = S ((F + τ1δF ) ◦ (f + τ2δf) , f + τ2δf)− S (F ◦ f)
∂φ
∂τ1

|τ1=0 =
δS
δF

(F ◦ (f + τ2δf)) (δF ◦ (f + τ2δf) , f + τ2δf)

⇒ ∂φ
∂τ1

|τ1,τ2=0 =
δS
δF

((F ◦ f) , f) δ (F ◦ f)
∂φ
∂τ2

|τ2=0 =
dF
df

δS
δF

((F + τ1δF ) ◦ f, f) δf + δS
δf

((F + τ1δF ) ◦ f, f) δf
⇒ ∂φ

∂τ2
|τ1,τ2=0 =

dF
df

δS
δF

(F ◦ f, f) δf + δS
δf

(F ◦ f, f) δf
The functional derivative of S with respect to F ◦ f is : δS

δF
= δS

δF
(F ◦ f) ;

and the functional derivative of S with respect to f is : dF
df

δS
δF

(F ◦ f, f) +
δS
δf

(F ◦ f, f) where the last term is the functional derivative for f as a stand
alone function.

3) Let us come back to our problem. JZ is a vector bundle, a section is
valued in R16m+36, J1Z is also a vector space and we will assume that we
restrict ourselves to some set H ⊂ Λ0J

1Z of bounded, differentiable func-
tions, endowed with a metric so that H is some Banach vector space. The
functional derivative in j1Z of a functional : S : H → R is a continu-
ous linear map : U ∈ L(H ;R) such that for any infinitesimal variation

j1δZ =
{
(δzi, δziα)i,α

}
∈ J1Z :

S(zi + δzi, ziα + δziα)− S(zi, ziα) = U (δzi, δziα) + o (δzi, δziα) ‖(δzi, δziα)‖
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For a section j1Z ∈ H and the variation δj1Z = (δzi, ∂αδz
i) = j1δZ it

reads :
S(zi+δzi, ∂αz

i+∂αδz
i)−S(zi, ∂αzi) = U (δzi, ∂αδz

i)+o (δzi, ∂αδz
i) ‖(δzi, ∂αδzi)‖

that is : S(j1δZ)− S(j1Z) = U (j1δZ) + o (j1δZ) ‖(j1δZ)‖
If δj1Z is defined by a projectable vector field in each point m, we have

for τ ∈ R :
j1mδZ = Φj

1Y
τ (j1mZ)−j1mZ = τ

(
d
dτ
Φj

1Y
τ (j1mZ) |τ=0

)
+τo (τ) = τj1Y (j1mZ)+

τo (τ)
Therefore the functional derivative must meet the condition :
S(Φj

1Y
τ (j1mZ))− S(j1mZ) = τUj1Y (j1mZ) + τo (τ)

The variational derivative is d
dτ
S(τ, Y )|τ=0 =

∫
Ω
(j1Z)

∗
Y iEi̟0 thus it

can be associated with the functional derivative :
δS
δzi

(j1Z) = (j1Z)
∗
Ei such that :

S(Φj
1Y
τ (j1mZ))− S(j1mZ) = τ

∫
Ω
(j1Z)

∗
Y iEi̟0 + τo (τ)

The variational derivative is nothing but the value of the functional
derivative along a projectable vector field. Furthermore :∑

i
δS
δzi

(j1Z)Y i̟0 = (j1Z)
∗
£j1YL̟0

4) To implement this method we need to come back to functions with
codomain Rn. The trivialization of Ω : ϕΩ : S(0)× [0, T ] → Ω stems from a
chart : ϕU : U0× [0, T ] → Ω where U0 is an open set in R3. Let us define the
map :

f : U0 × [0, T ] → U0 × [0, T ] :: f = ϕ−1
U ◦ f̃ ◦ ϕU

α = 0, 1, 23 : ηα = fα (ξ1, ξ2, ξ3, t) are the coordinates at t of a particle
whith coordinates (ξ1, ξ2, ξ3, 0) at t=0 and V α = ∂fα

∂t

The matter part of the action is the functionnal (in putting V apart)

SM =
∫
Ω
N (m)LM

(
V, zi ◦ f̃ , ziα ◦ f̃

)
̟4 =

∫
U0×[0,T ]

(N ◦ ϕU)LM
(
∂fα

∂t
, zif̃ϕU , z

i
αf̃ϕU

) ∣∣∣detO′
(
f̃ϕU

)∣∣∣ (ξ) dξ1 ⊗ dξ2⊗
dξ3 ⊗ dt

SM =
∫
U0×[0,T ]

(N ◦ ϕU)L
(
∂fα

∂t
, ziϕUf, z

i
αϕUf

)
|detO′ (ϕUf)| (ξ) dξ1⊗dξ2⊗

dξ3 ⊗ dt
N is fixed and we have a functional of the composite function j1Z⋄ =

j1Z ◦ f of the vector valued functions : f (ξ) and j1Z =
(
zi (ξ) , dz

i

dξα
(ξ)
)
.
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5) For the field part of the action, which does not depend on f, the func-
tional derivative is :

δSF

δzi
(j1Z) = ∂LF

∂zi
(j1Z)−

∑
α

d
dξα

(
∂LF

∂ziα
(j1Z)

)
= ∂LF

∂zi
−
∑

α ∂α

(
∂LF

∂ziα
(j1Z)

)

6) For the matter part the functional derivatives are :
a) For i>0 : δSM

δzi
(j1Z⋄) = δSM

δzi
(j1Z⋄) = Ei

(
j1Z♦

)
= ∂LM

∂zi

(
j1Z♦

)
−

∑
α

d
dξα

(
∂LM

∂ziα

(
j1Z♦

))

The quantities d
dξα

(
∂LM

∂ziα

(
j1Z♦

))
must be read with the total derivatives

:
d
dξα

(
∂LM

∂ziα

(
j1Z♦

))
=
∑

j
∂LM

∂zj∂ziα

dzj

dξα
+
∑

jβ
∂LM

∂zjβ∂z
i
α

dzj
β

dξα

b) for f :
as a stand alone function :
δSM

δfα
= −

∑
β

d
dξβ

(
∂LM

∂fα
β

)
= − d

dξ0

(
∂LM

∂V α

)

and composed with the other functions :
δSM

δfα
(j1Z⋄) =

∑
i>0

dzi

dfα
δSM

δzi
(j1Z⋄)− d

dξ0

(
∂LM

∂V α

)
with : dzi

dfα
= ∂αz

i

7) The functional derivative of S = SM + SF is the sum of the functional
derivatives :

i > 0

δS

δzi
=
∂LM
∂zi

(
j1Z♦

)
−
∑

α

d

dξα

(
∂LM
∂ziα

(
j1Z♦

))
+
∂LF
∂zi

(
j1Z

)
−
∑

α

∂α

(
∂LF
∂ziα

(
j1Z

))

(48)

and for f :

δS

δfα
(
j1Z⋄

)
=
∑

i>0

(
∂αz

i
) δSM
δzi

(
j1Z⋄

)
− d

dξ0

(
∂LM
∂V α

)
(49)

We have furthermore for any projectable vector field Y:∑
i
δS
δzi

(j1s)Y i̟0 = (j1s)
∗
£j1Y (L̟0) = (j1s)

∗
£j1Y

(
L♦
M + LF

)
̟0
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8 LAGRANGE EQUATIONS

8.1 Equation of state

The equations for the state ψ are :

∀i, j : δS
δReψij = N (m) dLM (detO′)

dReψij

(
Z♦
)
−
∑

β
d
dξβ

(
N (m) dLM (detO′)

d∂β Reψij

(
Z♦
))

∀i, j : δS
δ Imψij = N (m) dLM (detO′)

d Imψij

(
Z♦
)
−
∑

β
d
dξβ

(
N (m) dLM (detO′)

d∂β Imψij

(
Z♦
))

With :
dLM

dReψij = ∂LM

∂Reψij +
∑

k
dLM

dRe∇αψkj Re [Gα]
k
i +

dLM

d Im∇αψkj Im [Gα]
k
i

+ dLM

dRe∇αψik Re
[
Àα

]k
j
+ dLM

d Im∇αψik Im
[
Àα

]k
j

dLM

d∂β Reψij = dLM

d∇β Reψij

dLM

d Imψij = ∂LM

∂ Imψij +
∑

k− dLM

dRe∇αψkj Im [Gα]
k
i +

dLM

d Im∇αψkj Re [Gα]
k
i

− dLM

dRe∇αψik Im
[
Àα

]k
j
+ dLM

d Im∇αψik Re
[
Àα

]k
j

dLM

d∂β Imψij = dLM

d∇β Imψij

we get the equations :

(50)

∀i, j : 0 = V
∂L♦

M

∂ Reψij +
∑

αk
dL♦

M

dRe∇αψkj Re [Gα]
k
i +

dL♦
M

d Im∇αψkj Im [Gα]
k
i

+
dL♦

M

dRe∇αψik Re
[
Àα

]k
j
+

dL♦
M

d Im∇αψik Im
[
Àα

]k
j
} −

∑
β

d
dξβ

(
dL♦

M

dRe∇βψij

)

(51)

∀i, j : 0 =
∂L♦

M

∂ Imψij +
∑

αk −
dL♦

M

dRe∇αψkj Im [Gα]
k
i +

dL♦
M

d Im∇αψkj Re [Gα]
k
i

− dL♦
M

dRe∇αψik Im
[
Àα

]k
j
+

dL♦
M

d Im∇αψik Re
[
Àα

]k
j
−∑β

d
dξβ

(
dL♦

M

d Im∇αψij

)

8.2 Gravitational equations

The equations for the gravitational potential G are :

∀a, α : δS
δGa

α
= dLM

dGa
α

(
Z♦
)
+dLF

dGa
α
(Z (m))−

∑
β

d
dξβ

(
dLM

d∂βGa
α

(
Z♦
)
+ dLF

d∂βGa
α
(Z (m))

)
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dLM

dGa
α
= ∂LM

∂Ga
α
+
∑

ij

(
dLM

dRe ∂αψij Re
(
[κa]

[
ψ♦
])i
j
+ dLM

d Im ∂αψij Im
(
[κa]

[
ψ♦
])i
j

)

dLF

dGa
α
= ∂LF

∂Ga
α
+ 2

∑
bβ

dLF

dFb
Gαβ

[−→κ a, Gβ]
b

dLM

d∂βGa
α
= 0

dLF

d∂βGa
α
=
∑

µλ
dLF

dFb
Gλµ

dFb
Gλµ

d∂βGa
α
=
∑

µλ
dLF

dFb
Gλµ

d(∂λGb
µ−∂µG

b
λ)

d∂βGa
α

= dLF

dFa
Gβα

− dLF

dFa
Gαβ

= 2 dLF

dFa
Gβα

d
dξβ

dLF

d∂βGa
α
(Z (m)) = ∂β

dLF

d∂βGa
α

which gives the equations :

(52)

∀a, α : 0 =
∂L♦

M

∂Ga
α
+∂LF

∂Ga
α
+
∑

ij

(
∂L♦

M

∂ Re∇αψij Re ([κa] [ψ])
i
j +

∂L♦
M

∂ Im∇αψij Im ([κa] [ψ])
i
j

)

+2
∑

β

(∑
b

∂LF

∂Fb
Gαβ

[−→κ a, Gβ]
b
+ ∂β

(
∂LF

∂Fa
Gαβ

))

8.3 Equations for the other force fields

The equations for the other potentials À are :

1) ∀a, α : δS
δRe Àa

α

=
dL♦

M

dRe Àa
α

(
Z♦
)
+ dLF

dRe Àa
α

(Z (m))−∑β
d
dξβ

(
dLF

d∂β Re Àa
α

(Z (m))
)
=

0
with
dLM

dRe Àa
α

=
∑

ij
dLM

dRe∇αψij Re
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Im
([
ψ♦
]
[θa]

t)i
j

dLF

dRe Àa
α

= 2
∑

bβ
dLF

dReFb
Gαβ

Re
[−→
θ a, Àβ

]b
+ dLF

d ImFb
Gαβ

Im
[−→
θ a, Àβ

]b

dLF

d∂β Re Àa
α

= 2 dLF

dReFa
βα

we get the equation :

(53)

∀a, α : 0 =
∑

ij

(
∂L♦

M

∂ Re∇αψij Re
(
[ψ] [θa]

t)i
j
+

∂L♦
M

∂ Im∇αψij Im
(
[ψ] [θa]

t)i
j

)

+2
∑

β

∑
b

(
∂LF

∂ ReFb
A,αβ

Re
[−→
θ a, Àβ

]b
+ ∂LF

∂ ImFb
A,αβ

Im
[−→
θ a, Àβ

]b)
+∂β

(
∂LF

∂ReFa
A,αβ

)
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2) The second set of equations is :

∀a, α : δS
δ Im Àa

α

=
∂L♦

M

∂ Im Àa
α

(
Z♦
)
+∂LF (detO′)

∂ Im Àa
α

(Z (m))−∑β ∂β

(
∂LF (detO′)

∂∂β Im Àa
α

(Z (m))
)
=

0
dLF

d Im Àa
α

= ∂LF

∂ Im Àa
α

+ 2
∑

bβ − dLF

dReFb
Gαβ

Im
[−→
θ a, Àβ

]b
+ dLF

d ImFb
Gαβ

Re
[−→
θ a, Àβ

]b

dLM

d Im Àa
α

=
∑

ij

(
− dLM

dRe∇αψij Im
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Re
([
ψ♦
]
[θa]

t)i
j

)

dLF

d∂β Im Àa
α

= 2 dLF

d ImFa
βα

and gives :

(54)

∀a, α : 0 =
∑

ij

(
− ∂L♦

M

∂ Re∇αψij Im
(
[ψ] [θa]

t)i
j
+

∂L♦
M

∂ Im∇αψij Re
(
[ψ] [θa]

t)i
j

)

+2
∑

β

∑
b

(
− ∂LF

∂ ReFb
A,αβ

Im
[−→
θ a, Àβ

]b
+ ∂LF

∂ ImFb
A,αβ

Re
[−→
θ a, Àβ

]b)
+∂β

(
∂LF

∂ ImFa
A,αβ

)

8.4 Frame equation

The equations for O’ are :

∀i, α : δS
δO′α

i
= dL

dO′i
α
−
∑

γ
d
dξγ

(
dL

d∂γO′i
α

)
= 0

with L = NL♦
M detO′⋄ + LF detO′

δS
δO′α

i
= N (m) dLM (detO′)

dO′i
α

(
Z♦
)
+ dLF (detO′)

dO′i
α

(Z (m))

−
∑

γ
d
dξγ

(
N dLM (detO′)

d∂γO′i
α

(
Z♦
)
+ dLF (detO′)

d∂γO′i
α

(Z (m))
)

with ∂(detO′)
∂O′i

α
= Oα

i (detO
′) , L = V L♦

M + LF
dL
dO′i

α
+Oα

i L− 1
detO′

∑
γ

(
d
dξβ

(
V dL detO′

d∂γO′i
α

))
= 0

multiplying by O′i
β and adding :

0 =
∑

i
dL
dO′i

α
O′i
β + δαβL− 1

detO′

∑
iγ O

′i
β

(
d
dξγ

(
N dL detO′

d∂γO′i
α

))

0 =
∑

i
dL
dO′i

α
O′i
β+δ

α
βL− 1

detO′
O′i
β

∑
γ

(
d
dξγ

(
N ∂LM (detO′)

∂∂γO′i
α

(
Z♦
))

+ ∂γ

(
∂LF (detO′)
∂∂γO′i

α

))

0 =
(

dL
dO′i

α
−∑γ

(
d
dξγ

NdL⋄

M

d∂γO′i
α
+ ∂γ

dLF

d∂γO′i
α

))
O′i
β + δαβL

− 1
detO′

O′i
β

∑
γ

(
NdL⋄

M

d∂γO′i
α

ddetO′⋄

dξγ
+ dLF

d∂γO′i
α
∂γ detO

′
)

(55)
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∀α, β : 0 = δαβL+
∑

i

(
dL
dO′i

α
−
∑

γ

(
d
dξγ

NdL⋄

M

d∂γO′i
α
+ ∂γ

dLF

d∂γO′i
α

))
O′i
β

− 1
detO′

O′i
β

∑
γ

(
NdL⋄

M

d∂γO′i
α

ddetO′⋄

dξγ
+ dLF

d∂γO′i
α
∂γ detO

′
)

If the partial derivatives ∂γO
′i
α do not appear in the lagrangian we have

the simple equation:
∀α, β : 0 =

∑
i
dL
dO′i

α
O′i
β + δαβL

8.5 Trajectory

1) The equation for f is :
∀α : 0 = δS

δfα
(j1Z⋄) =

∑
i>0 (∂αz

i) δSM

δzi
(j1Z⋄)− d

dξ0

(
∂LM

∂V α

)

=
∑

ij
δS⋄

M

δReψij

∂Reψij

∂fα
+

δS⋄

M

δ Imψij

∂ Imψij

∂fα

+
∑

a,β
δS⋄

M

δRe Àa
β

∂ Re Àa
β

∂fα
+

δS⋄

M

δ Im Àa
β

∂ Im Àa
β

∂fα
+

δS⋄

M

δGa
β

∂Ga
β

∂fα

+
∑

i,β
δS⋄

M

δO′i
β

∂O′i
β

∂fα
− d

dξ0

(
∂LM

∂V α

)

∂ Reψij

∂fα
= ∂α Reψ

ij, ∂ Imψij

∂fα
= ∂α Imψij,

∂ Re Àa
β

∂fα
= ∂α Re À

a
β,

∂ Im Àa
β

∂fα
= ∂α Im Àaβ,

∂Ga
β

∂fα
= ∂αG

a
β,

∂O′i
β

∂fα
= ∂αO

′i
β

all these partial derivatives being evaluated at j1Z⋄ = f̃ ∗j1Z
On shell we have :
δS⋄

M

δReψij = 0,
δS⋄

M

δ Imψij = 0,
δS⋄

M

δRe Àa
β

+ δSF

δRe Àa
β

= 0,

δS⋄

M

δ Im Àa
β

+ δSF

δ Im Àa
β

= 0,
δS⋄

M

δGa
β

+ δSF

δGa
β

= 0,
δS⋄

M

δO′i
β

+ δSF

δO′i
β

= 0

So we have two possible formulations for the equation. As LF does not
involve f, it is simpler to take its derivatives whenever useful.

2) δS
δfα

(j1Z⋄)

=

(∑
a,β

δS⋄

M

δRe Àa
β

∂αRe À
a
β +

δS⋄

M

δ Im Àa
β

∂α Im Àaβ +
δS⋄

M

δGa
β

∂αG
a
β +

∑
i,β

δS⋄

M

δO′i
β

∂αO
′i
β

)
(j1Z⋄)−

d
dξ0

(
∂LM

∂V α

)

= −
(∑

a,β
δSF

δRe Àa
β

∂αRe À
a
β +

δSF

δ Im Àa
β

∂α Im Àaβ +
δSF

δGa
β

∂αG
a
β +

∑
i,β

δSF

δO′i
β

∂αO
′i
β

)
(j1Z)−

d
dξ0

(
∂LM

∂V α

)

δSF

δRe Àa
β

= 2
∑

γ{
∑

b

(
∂LF

∂ ReFb
A,βγ

Re
[−→
θ a, Àγ

]b
+ ∂LF

∂ ImFb
A,βγ

Im
[−→
θ a, Àγ

]b)
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+∂γ

(
∂LF

∂ ReFa
A,βγ

)
}

δSF

δ Im Àa
β

= 2
∑

γ{
∑

b

(
− ∂LF

∂ ReFb
A,βγ

Im
[−→
θ a, Àγ

]b
+ ∂LF

∂ ImFb
A,βγ

Re
[−→
θ a, Àγ

]b)

+∂γ

(
∂LF

∂ ImFb
A,βγ

)
}

δSF

δGa
β

= ∂LF

∂Ga
β

+ 2
∑

γ

(∑
b

∂LF

∂Fb
Gβγ

[−→κ a, Gγ]
b
+ ∂γ

(
∂LF

∂Fa
Gβγ

))

δSF

δO′i
β

= dLF (detO′)

dO′i
β

−∑γ
d
dξγ

(
dLF (detO′)

d∂γO′i
β

)

So on shell the equation is :
∀α : 0 = d

dξ0

(
∂LM

∂V α

)

+2
∑

a,βγ{
∑

b

(
∂LF

∂ ReFb
A,βγ

Re
[−→
θ a, Àγ

]b
+ ∂LF

∂ ImFb
A,βγ

Im
[−→
θ a, Àγ

]b)

+∂γ

(
∂LF

∂ ReFa
A,βγ

)
∂α Re À

a
β}

+2
∑

aβγ{
∑

b

(
− ∂LF

∂ ReFb
A,βγ

Im
[−→
θ a, Àγ

]b
+ ∂LF

∂ ImFb
A,βγ

Re
[−→
θ a, Àγ

]b)

+∂γ

(
∂LF

∂ ImFb
A,βγ

)
∂α Im Àaβ}

+
∑

aβ

(
∂LF

∂Ga
β

+ 2
∑

γ

(∑
b

∂LF

∂Fb
Gβγ

[−→κ a, Gγ]
b
+ ∂γ

(
∂LF

∂Fa
Gβγ

)))
∂αG

a
β

+
∑

iβ

(
dLF (detO′)

dO′i
β

−
∑

γ
d
dξγ

(
dLF (detO′)

d∂γO′i
β

))
∂αO

′i
β

∀α : 0 = d
dξ0

(
∂LM

∂V α

)
+2
∑

a,βγ

(
∂αRe À

a
β

)
∂γ

(
∂LF

∂ReFa
A,βγ

)
+
(
∂α Im Àaβ

)
∂γ

(
∂LF

∂ ImFb
A,βγ

)

+2
∑

bβγ
∂LF

∂ ReFb
A,βγ

Re

([−→
θ a, Àγ

]b
∂αÀ

a
β

)
+ ∂LF

∂ ImFb
A,βγ

Im

([−→
θ a, Àγ

]b
∂αÀ

a
β

)
}

+
∑

aβ

(
∂LF

∂Ga
α
∂αG

a
β + 2

∑
γ

((
∂αG

a
β

)
∂γ

(
∂LF

∂Fa
Gβγ

)
+ ∂LF

∂Fa
Gβγ

[∂αGβ, Gγ]
a
))

+
∑

iβ

(
dLF (detO′)

dO′i
β

−
∑

γ
d
dξγ

(
dLF (detO′)

d∂γO′i
β

))
∂αO

′i
β

Thus the equation is :

(56)

∀α : 0 = d
dξ0

(
∂LM

∂V α

)
+
∑

iβ

(
dLF (detO′)

dO′i
β

−∑γ
d
dξγ

(
dLF (detO′)

d∂γO′i
β

))
∂αO

′i
β

+2
∑

a,βγ(
(
∂α Re À

a
β

)
∂γ

(
∂LF

∂ ReFa
A,βγ

)
+
(
∂α Im Àaβ

)
∂γ

(
∂LF

∂ ImFb
A,βγ

)

+ ∂LF

∂ ReFa
A,βγ

Re
[
∂αÀβ, Àγ

]a
+ ∂LF

∂ ImFa
A,βγ

Im
[
∂αÀβ, Àγ

]a
)

+
∑

aβ

(
∂LF

∂Ga
α
∂αG

a
β + 2

∑
γ

((
∂αG

a
β

)
∂γ

(
∂LF

∂Fa
Gβγ

)
+ ∂LF

∂Fa
Gβγ

[∂αGβ, Gγ]
a
))
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9 NOETHER CURRENTS

9.1 Principles

For a one parameter group of diffeomorphisms with projectable vector field
Y the Lie derivative is given by the formula 47 which is equivalent to the
following (Krupka [15] p.44):

£j1YL̟0 =
∑

i

((
Y i − ziβY

β
)
Ei +

d
dξα

(
Y αL+ ∂L

∂ziα

(
Y i −Xβziβ

)))
̟0

that is if Y is vertical (Y α = 0) :

£j1YL̟0 =
∑

i

(
Y iEi +

d
dξα

(
∂L
∂ziα

Y i
))

̟0

were Ei (L) = ∂L
∂zi

−
∑

α
d
dξα

(
∂L
∂ziα

)
are the Lagrange forms

and L = (V LM + LF ) detO
′.

On shell Ei (L) = 0 so :
∑

i,α
d
dξα

(
∂L
∂ziα

Y i
)
̟0 = 0

The equivariance implies for any vertical vector field parametrized by a
section ζ of J2FM :∑

i
∂LM

∂zi
Y i (Z, ζ) + ∂LM

∂ziα
Y i
α (Z, ζ) = 0∑

i
∂LF

∂zi
Y i (Z, ζ) + ∂LF

∂ziα
Y i
α (Z, ζ) = 0

with Y i
α (Z, ζ) =

d
dξα
Y i (Z, ζ) that is :

∑
i
∂L
∂zi
Y i = −

∑
i
∂L
∂ziα

d
dξα
Y i

Thus the quantity
∑

iEi (L) Y i =
∑

i
∂L
∂zi
Y i −

∑
i,α Y

i d
dξα

(
∂L
∂ziα

)
can be

written :∑
iEi (L)Y i = −

∑
iα

(
∂L
∂ziα

Y i
α + Y i d

dξα

(
∂L
∂ziα

))

= −
∑

iα

(
∂L

∂∂αzi
dY i

dξα
+ Y i d

dξα

(
∂L
∂ziα

))
= −

∑
α

d
dξα

(∑
i

∂L
∂∂αzi

Y i
)

and on shell we get for any vertical field Y :
∑

α
d
dξα

(∑
i
∂L
∂ziα

Y i
)
= 0.. If

one puts ζ =
(
−−→κ a,−

−→
θ b

)
=Constant then for each generator of the gauge

group
∑

i
∂L

∂∂αzi
Y i
(
−−→κ a,−

−→
θ b

)
is divergence free. But as we have seen only

the partial derivatives such that ∂LM

∂zi
λ

, ∂LF

∂zi
λ

are components of vector fields, so

going to the conclusion is not so straightforward.

We will prove that both the gravitational equation and the equation for
the other fields can be written in purely geometrical manner of the kind
: ̟4 (Y ) = 1

2
dΠ where Y, the ”Noether current”, is a vector and Π , the

”superpotential”, is a 2-form.
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9.2 Noether currents for the gravitational field

1) Let us fix −→κ =
∑

a κ
a−→κ a = Ct then the vector Y has the components :

Y Reψij

=
∑

a κ
a Re ([κa] [ψ])

i
j

Y Imψij

=
∑

a κ
a Im ([κa] [ψ])

i
j

Y Gb
β =

∑
a κ

a [−→κ a, Gβ]
b

Y O′i
β =

∑
a κ

a ([κ̃a] [O
′])iβ

V is not involved, so :∑
i
∂L
∂ziα

Y i (−→κ ) =∑aij

(
dL

dRe ∂αψij κ
aRe ([κa] [ψ])

i
j +

dL
d Im ∂αψij κ

a Im ([κa] [ψ])
i
j

)

+
∑

abβ
dL

d∂αGb
β

κa [−→κ a, Gβ]
b
+
∑

aiβ
dL

d∂αO′i
β

κa ([κ̃a] [O
′])iβ

=
∑

a κ
a (detO′) {∑ij

(
d(V LM+LF )
dRe ∂αψij Re ([κa] [ψ])

i
j +

d(V LM+LF )
d Im ∂αψij Im ([κa] [ψ])

i
j

)

+
∑

bβ
d(V LM+LF )

d∂αGb
β

[−→κ a, Gβ]
b
+
∑

iβ
d(V LM+LF )

d∂αO′i
β

([κ̃a] [O
′])iβ}

with L = (NLM + LF ) detO
′

And :
d(NLM+LF )
dRe ∂αψij = N dLM

dRe∇αψij ;
dL

d Im ∂αψij = N dLM

d Im∇αψij

d(V LM+LF )
d∂αGa

β

= dLF (detO′)
d∂αGa

α
= 2 dLF

dFa
Gαβ

d(NLM+LF )

d∂αO′i
β

= N dLM

d∂αO′i
β

+ dLF

d∂αO′i
β

So :∑
i
∂L
∂ziα

Y i (−→κ )
=
∑

a κ
a (detO′) {

∑
ij N

(
dLM

dRe∇αψij Re ([κa] [ψ])
i
j +

dLM

d Im∇αψij Im ([κa] [ψ])
i
j

)

+2
∑

a,β
dLF

dFb
Gαβ

[−→κ a, Gβ]
b
+
∑

iβ

(
N dLM

d∂αO′i
β

+ dLF

d∂αO′i
β

)
([κ̃a] [O

′])iβ}
The identities 27,38 from the gauge equivariance read :
∀a, α : ∂LF

∂Ga
α
=
∑

ij [κ̃a]
i
j

∑
β

dLF

d∂αO′i
β

O′j
β

∀a, α : ∂LM

∂Ga
α
=
∑

ij [κ̃a]
i
j

∑
β

dLM

d∂αO′i
βα

O′j
β∑

i
∂L
∂ziα

Y i (−→κ )
=
∑

a κ
a (detO′) {

∑
ij N

(
dLM

dRe∇αψij Re ([κa] [ψ])
i
j +

dLM

d Im∇αψij Im ([κa] [ψ])
i
j

)

+2
∑

b,β
dLF

dFb
Gαβ

[−→κ a, Gβ]
b
+ V

∂L♦
M

∂Ga
α
+ ∂LF

∂Ga
α
}

But from the definition of the partial derivatives :

N
∑

ij

(
dL♦

M

dRe∇αψij Re ([κa] [ψ])
i
j +

dL♦
M

d Im∇αψij Im ([κa] [ψ])
i
j

)
+N

∂L♦
M

∂Ga
α
= N

dL♦
M

dGa
α

dLF

dGa
α
= ∂LF

∂Ga
α
+
∑

µλ
dLF

dFb
Gλµ

dFb
Gλµ

dGa
α
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= ∂LF

∂Ga
α
+
∑

µλ
dLF

dFb
Gλµ

d(Gb
cdG

c
λG

d
µ)

dGa
α

= ∂LF

∂Ga
α
+ 2

∑
bβ

dLF

dFb
Gαβ

[−→κ a, Gβ]
b

So
∑

i
∂L
∂ziα

Y i (−→κ ) =∑a κ
a (detO′)

(
N

dL♦
M

dGa
α
+ dLF

dGa
α

)
=
∑

a κ
a dL
dGa

α

The gravitational equation 52 reads:

∀a, α : δS
δGa

α
= dL

dGa
α
−
∑

β
d
dξβ

(
dL

d∂βGa
α

)
= 0

so
∑

i
∂L
∂ziα

Y i (−→κ ) =∑a κ
a
(

δS
δGa

α
+
∑

β
d
dξβ

(
dL

d∂βGa
α

))
and on shell :

∀−→κ :
∑

α
d
dξα

(∑
i
∂L
∂ziα

Y i (−→κ )
)
=
∑

a κ
a
∑

αβ
d
dξα

d
dξβ

(
dL

d∂βGa
α

)
= 0 because

dL
d∂αGa

β

+ dL
d∂βGa

α
= 0

2) d(NLM+LF )
d∂βGa

α
= dLF

d∂βGa
α
= 2 dLF

dFa
G,βα

are the components of the anti-symmetric

bi-vector field : Za
G =

∑
{αβ}

dLF

d∂αGa
β

∂α ∧ ∂β and we can define the tensor :

ZG =
∑

a,{αβ}
dLF

d∂αGa
β

∂α ∧ ∂β ⊗ −→κ a = 2
∑

a,{αβ}
dLF

dFa
G,αβ

∂α ∧ ∂β ⊗ −→κ a. Beware

that ZG here and in the following is defined in respect with dLF

d∂αGa
β

and the 2

factor is needed when ZG is computed through dLF

dFa
G,αβ

.

We will compute the 2-form ΠG = ̟4 (ZG) and its exterior differential.
For this we first establish several formulas which will be extensively used in
the following.

So let be the 2 antisymmetric bi-vector field : Z =
∑

{αβ} Z
αβ∂α ∧ ∂β

a) Π = ̟4 (Z) = ̟4

(∑
{αβ} Z

αβ∂α ∧ ∂β
)

̟0 =
∑

α1α2α3α0
ǫ (α0, α1, α2, α3) dx

α0 ⊗ dxα1 ⊗ dxα2 ⊗ dxα3

Z =
∑

α<βa Z
αβ (∂α ⊗ ∂β − ∂β ⊗ ∂α)

̟0 (Z)
=
∑

α1α2α3α0

∑
α<β Z

αβǫ (α0, α1, α2, α3)
{(dxα0 ⊗ dxα1 ⊗ dxα2 (∂α)⊗ dxα3 (∂β)− dxα0 ⊗ dxα1 ⊗ dxα2 (∂β)⊗ dxα3 (∂α))}
=
∑

α1α2α3α0

∑
α<β Z

αβαβǫ (α0, α1, α2, α3)
(
δα2

α δ
α3

β dx
α0 ⊗ dxα1 − δα2

β δ
α3

α dx
α0 ⊗ dxα1

)

=
∑

α0α1

∑
α<β Z

αβ (ǫ (α0, α1, α, β)dx
α0 ⊗ dxα1 + ǫ (α0, α1, α, β)dx

α0 ⊗ dxα1)

= 2
∑

α<β Z
αβ
∑

α0α1
ǫ (α0, α1, α, β)dx

α0 ⊗ dxα1

= 2
∑

α<β Z
αβ
(∑

α0<α1
ǫ (α0, α1, α, β)dx

α0 ⊗ dxα1 +
∑

α0>α1
ǫ (α0, α1, α, β)dx

α0 ⊗ dxα1

)

= 2
∑

α<β Z
αβ
(∑

α0<α1
ǫ (α0, α1, α, β)dx

α0 ⊗ dxα1 +
∑

α1>α0
ǫ (α1, α0, α, β)dx

α1 ⊗ dxα0

)

= 2
∑

α<β Z
αβ
∑

α0<α1
(ǫ (α0, α1, α, β) dx

α0 ⊗ dxα1 − ǫ (α0, α1, α, β)dx
α1 ⊗ dxα0)

= 2
∑

α<β Z
αβ
∑

α0<α1
ǫ (α0, α1, α, β) (dx

α0 ⊗ dxα1 − dxα1 ⊗ dxα0)
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̟0 (Z) = 2
∑

α<β Z
αβ
∑

α0<α1
ǫ (α0, α1, α, β)dx

α0 ∧ dxα1

Π = ̟4

(∑
{αβ} Z

αβ∂α ∧ ∂β
)

= 2 (detO′)
∑

λ<µ

∑
α<β,a Z

αβǫ (λ, µ, α, β)dxλ ∧ dxµ
Expressed in coordinates :
Π = −2 (detO′) {Z32dx0 ∧ dx1 + Z13dx.0 ∧ dx2 + Z21dx0 ∧ dx3
+Z03dx2 ∧ dx1 + Z02dx1 ∧ dx3 + Z01dx3 ∧ dx2}
Notice the choice of indexes : all the formulas are much simpler with this

one. Of course it is related to the table 1.

b) Exterior derivative : dΠ
dΠ = −2{∂2 (Z32 (detO′)) dx2∧dx0∧dx1+∂3 (Z32 (detO′)) dx3∧dx0∧dx1
+∂1 (Z

13 (detO′)) dx1 ∧ dx.0 ∧ dx2 + ∂3 (Z
13 (detO′)) dx3 ∧ dx.0 ∧ dx2

+∂1 (Z
21 (detO′)) dx1 ∧ dx0 ∧ dx3 + ∂2 (Z

21 (detO′)) dx2 ∧ dx0 ∧ dx3
+∂0 (Z

03 (detO′)) dx0 ∧ dx2 ∧ dx1 + ∂3 (Z
03 (detO′)) dx3 ∧ dx2 ∧ dx1

+∂0 (Z
02 (detO′)) dx0 ∧ dx1 ∧ dx3 + ∂2 (Z

02
Ga (detO

′)) dx2 ∧ dx1 ∧ dx3
+∂0 (Z

01 (detO′)) dx0 ∧ dx3 ∧ dx2 + ∂1 (Z
01 (detO′)) dx1 ∧ dx3 ∧ dx2}

= −2{
− (∂3 (Z

03 (detO′))− ∂2 (Z
02
Ga (detO

′))− ∂1 (Z
01 (detO′))) dx1∧dx2∧dx3

+ (∂3 (Z
13 (detO′)) + ∂2 (Z

12 (detO′)) + ∂0 (Z
10 (detO′))) dx0 ∧ dx2 ∧ dx3

− (∂3 (Z
23 (detO′)) + ∂1 (Z

21 (detO′)) + ∂0 (Z
20 (detO′))) dx0 ∧ dx1 ∧ dx3

+ (∂2 (Z
32 (detO′)) + ∂1 (Z

31 (detO′)) + ∂0 (Z
30 (detO′))) dx0∧dx1∧dx2}

dΠ = −2
∑3

α=0

∑3
β=0 (−1)α+1 (∂β

(
Zαβ detO′

))
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

which is conveniently written as :

dΠ = d
(
̟4

(∑
{αβ} Z

αβ∂α ∧ ∂β
))

= −2 1
detO′

∑
a̟4

(∑
αβ ∂β

(
Zαβ detO′

)
∂α

)

c) Let us compute
(∑

γ Xγdx
γ
)
∧ Π where X =

∑
γ Xγdx

γ is a one-

form:(∑
γ Xγdx

γ
)
∧ Π

= −2 (detO′)
(∑

γ Xγdx
γ
)
∧ {Z32dx0 ∧ dx1 + Z13dx.0 ∧ dx2

+Z21dx0 ∧ dx3 + Z03dx2 ∧ dx1 + Z02dx1 ∧ dx3 + Z01dx3 ∧ dx2}
= −2 (detO′) {
− (Z03X3 + Z02X2 + Z01X1) dx

1 ∧ dx2 ∧ dx3
+ (Z13X3 + Z12X2 + Z10X0) dx

0 ∧ dx2 ∧ dx3
− (Z23X3 + Z21X1 + Z20X0) dx

0 ∧ dx1 ∧ dx3
+ (Z32X2 + Z31X1 + Z30X0) dx

0 ∧ dx1 ∧ dx2}
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= −2 (detO′)
∑

α (−1)α+1∑
γ Z

αγXγdx
0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

where the symbol ˆ over a variable denotes as usual that the variable
shall be omitted.

On the other hand :
̟4

(∑
αγ Z

αγXγ∂α

)

= (detO′)
∑

α (−1)α+1∑
γ Z

a,αγXγdx
0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

So one can write :
̟4

(∑
αγ Z

αγXγ∂α

)
= −1

2

(∑
γ Xγdx

γ
)
∧ Π

= −1
2

(∑
γ Xγdx

γ
)
∧̟4

(∑
{αβ} Z

αβ∂α ∧ ∂β
)

4) From these formulas we have :

ΠG = ̟4


 ∑

a,{αβ}

dLF
d∂αGa

β

∂α ∧ ∂β ⊗−→κ a


 = 2

∑

α<β,a
λ<µ

ǫ (λ, µ, α, β)
dLF
d∂αGa

β

dxλ∧dxµ⊗−→κ a

(57)

This is a 2-form on M valued in o(3,1) called superpotential.
ΠG = −2 (detO′)

∑
a{Z

a,32
G dx0 ∧ dx1 +Za,13

G dx.0 ∧ dx2 +Za,21
G dx0 ∧ dx3 +

Za,03
G dx2 ∧ dx1
+Za,02

G dx1 ∧ dx3 + Za,01
G dx3 ∧ dx2} ⊗ −→κ a

And the exterior derivative :
dΠG = −2 1

detO′

∑
a̟4

(∑
αβ ∂β

(
dL

d∂αGa
β

)
∂α

)
⊗−→κ a

= −2
∑

a

∑3
αβ=0 (−1)α+1 ∂β

(
dL

d∂αGa
β

)
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3 ⊗−→κ a

5) dL
dGa

α
=
∑

ij N
(

dLM

dRe∇αψij Re ([κa] [ψ])
i
j +

dLM

d Im∇αψij Im ([κa] [ψ])
i
j

)

+2
∑

b,β
dLF

dFb
Gαβ

[−→κ a, Gβ]
b
+

∂(V L♦
M+LF )
∂Ga

α

are the components of a tensor field :

YG =
∑

a,α

d (NLM + LF )

dGa
α

∂α ⊗−→κ a (58)

YG is comprised of one part related to the particles (LM ) and one part
related to the gravitational field (LF ).
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6) We have :
̟4 (YG)

=
∑

a

∑3
α=0 (−1)α+1 dL

dGa
α
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3 ⊗−→κ a

= (detO′)
∑

α

∑
α1α2α3α4

Y aα
G ǫ (α1, α2, α3, α4) dx

α1⊗dxα2⊗dxα3⊗dxα4 (∂α)

= (detO′)
∑

α (−1)α+1 Y aα
G dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

So the gravitational equation ∀a, α : 0 = dL
dGa

α
−
∑

β
d
dξβ

(
dL

d∂βGa
α

)
is equiv-

alent to :∑
a

∑3
α=0 (−1)α+1 dL

dGa
α
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3 ⊗−→κ a

=
∑

a

∑3
α=0 (−1)α+1∑

β ∂β

(
dL

d∂βGa
α

)
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3 ⊗−→κ a

̟4 (YG) = −
∑

a

∑3
α=0 (−1)α+1∑

β ∂β

(
dL

d∂αGa
β

)
dx0∧...∧d̂xα∧...∧dx3⊗−→κ a

̟4 (YG) =
1

2
dΠG (59)

As both quantities are tensors, this a fully geometric equation, which does
not involve coordinates and can be substituted to the gravitational equation.

7) The integral
∫
Ω(t)

d̟4 (YG) =
∫
Ω(t)

1
2
d2ΠG over the region delimited by

S(0) and S(t) is null, but by Stockes theorem :
∫
Ω(t)

d̟4 (YG) = 0 =
∫
∂Ω(t)

̟4 (YG)

. If YG = 0 on the rim of each S(t) the flux of the vector field YG is conserved
:
∫
S(0)

̟4 (YG) =
∫
S(t)

̟4 (YG) .

8) With the various gauge constraints :

YG =
∑

aα{
∑

ij

(
dNLM

dRe∇αψij Re ([κa] [ψ])
i
j +

dNLM

d Im∇αψij Im ([κa] [ψ])
i
j

)

+2
∑

b,β
dLF

dFb
Gαβ

[−→κ a, Gβ]
b
+ ∂L

∂Ga
α
}∂α ⊗−→κ a

The equation can be written :

∀a : ̟4

(∑
αij N

(
dLM

dRe∇αψij Re ([κa] [ψ])
i
j +

dLM

d Im∇αψij Im ([κa] [ψ])
i
j +

∂L
∂Ga

α

)
∂α

)

= 1
2
dΠa

G −̟4

(
2
∑

b,β
dLF

dFb
Gαβ

[−→κ a, Gβ]
b
∂α

)

̟4

(
2
∑

b,β
dLF

dFb
Gαβ

[−→κ a, Gβ]
b
∂α

)
=
∑

b̟4

(∑
β Z

b,αβ
G [−→κ a, Gβ]

b
∂α

)

= −1
2

∑
b

(∑
β [
−→κ a, Gβ]

b
dxβ
)
∧Πb

G

So the conservation equation reads :
∀a :
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̟4

(∑
αij N

(
dLM

dRe∇αψij Re ([κa] [ψ])
i
j +

dLM

d Im∇αψij Im ([κa] [ψ])
i
j

)
∂α

)
+̟4

(
∂L
∂Ga

α
∂α

)

= 1
2
dΠa

G −
∑

b

(∑
β [
−→κ a, Gβ]

b
dxβ
)
∧ Πb

G

9.3 Noether currents for the other fields

We will proceed in the same way as above, with just one complication coming
from the complex value of the quantities.

1) Let us fix
−→
θ =

∑
a θ

a−→θ a = Ct then the vector Y has the components :

Y Reψij

=
∑

aRe θ
a Re

([
ψ♦
]
[θa]

t)i
j
− Im θa Im

([
ψ♦
]
[θa]

t)i
j

Y Imψij

=
∑

aRe θ
a Im

([
ψ♦
]
[θa]

t)i
j
+ Im θaRe

([
ψ♦
]
[θa]

t)i
j

Y Re Àa
β =

∑
bc C

a
bc

(
Re θbRe Ácβ − Im θb Im Ácβ

)

Y Im Àa
β =

∑
bc C

a
bc

(
Re θb Im Ácβ + Im θbRe Ácβ

)

And :
dL

dRe ∂αψij = N dLM detO′

dRe∇αψij ;
dL

d Im ∂αψij = N dLM detO′

d Im∇αψij

dL

dRe ∂αÀa
β

= 2 dLF

dReFb
A,αβ

; dL

d Im ∂αÀa
β

= 2 dLF

d ImFb
A,αβ(−→

θ a

)
is a real basis of the complexified T1U

c = T1U⊕iT1U with complex

components. The set
(−→
θ a, i

−→
θ a

)
is a real basis of the real vector space T1U

c

with the real components Re θa, Im θa.
So we have to consider two quantities :∑

j
∂L

∂zjα
Y j
(
Re

−→
θ
)

=
∑

a{
∑

ij
dL

dRe ∂αψij Re θ
aRe

([
ψ♦
]
[θa]

t)i
j
+ dL

d Im ∂αψij Re θ
a Im

([
ψ♦
]
[θa]

t)i
j

+
∑

bβ
dL

dRe ∂αÀa
β

Ca
bcRe θ

bRe Àcβ +
dL

d Im ∂αÀa
β

Ca
bcRe θ

b Im Àcβ}

=
∑

a (Re θ
a) {∑ij N

dLM detO′

dRe∇αψij Re
([
ψ♦
]
[θa]

t)i
j
+N dLM detO′

d Im∇αψij Im
([
ψ♦
]
[θa]

t)i
j

+2
∑

bβ
dLF detO′

dReFb
A,αβ

Re
[−→
θ a, Àβ

]b
+ dLF detO′

d ImFb
A,αβ

Im
[−→
θ a, Àβ

]b
}

and∑
j
∂L

∂zjα
Y j
(
Im

−→
θ
)

=
∑

a{
∑

ij − dL
dRe ∂αψij Im θa Im

([
ψ♦
]
[θa]

t)i
j
+ dL
d Im ∂αψij Im θaRe

([
ψ♦
]
[θa]

t)i
j

+
∑

bβ − dL
dRe ∂αÀa

β

Ca
bc Im θb Im Àcβ +

dL
d Im ∂αÀa

β

Ca
bc Im θbRe Àcβ}

=
∑

a (Im θa) {N
∑

ij −dLM detO′

dRe∇αψij Im
([
ψ♦
]
[θa]

t)i
j
+dLM detO′

d Im∇αψij Re
([
ψ♦
]
[θa]

t)i
j
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+2
∑

bβ − dLF detO′

dReFb
A,αβ

Im
[−→
θ a, Àβ

]b
+ dLF detO′

d ImFb
A,αβ

Re
[−→
θ a, Àβ

]b
}

That is, with the gauge invariance identities :∑
j
∂L

∂zjα
Y j
(
Re

−→
θ
)
=
∑

a (Re θ
a) dL

dRe Àa
α∑

j
∂L

∂zjα
Y j
(
Im

−→
θ
)
=
∑

a (Im θa) dL
d Im Àa

α

The equations 53,54 can be written as :

∀a, α : δS
δRe Àa

α

= dL
dRe Àa

α

−∑β
d
dξβ

(
dL

d∂β Re Àa
α

)
= 0

∀a, α : δS
δ Im Àa

α

= dL
d Im Àa

α

−
∑

β
d
dξβ

(
dL

d∂β Im Àa
α

)
= 0

So :∑
j
∂L

∂zjα
Y j
(
Re

−→
θ
)
=
∑

a (Re θ
a)
(

δS
δRe Àa

α

+
∑

β
d
dξβ

(
dL

d∂β Re Àa
α

))

∑
j
∂L

∂zjα
Y j
(
Im

−→
θ
)
=
∑

a (Im θa)
(

δS
δ Im Àa

α

+
∑

β
d
dξβ

(
dL

d∂β Im Àa
α

))

and on shell : ∀−→θ :
∑

α
d
dξα

(∑
i
∂L
∂ziα

Y i
(
Re

−→
θ
))

=
∑

a (Re θ
a)
∑

αβ
d
dξα

d
dξβ

(
dL

d∂β Re Àa
α

)
=

0 because dL
d∂β Re Àa

α

+ dL
d∂α Re Àa

β

= 0

2) The quantities : dL

dRe ∂αÀa
β

= 2 dLF

dReFa
A,αβ

, dL

d Im ∂αÀa
β

= 2 dLF

d ImFa
A,αβ

are the

components of the anti-symmetric 2-vector:
Za
AR =

∑
{αβ}

dL
dRe ∂αÀa

β

∂α ∧ ∂β , Za
AI =

∑
{αβ}

dL
d Im ∂αÀa

β

∂α ∧ ∂β .
The 2-forms Πa

AR = ̟4 (Z
a
AR) ,Π

a
AI = ̟4 (Z

a
AI) can be computed as above

:

Πa
AR = ̟4 (Z

a
AR) = 2

∑

λ<µ

∑

α<β,a

ǫ (λ, µ, α, β)
dL

dRe ∂αÀaβ
dxλ ∧ dxµ (60)

Πa
AI = ̟4 (Z

a
AR) = 2

∑

λ<µ

∑

α<β,a

ǫ (λ, µ, α, β)
dL

d Im ∂αÀ
a
β

dxλ ∧ dxµ (61)

They are the superpotentiels of the field À. Their exterior derivative are
:

dΠa
AR = −2

∑3
α=0

(∑3
β=0 (−1)α+1 ∂β

(
dL

dRe ∂αÀa
β

))
dx0∧...∧ d̂xα∧...∧dx3

= −2 1
detO′

∑
a̟4

(∑
αβ ∂β

(
dL

dRe ∂αÀa
β

)
∂α

)
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dΠa
AI = −2

∑3
α=0

(∑3
β=0 (−1)α+1 ∂β

(
dL

d Im ∂αÀa
β

))
dx0∧ ...∧ d̂xα∧ ...∧dx3

= −2 1
detO′

∑
a̟4

(∑
αβ ∂β

(
dL

d Im ∂αÀa
β

)
∂α

)

3) The quantities :Y a,α
AR = d(NLM+LF )

dRe Àa
α

, Y a,α
AI = d(V LM+LF )

d Im Àa
α

are the compo-

nents of vector fields Y a
AR,Y

a
AI :

Ya
AR=

∑

α

d (NLM + LF )

dRe Àaα
}∂α;Ya

AI=
∑

α

d (V LM + LF )

d Im Àaα
}∂α (62)

and :
̟4 (Y

a
AR) =

∑3
α=0 (−1)α+1 (Y a,α

AR ) (detO′) dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3
̟4 (Y

a
AI) =

∑3
α=0 (−1)α+1 (Y a,α

AI ) (detO′) dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3
The equations 53,54 are equivalent to :

̟4 (Y
a
AR) =

1

2
dΠa

AR;̟4 (Y
a
AI) =

1

2
dΠa

AI (63)

As seen previously the flow of the 2m vectors field Y a
AR, Y

a
AI is conserved.

4) We can proceed to calculations similar as above :

Y αa
AR = N

∑
ij

dLM

dRe∇αψij Re
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Im
([
ψ♦
]
[θa]

t)i
j

+2
∑

bβ
dLF

dReFb
A,αβ

Re
[−→
θ a, Àβ

]b
+ dLF

d ImFb
A,αβ

Im
[−→
θ a, Àβ

]b

Y αa
AI = N

∑
ij − dLM

dRe∇αψij Im
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Re
([
ψ♦
]
[θa]

t)i
j

+2
∑

bβ − dLF

dReFb
A,αβ

Im
[−→
θ a, Àβ

]b
+ dLF

d ImFb
A,αβ

Re
[−→
θ a, Àβ

]b

̟4

(
2
∑

β
dLF

dReFb
Aαβ

Re
[−→
θ a, Àβ

]b
∂α

)
= ̟4

(∑
αβ Z

bαβ
AR Re

[−→
θ a, Àβ

]b
∂α

)

= −1
2

(∑
β Re

[−→
θ a, Àβ

]b
dxβ
)
∧ Πb

AR = −1
2

∑
bcC

b
ac

(
Re Àc

)
∧Πb

AR

̟4

(
2
∑

β
dLF

d ImFb
Aαβ

Im
[−→
θ a, Àβ

]b
∂α

)
= −1

2

(∑
β Im

[−→
θ a, Àβ

]b
dxβ
)
∧Πb

AI

= −1
2

∑
bc C

b
ac

(
Im Àc

)
∧ Πb

AI
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̟4

(
2
∑

β
dLF

dReFb
Aαβ

Im
[−→
θ a, Àβ

]b
∂α

)
= −1

2

(∑
β Im

[−→
θ a, Àβ

]b
dxβ
)
∧Πb

AR

= −1
2

∑
bc C

b
ac

(
Im Àc

)
∧ Πb

AR

̟4

(
2
∑

β
dLF

d ImFb
Aαβ

Re
[−→
θ a, Àβ

]b
∂α

)
= −1

2

(∑
β Re

[−→
θ a, Àβ

]b
dxβ
)
∧Πb

AI

= −1
2

∑
bc C

b
ac

(
Re Àc

)
∧ Πb

AI

Thus the conservation equations read :

̟4

(
N
∑

ij

(
dLM

dRe∇αψij Re
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Im
([
ψ♦
]
[θa]

t)i
j

)
∂α

)

= 1
2

(
dΠa

AR +
∑

bcC
b
ac

(
Re Àc ∧ Πb

AR + Im Àc ∧ Πb
AI

))

̟4

(
N
∑

ij

(
− dLM

dRe∇αψij Im
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Re
([
ψ♦
]
[θa]

t)i
j

)
∂α

)

= 1
2

(
dΠa

AR +
∑

bcC
b
ac

(
− Im Àc ∧ Πb

AR + Re Àc ∧Πb
AI

))

5) Remark : obviously we could combine both the real and the imaginary
part, that we will do later on, but so far it does not make the computations
simpler.

10 THE ENERGY MOMENTUM TENSOR

There are several ways to introduce the energy-momentum tensor. Because
the lagrangian does not depend explicitly of m (for covariance reason) the
Lagrange equations admit a first integral which is a conserved quantity. One
can also look for one parameter groups of diffeomorphisms over the cotangent
bundle in a way similar at what we have done for the gauge equivariance.
But here a more direct approach is simpler. In a first step we will prove
conservation laws of the kind encountered before, involving a ”Noether-like”
current YHβ and a super-potential. But from there it is possible to prove a
much stronger result, that we can call ”super-conservation laws”.

10.1 Noether-like current

1) Let Ỹ α
Hβ be the quantities : Ỹ α

Hβ =
∑

i>0
∂L
∂ziα

∂βz
i − δαβL (without V)

where L = NLM + LF . It is easily checked that they are the components of
a tensor. Indeed in a change of charts (see ”covariance”) :
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̂̃
Y α
Hβ =

∑
λµ

(∑
iK

α
λ
∂L
∂ziα

Jµβ ∂µz
i −Kα

λJ
µ
β δ

λ
µL
)
=
∑

λµK
α
λJ

µ
β Ỹ

γ
Hµ

ỸH =
∑

αβ Ỹ
α
Hβdx

β ⊗ ∂α
So for β fixed we can consider the vector field

YHβ = Ỹ α
Hβ∂α− dNLM

dV β V α∂α =
∑

α

(
−dNLM

dV β V α +
∑

i>1
∂L
∂ziα

∂βz
i − δαβL

)
∂α.

Its value is :

(64)

Y α
Hβ = −dNLM

dV β V α +
∑

ij
dNLM

dRe ∂αψij Re ∂βψ
ij + dNLM

d Im ∂αψij Im ∂βψ
ij

+
∑

a,γ
dLF

d∂αGa
γ
∂βG

a
γ +

dLF

dRe ∂αÀa
γ

Re ∂βÀ
a
γ +

dLF

d Im ∂αÀa
γ

Im ∂βÀ
a
γ

+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ − δαβL

The index β plays for the ”Noether-like” current YHβ a role similar to the
indexes ”a” in the other Noether currents.

2) Using the covariance identities 43,44 we have :
∀α, β : −dNLM

dV β V α +N
∑

i,j
dLM

dRe ∂αψij Re ∂βψ
ij + dLM

d Im ∂αψij Im ∂βψ
ij

= −N(
∑

a
dLM

dGa
α
Ga
β +

dLM

dRe Àa
α

Re Àaβ +
dLM

d Im Àa
α

Im Àaβ

+
∑

i

(
dLM

dO′i
α
O′i
β +

∑
λ

dLM

d∂λOi′
α
∂λO

′i
β +

dLM

d∂αOi′
λ

∂βO
′i
λ

)
)

∀α, β :
∑

a,γ

(
dLF

dRe ∂αÀa
γ

Re
(
∂βÀ

a
γ

)
+ dLF

d Im ∂αÀa
γ

Im
(
∂βÀ

a
γ

)
+ dLF

d∂αGa
γ

(
∂βG

a
γ

))

=
∑

a,γ

(
dLF

dRe ∂αÀa
γ

Re
(
∂γÀ

a
β

)
+ dLF

d Im ∂αÀa
γ

Im ∂γÀ
a
β +

dLF

d∂αGa
γ
∂γG

a
β

)

−∑a

(
dLF

dGa
α
Ga
β +

dLF

dRe Àa
α

Re Àaβ +
dLF

d Im Àa
α

Im Àaβ

)

−
∑

i

(
dLF

dO′i
α
O′i
β +

∑
λ

dLF

d∂λOi′
α
∂λO

′i
β +

dLF

d∂αOi′
λ

∂βO
′i
λ

)

So :
Y α
Hβ = −∑a

(
dNLM

dGa
α
Ga
β +

dNLM

dRe Àa
α

Re Àaβ +
dNLM

d Im Àa
α

Im Àaβ

)

−
∑

i

(
dNLM

dO′i
α
O′i
β +

∑
λ
dNLM

d∂λOi′
α
∂λO

′i
β +

dNLM

d∂αOi′
λ

∂βO
′i
λ

)

+
∑

a,γ

(
dLF

dRe ∂αÀa
γ

Re
(
∂γÀ

a
β

)
+ dLF

d Im ∂αÀa
γ

Im ∂γÀ
a
β +

dLF

d∂αGa
γ
∂γG

a
β

)

−
∑

a

(
dLF

dGa
α
Ga
β +

dLF

dRe Àa
α

Re Àaβ +
dLF

d Im Àa
α

Im Àaβ

)

−∑i

(
dLF

dO′i
α
O′i
β +

∑
λ

dLF

d∂λOi′
α
∂λO

′i
β +

dLF

d∂αOi′
λ

∂βO
′i
λ

)
+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ − δαβL
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= −
∑

a

(
dL
dGa

α
Ga
β +

dL
dRe Àa

α

Re Àaβ +
dL

d Im Àa
α

Im Àaβ

)

+
∑

a,γ

(
dL

dRe ∂αÀa
γ

Re ∂γÀ
a
β +

dL

d Im ∂αÀa
γ

Im ∂γÀ
a
β +

dL
d∂αGa

γ
∂γG

a
β

)

−
∑

i

(
dL
dO′i

α
O′i
β +

∑
γ

dL
d∂γOi′

α
∂γO

′i
β

)
− δαβL

Y α
Hβ detO

′

= −∑a

(
dL
dGa

α
Ga
β +

dL
dRe Àa

α

Re Àaβ +
dL

d Im Àa
α

Im Àaβ

)

+
∑

a,γ

(
dL

dRe ∂αÀa
γ

Re ∂γÀ
a
β +

dL
d Im ∂αÀa

γ

Im ∂γÀ
a
β +

dL
d∂αGa

γ
∂γG

a
β

)

−∑i

(
dL
dO′i

α
O′i
β +

∑
γ

dL
d∂γOi′

α
∂γO

′i
β

)

where we used :∑
i
dL
dO′i

α
O′i
β detO

′ =
∑

i
dL
dO′i

α
O′i
β −

∑
i
ddetO′

dO′i
α
LO′i

β

=
∑

i
dL
dO′i

α
O′i
β −

∑
iO

α
i (detO

′)LO′i
β =

∑
i
dL
dO′i

α
O′i
β − δαβL

Y α
Hβ detO

′

= −
∑

a

(
dL
dGa

α
Ga
β +

dL
dRe Àa

α

Re Àaβ +
dL

d Im Àa
α

Im Àaβ

)

+
∑

a,γ{ d
dξγ

(
dL

dRe ∂αÀa
γ

Re Àaβ

)
−
(

d
dξγ

dL
dRe ∂αÀa

γ

)
Re Àaβ+

d
dξγ

(
dL

d Im ∂αÀa
γ

Im Àaβ

)

−
(

d
dξγ

dL
d Im ∂αÀa

γ

)
Im Àaβ +

d
dξγ

(
dL

d∂αGa
γ
Ga
β

)
−
(

d
dξγ

dL
d∂αGa

γ

)
Ga
β}

−∑i

(
dL
dO′i

α
O′i
β +

∑
γ

d
dξγ

(
dL

d∂γOi′
α
O′i
β

)
−
(

d
dξγ

dL
d∂γOi′

α

)
O′i
β

)

= −
∑

a

(
dL
dGa

α
− d

dξγ
dL

d∂γGa
α

)
Ga
β −

∑
i

((
dL
dO′i

α
− d

dξγ
dL

d∂γOi′
α

)
O′i
β

)

+
∑

a

(
dL

dRe Àa
α

− d
dξγ

dL

dRe ∂γÀa
α

)
Re Àaβ +

(
dL

d Im Àa
α

− d
dξγ

dL

d Im ∂γÀa
α

)
Im Àaβ}

+
∑

γ
d
dξγ

(∑
a

dL
dRe ∂αÀa

γ

Re Àaβ +
dL

d Im ∂αÀa
γ

Im Àaβ +
dL

d∂αGa
γ
Ga
β −

∑
i

dL
d∂γOi′

α
O′i
β

)

where we used : dL
d∂γGa

α
= − dL

d∂αGa
γ
, dL
dRe ∂γÀa

α

= − dL
dRe ∂αÀa

γ

, dL
d Im ∂γÀa

α

= − dL
d Im ∂αÀa

γ

Y α
Hβ detO

′ = −∑a

(
δS
δGa

α
Ga
β +

δS
δRe Àa

α

Re Àaβ +
δL

δ Im Àa
α

Im Àaβ

)
−∑i

δS
δO′i

α
O′i
β

+
∑

γ
d
dξγ

(∑
a

dL
dRe ∂γÀa

α

Re Àaβ +
dL

d Im ∂γÀa
α

Im Àaβ +
dL

d∂γGa
α
Ga
β +

∑
i

dL
d∂γOi′

α
O′i
β

)

Thus on shell :
Y α
Hβ detO

′

=
∑

γ
d
dξγ

(∑
a

dL
dRe ∂γÀa

α

Re Àaβ +
dL

d Im ∂γÀa
α

Im Àaβ +
dL

d∂γGa
α
Ga
β +

∑
i

dL
d∂γOi′

α
O′i
β

)

that hints at some kind of exterior derivative of a form. The trouble
comes from dL

d∂γOi′
α
which is not an antisymmetric 2-vector.
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10.2 Superpotential

1) Let be the quantities

Zαγ
Hβ =

∑
a

dL
dRe ∂αÀa

γ

Re Àaβ+
dL

d Im ∂αÀa
γ

Im Àaβ+
dL

d∂αGa
γ
Ga
β+
∑

i

(
dL

d∂αOi′
γ
− dL

d∂γOi′
α

)
O′i
β .

and keep β fixed. They are the components of an antisymmetric 2-vector
field ZHβ =

∑
{αγ} Z

αγ
Hβ∂α ∧ ∂γ on M. Indeed in a change of chart we have

(see section ”covariance”) :

Ẑαγ
Hβ =

∑
λµν

∑
aK

α
λK

γ
µ

dL
dRe ∂λÀa

µ

ReJνβ À
a
ν +Kα

λK
γ
µ

dL
d Im ∂λÀa

µ

Im Jνβ À
a
ν

+Kα
λK

γ
µ

dL
d∂λGa

µ
JνβG

a
ν +

∑
i

(
Kα
λK

γ
µ

dL
d∂λOi′

µ
−Kγ

λK
α
µ

dL
d∂µOi′

λ

)
JνβO

′i
ν

Ẑαγ
Hβ =

∑
λµν K

α
λK

γ
µJ

ν
βZ

λµ
Hν

We have :∑
{αγ} Z

αγ
Hβ∂α ∧ ∂γ

=
∑

{αγ}{
∑

a

(
dL

dRe ∂αÀa
γ

∂α ∧ ∂γ
)
Re Àaβ +

(
dL

d Im ∂αÀa
γ

∂α ∧ ∂γ
)
Im Àaβ

+
(

dL
d∂αGa

γ
∂α ∧ ∂γ

)
Ga
β +

∑
i

((
dL

d∂αOi′
γ
− dL

d∂γOi′
α

)
∂α ∧ ∂γ

)
O′i
β}

ZHβ =
∑

a Z
a
ARRe Àaβ + Za

AI Im Àaβ + Za
GG

a
β +

∑
iO

′i
βZ

i
O

with Z i
O =

∑
{αγ}

(
dL

d∂αOi′
γ
− dL

d∂γOi′
α

)
∂α ∧ ∂γ

2) Compute the superpotential ΠHβ = ̟4 (ZHβ) . By the same calculation
as above we get :

ΠHβ = ̟4 (ZHβ) = 2 (detO′)
∑

λ<µ

∑
α<γ ǫ (λ, µ, α, γ)Z

αγ
Hβ

(
dxλ ∧ dxµ

)
is

a 2-form on M :
ΠHβ = −2 (detO′)

∑
a{Z32

Hβdx
0 ∧ dx1 + Z13

Hβdx
.0 ∧ dx2 + Z21

Hβdx
0 ∧ dx3 +

Z03
Hβdx

2 ∧ dx1 + Z02
Hβdx

1 ∧ dx3 + Z01
Hβdx

3 ∧ dx2}
ΠHβ =

∑
a

(
Re Àaβ

)
Πa
AR +

(
Im Àaβ

)
Πa
AI +Ga

βΠ
a
G +

∑
iO

′i
βΠ

i
O

with Πi
O = ̟4 (Z

i
O)

Its exterior derivative is a 3-form over M :
dΠHβ

= −2
∑3

α=0 (−1)α+1
(∑3

γ=0 ∂γ
(
Zαγ
Hβ detO

′
))
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

= −2 1
detO′

̟4

(∑
αγ

(
∂γ
(
Zαγ
Hβ detO

′
))
∂α

)

= 2 1
detO′

̟4

(∑
αγ

(
∂γ
(
Zγα
Hβ detO

′
))
∂α

)

= 2
∑3

α=0 (−1)α+1
(∑3

γ=0 ∂γ
(
Zγα
Hβ detO

′
))
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3
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that we can write : dΠHβ = 2 1
detO′

̟4

(∑
αγ

(
d
dξγ

(
Zγα
Hβ detO

′
))
∂α

)
keep-

ing in mind that when the derivative involves LM we must take the composite
function with f.

dΠHβ = 2
detO′

×

̟4


∑

αγ
d
dξγ



∑

a
dL

dRe ∂γÀa
α

Re Àaβ +
dL

d Im ∂γÀa
α

Im Àaβ

+ dL
d∂γGa

α
Ga
β +

∑
i

(
dL

d∂γOi′
α
− dL

d∂αOi′
γ

)
O′i
β




 dx0∧..d̂xα..dx3

10.3 Conservation law

The value of ̟4 (YHβ) is the 3-form over M :

̟4 (YHβ) =
∑3

α=0 (−1)α+1 Y α
Hβ detO

′dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3
On shell we have :∑3

α=0 (−1)α+1 Y α
Hβ (detO

′) dx0 ∧ ...d̂xα.. ∧ dx3 = ̟4 (YHβ)

=
∑3

α,γ=0 (−1)α+1 d
dξγ

(
∑

a
dL

dRe ∂γÀa
α

Re Àaβ +
dL

d Im ∂γÀa
α

Im Àaβ

+ dL
d∂γGa

α
Ga
β +

∑
i

dL
d∂γOi′

α
O′i
β)dx

0 ∧ ..d̂xα..dx3
̟4 (YHβ)

= ̟4

(∑
αγ

d
dξγ

(
∑

a
dL

dRe ∂γÀa
α

Re Àaβ +
dL

d Im ∂γÀa
α

Im Àaβ +
dL

d∂γGa
α
Ga
β +

∑
i

dL
d∂γOi′

α
O′i
β)∂α

)

= ̟4(
∑

αγ
d
dξγ

(
∑

a
dL

dRe ∂γÀa
α

Re Àaβ +
dL

d Im ∂γÀa
α

Im Àaβ +
dL

d∂γGa
α
Ga
β

+
∑

i

(
dL

d∂γOi′
α
− dL

d∂αOi′
γ

)
O′i
β)∂α) +̟4

(∑
αγ

d
dξγ

(∑
i

dL
d∂αOi′

γ
O′i
β

)
∂α

)

= 1
2
dΠHβ +̟4

(∑
αγ

d
dξγ

(∑
i

dL
d∂αOi′

γ
O′i
β

)
∂α

)

̟4 (YHβ) =
1

2
(dΠHβ +ΠOβ) (65)

with ΠOβ =
∑3

α,γ=0 (−1)α+1 d
dξγ

(∑
i

dL
d∂αOi′

γ
O′i
β

)
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

= 1
detO′

̟4

(∑
αγi

(
d
dξγ

(
dL

d∂αOi′
γ
O′i
β

))
∂α

)

If the equations related to the force fields are met, this latter equation is
equivalent to the ”frame equation”.

d (̟4 (YHβ)) =
(∑3

α,γ=0
d2

dξαdξγ

(∑
i

dL
d∂αOi′

γ
O′i
β detO

′
))

̟0

The flow of the YHβ vector is conserved if this quantity is null, which is
met if L does not depend on ∂αO

i′
γ or if dL

d∂αOi′
γ
= − dL

d∂γOi′
α
. But we will see a

stronger result.
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10.4 The superconservation law

It is intuitive that there is some relation between all the Noether currents
and potentials, looking like an energy conservation law. In addition neither
the term L in YH or the ΠO quantity in the latest equation are too appealing.
We can give a more convenient formula for this equation 65, but that will
require some work, that is, in some ways, a reverse engineering of what has
been done above.

We will prove that :
∀α, β : Y α

Hβ = 0

d (ΠHβ) = − 2
detO′

∑
i̟4

(∑
αγ

d
dξγ

(
O′i
β

dL
d∂αOi′

γ

)
∂α

)
= −2ΠOβ

meaning that the pertinent physical quantity is the energy-momentum
tensor δαβL . And the second equations gives, in the usual case where the
lagrangian does not depend of the derivatives ∂αO

i′
γ , a general law linking

the gravitational and the other force fields, without any involvement of the
particles.

1) We will start by expliciting δαβL on shell, that will be useful later.
δαβL is given by the frame equation :

∀α, β : δαβL = −
∑

i
dL
dO′i

α
O′i
β +

1
detO′

∑
iγ O

′i
β

d
dξγ

(
dL detO′

d∂γO′i
α

)

Using the covariance equations 43,44 as above we get :∑
i
dLM

dO′i
α
O′i
β = dLM

dV β V
α −

∑
i,j

(
dLM

dRe∇αψij Re∇βψ
ij + dLM

d Im∇αψij Im∇βψ
ij
)

−∑a
∂LM

∂Ga
α
Ga
β −

∑
iλ

dLM

d∂λO′i
α

(
∂λO

′i
β

)
+ dLM

d∂αO′i
λ

(∂βO
′i
λ)

∑
i
dLF

dO′i
α
O′i
β = −2

∑
aλ

(
dLF

dReFa
A,αλ

ReFa
A,βλ +

dLF

d ImFa
A,αλ

ImFa
A,βλ +

dLF

dFa
G,αλ

Fa
G,βλ

)

−
∑

a
∂LF

∂Ga
α
Ga
β −

∑
iλ

dLF

d∂λOi′
α

(
∂λO

′i
β

)
+ dLF

d∂αOi′
λ

(∂βO
′i
λ)

∑
i
dL
dO′i

α
O′i
β = dNLM

dV β V α −
∑

i,j

(
dNLM

dRe∇αψij Re∇βψ
ij + dNLM

d Im∇αψij Im∇βψ
ij
)

−2
∑

aλ

(
dLF

dReFa
A,αλ

ReFa
A,βλ +

dLF

d ImFa
A,αλ

ImFa
A,βλ +

dLF

dFa
G,αλ

Fa
G,βλ

)

−
∑

a
∂L
∂Ga

α
Ga
β −

∑
iλ

dL
d∂λO′i

α
∂λO

′i
β +

dL
d∂αO′i

λ

∂βO
′i
λ

δαβL =
∑

i,j

(
dNLM

dRe∇αψij Re∇βψ
ij + dNLM

d Im∇αψij Im∇βψ
ij
)

+2
∑

aγ

(
dLF

dReFa
A,αγ

ReFa
A,βγ +

dLF

d ImFa
A,αγ

ImFa
A,βγ +

dLF

dFa
G,αγ

Fa
G,βγ

)

+
∑

a
∂L
∂Ga

α
Ga
β+
∑

iγ
dL

d∂γO′i
α
∂γO

′i
β+

dL
d∂αO′i

γ
∂βO

′i
γ+

1
detO′

∑
iγ O

′i
β

d
dξγ

(
dL detO′

d∂γO′i
α

)
−

dNLM

dV β V α
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Let us expand the first term.∑
i,j

(
dNLM

dRe∇αψij Re∇βψ
ij + dNLM

d Im∇αψij Im∇βψ
ij
)

=
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aij
dNLM

dRe∇αψij Re
(
Ga
β [κa] [ψ] + Àaβ [ψ] [θa]

t
)ij

+ dNLM

d Im∇αψij Im
(
Ga
β [κa] [ψ] + Àaβ [ψ] [θa]

t
)ij

=
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aG
a
β

∑
ij

dNLM

dRe∇αψij Re ([κa] [ψ])
ij + dNLM

d Im∇αψij Im ([κa] [ψ])
ij

+
∑

a

(
Re Àaβ

)(
dNLM

dRe∇αψij Re
(
[ψ] [θa]

t)ij + dNLM

d Im∇αψij Im
(
[ψ] [θa]

t)ij)

+
(
Im Àaβ

)(
− dNLM

dRe∇αψij Im
(
[ψ] [θa]

t)ij + dNLM

d Im∇αψij Re
(
[ψ] [θa]

t)ij)

And with the Noether currents it reads :∑
i,j

(
dNLM

dRe∇αψij Re∇βψ
ij + dNLM

d Im∇αψij Im∇βψ
ij
)

=
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aG
a
β

(
Y aα
G − ∂L

∂Ga
α
− 2

∑
b,γ

dLF

dFb
Gαγ

[−→κ a, Gγ]
b
)

+
∑

a

(
Re Àaβ

)(
Y αa
AR − 2

∑
bγ

dLF

dReFb
A,αγ

Re
[−→
θ a, Àγ

]b
+ dLF

d ImFb
A,αγ

Im
[−→
θ a, Àγ

]b)

+
(
Im Àaβ

)(
Y αa
AI − 2

∑
bγ − dLF

dReFb
A,αγ

Im
[−→
θ a, Àγ

]b
+ dLF

d ImFb
A,αγ

Re
[−→
θ a, Àγ

]b)

=
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)
+
∑

aG
a
β

(
Y aα
G − ∂L

∂Ga
α

)

+Y αa
ARRe Àaβ + Y αa

AI Im Àaβ − 2
∑

a,γ
dLF

dFb
Gαγ

[Gβ, Gγ]
a

−2
∑

aγ

(
dLF

dReFa
A,αγ

Re
[
Àβ, Àγ

]a
+ dLF

d ImFa
A,αγ

Im
[
Àβ, Àγ

]a)

Thus :
δαβL =

∑
i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aG
a
β

(
Y aα
G − ∂L

∂Ga
α

)
+ Y αa

ARRe À
a
β + Y αa

AI Im Àaβ − 2
∑

a,γ
dLF

dFb
Gαγ

[Gβ, Gγ]
a

−2
∑

aγ

(
dLF

dReFa
A,αγ

Re
[
Àβ, Àγ

]a
+ dLF

d ImFa
A,αγ

Im
[
Àβ, Àγ

]a)

+2
∑

aγ

(
dLF

dReFa
A,αγ

ReFa
A,βγ +

dLF

d ImFa
A,αγ

ImFa
A,βγ +

dLF

dFa
G,αγ

Fa
G,βγ

)

+
∑

a
∂L
∂Ga

α
Ga
β +

∑
iγ

dL
d∂γO′i

α
∂γO

′i
β +

dL
d∂αO′i

γ
∂βO

′i
γ

+ 1
detO′

∑
iγ O

′i
β

d
dξγ

(
dL detO′

d∂γO′i
α

)
− dNLM

dV β V α
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δαβL =
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aG
a
βY

aα
G +Y αa

ARRe Àaβ +Y
αa
AI Im Àaβ +2

∑
a,γ

dLF

dFa
Gαγ

(FG,βγ − [Gβ, Gγ])
a

+2
∑

aγ

(
dLF

dReFa
A,αγ

Re
(
FA,βγ −

[
Àβ, Àγ

])a
+ dLF

d ImFa
A,αγ

Im
(
FA,βγ −

[
Àβ, Àγ

])a)

+
∑

iγ
dL

d∂γO′i
α
∂γO

′i
β +

dL
d∂αO′i

γ
∂βO

′i
γ +

1
detO′

∑
iγ

d
dξγ

(
dL detO′

d∂γO′i
α

)
− dNLM

dV β V α

With the same conventions as above for derivation with composite func-
tions :∑

iγ
dL

d∂γO′i
α
∂γO

′i
β +

1
detO′

∑
iγ O

′i
β

d
dξγ

(
dL detO′

d∂γO′i
α

)

= 1
detO′

∑
iγ

d
dξγ

(
dL detO′

d∂γO′i
α
O′i
β

)
= 1

detO′

∑
iγ

d
dξγ

(
dL

d∂γO′i
α
O′i
β

)

δαβL

=
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aG
a
βY

aα
G + Y αa

ARRe Àaβ + Y αa
AI Im Àaβ

+2
∑

aγ(
dLF

dFb
Gαγ

(∂βGγ − ∂γGβ)
a + dLF

dReFa
A,αγ

Re
(
∂βÀγ − ∂γÀβ

)a

+ dLF

d ImFa
A,αγ

Im
(
∂βÀγ − ∂γÀβ

)a
)

+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ +

1
detO′

∑
iγ

d
dξγ

(
dL

d∂γO′i
α
O′i
β

)
− dNLM

dV β V α

2) So on shell Y α
Hβ can be written :

Y α
Hβ = −dNLM

dV β V α +
∑

ij
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij

+2
∑

a,γ
dLF

dFa
Gαγ

∂βG
a
γ+

dLF

dReFa
Aαγ

Re ∂βÀ
a
γ+

dLF

d ImFa
Aαγ

Im ∂βÀ
a
γ+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ

−
∑

i,j

(
dV LM

dRe∇αψij Re ∂βψ
ij + dV LM

d Im∇αψij Im ∂βψ
ij
)

−
∑

aG
a
βY

aα
G + Y αa

ARRe Àaβ + Y αa
AI Im Àaβ

−2
∑

aγ(
dLF

dFb
Gαγ

(∂βGγ − ∂γGβ)
a + dLF

dReFa
A,αγ

Re
(
∂βÀγ − ∂γÀβ

)a

+ dLF

d ImFa
A,αγ

Im
(
∂βÀγ − ∂γÀβ

)a
)

− dL
d∂αO′i

γ
∂βO

′i
γ − 1

detO′

∑
iγ

d
dξγ

(
dL

d∂γO′i
α
O′i
β

)
+ dNLM

dV β V α

Y α
Hβ = −∑a

(
Ga
βY

aα
G + Y αa

ARRe À
a
β + Y αa

AI Im Àaβ

)

+2
∑

aγ

(
dLF

dFb
Gαγ

∂γG
a
β +

dLF

dReFa
A,αγ

Re ∂γÀ
a
β +

dLF

d ImFa
A,αγ

Im ∂γÀ
a
β

)

− 1
detO′

∑
iγ

d
dξγ

(
dL

d∂γO′i
α
O′i
β

)

This formula will be improved.
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3) Taking the value of ̟4 (YHβ):
̟4 (YHβ)

= −
∑

a

(
Ga
β̟4 (Y

a
G) +

(
Re Àaβ

)
̟4 (Y

α
AR) +

(
Im Àaβ

)
̟4 (Y

α
AI)
)

+
∑

a̟4

((∑
γ 2

dL
dFa

Gαγ
∂γG

a
β

)
∂α

)
+̟4

((∑
γ 2

dLF

dReFa
Aαγ

Re
(
∂γÀ

a
β

))
∂α

)

+̟4

((∑
γ 2

dLF

d ImFa
Aαγ

Im
(
∂γÀ

a
β

))
∂α

)
− 1

detO′

∑
i̟4

(∑
αγ

(
d
dξγ

(
dL

d∂γO′i
α
O′i
β

))
∂α

)

With the usual algebraic calculation :

̟4

((∑
γ 2

dL
dFa

Gαγ
∂γG

a
β

)
∂α

)
= ̟4

((∑
γ Z

aαγ
G ∂γG

a
β

)
∂α

)

= −1
2

(∑
γ ∂γG

a
βdx

γ
)
∧Πa

G = −1
2
d
(
Ga
β

)
∧ Πa

G

̟4

((∑
γ 2

dLF

dReFa
Aαγ

Re
(
∂γÀ

a
β

))
∂α

)
= −1

2
d
(
Re Àaβ

)
∧Πa

AR

̟4

((∑
γ 2

dLF

d ImFa
Aαγ

Im
(
∂γÀ

a
β

))
∂α

)
= −1

2
d
(
Im Àaβ

)
∧ Πa

AI

̟4 (YHβ) = −∑a

(
Ga
β̟4 (Y

a
G) +

(
Re Àaβ

)
̟4 (Y

α
AR) +

(
Im Àaβ

)
̟4 (Y

α
AI)
)

−1
2
d
(
Ga
β

)
∧Πa

G − 1
2
d
(
Re Àaβ

)
∧Πa

AR − 1
2
d
(
Im Àaβ

)
∧ Πa

AI

− 1
detO′

∑
i̟4

(∑
αγ

(
d
dξγ

(
dL

d∂γO′i
α
O′i
β

))
∂α

)

And on shell we have from the other conservation equations :
̟4 (Y

a
G) =

1
2
dΠa

G, ̟4 (Y
α
AR) =

1
2
dΠa

AR, ̟4 (Y
α
AI) =

1
2
dΠa

AI

̟4 (YHβ)

= −1
2

∑
aG

a
βdΠ

a
G + d

(
Ga
β

)
∧ Πa

G +
(
Re Àaβ

)
dΠa

AR + d
(
Re Àaβ

)
∧ Πa

AR

+
(
Im Àaβ

)
dΠa

AI+d
(
Im Àaβ

)
∧Πa

AI− 1
detO′

∑
i̟4

(∑
αγ

(
d
dξγ

(
dL

d∂γO′i
α
O′i
β

))
∂α

)

̟4 (YHβ) = −1
2

∑
a d
(
Ga
βΠ

a
G

)
+ d

((
Re Àaβ

)
Πa
AR

)
+ d

((
Im Àaβ

)
Πa
AI

)

− 1
detO′

∑
i̟4

(∑
αγ

(
d
dξγ

(
dL

d∂γO′i
α
O′i
β

))
∂α

)

4) The superpotential is :

ΠHβ =
∑

a

(
Re Àaβ

)
Πa
AR +

(
Im Àaβ

)
Πa
AI +Ga

βΠ
a
G +

∑
iO

′i
βΠ

i
O

with Πi
O = ̟4 (Z

i
O) , Z

i
O =

∑
i

(
dL

d∂αOi′
γ
− dL

d∂γOi′
α

)
∂α ∧ ∂γ

and the conservation equation 65

̟4 (YHβ) =
1
2
dΠHβ +

1
detO′

̟4

(∑
αγi

(
d
dξγ

(
dL

d∂αOi′
γ
O′i
β

))
∂α

)

becomes :
−1

2

∑
a d
(
Ga
βΠ

a
G

)
+ d

((
Re Àaβ

)
Πa
AR

)
+ d

((
Im Àaβ

)
Πa
AI

)
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− 1
detO′

∑
i̟4

(∑
αγ

(
d
dξγ

(
dL

d∂γO′i
α
O′i
β

))
∂α

)

= 1
2

∑
a d
(
Ga
βΠ

a
G

)
+ d

((
Re Àaβ

)
Πa
AR

)
+ d

((
Im Àaβ

)
Πa
AI

)

+1
2

∑
i d
(
O′i
βΠ

i
O

)
+ 1

detO′
̟4

(∑
αγi

(
d
dξγ

(
dL

d∂αOi′
γ
O′i
β

))
∂α

)

That is :∑
a d
(
Ga
βΠ

a
G

)
+ d

((
Re Àaβ

)
Πa
AR

)
+ d

((
Im Àaβ

)
Πa
AI

)

= −1
2

∑
i d
(
O′i
βΠ

i
O

)
− 1

detO′

∑
i̟4

(∑
αγ

d
dξγ

(
O′i
β

(
dL

d∂γO′i
α
+ dL

d∂αOi′
γ

))
∂α

)

Or :
d (ΠHβ) =

∑
i

(
1
2
d
(
O′i
βΠ

i
O

)
− 1

detO′
̟4

(∑
αγ

d
dξγ

(
O′i
β

(
dL

d∂γO′i
α
+ dL

d∂αOi′
γ

))
∂α

))

But :
d
(
O′i
βΠ

i
O

)
=
(
dO′i

β

)
∧ Πi

O +O′i
βdΠ

i
O

̟4

(∑
αγ

(
Z iαγ
O

d
dξγ
O′i
β

)
∂α

)

= −1
2

(∑
αγ

(
d
dξγ
O′i
β

)
dxγ
)
∧ Πa

O = −1
2
dO′i

β ∧Πa
O

dΠi
O = −2 1

detO′

∑
a̟4

(∑
αγ

d
dξγ

(
Z iαγ
O detO′

)
∂α

)

d (ΠHβ) =
∑

i{− 1
detO′

O′i
β̟4

(∑
αγ

d
dξγ

(
Z iαγ
O detO′

)
∂α

)

−̟4

(∑
αγ

(
Z iαγ
O

d
dξγ
O′i
β

)
∂α

)

− 1
detO′

̟4

(∑
αγ

d
dξγ

(
O′i
β

(
dL

d∂γO′i
α
+ dL

d∂αOi′
γ

))
∂α

)
}

= − 1
detO′

∑
i̟4

(
∑

αγ

(
O′i
β

d
dξγ

(
Z iαγ
O detO′

)
+ Z iαγ

O detO′ d
dξγ
O′i
β

+ d
dξγ

(
O′i
β

(
dL

d∂γO′i
α
+ dL

d∂αOi′
γ

))
)
∂α

)

= − 1
detO′

∑
i̟4

∑
αγ

d
dξγ

(
O′i
β

(
dL

d∂αOi′
γ
− dL

d∂γO′i
α
+ dL

d∂γO′i
α
+ dL

d∂αOi′
γ

))
∂α

= − 2
detO′

∑
i̟4

(∑
αγ

d
dξγ

(
O′i
β

dL
d∂αOi′

γ

)
∂α

)
= −2ΠOβ

d (ΠHβ)= − 2

detO′

∑

i

̟4

(∑

αγ

d

dξγ

(
O′i
β

dL
d∂αOi′

γ

)
∂α

)
= −2ΠOβ (66)

5) Therefore :
̟4 (YHβ) =

1
2
dΠHβ +ΠOβ = 0

As :
̟4 (YHβ) =

∑3
α=0 (−1)α+1 Y α

Hβ detO
′dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

we have :
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∀α, β : Yα
Hβ= 0 (67)

6) And :
1

detO′

∑
iγ

d
dξγ

(
dL

d∂γO′i
α
O′i
β

)
= −∑a

(
Ga
βY

aα
G + Y αa

ARRe Àaβ + Y αa
AI Im Àaβ

)

+2
∑

aγ

(
dLF

dFb
Gαγ

∂γG
a
β +

dLF

dReFa
A,αγ

Re ∂γÀ
a
β +

dLF

d ImFa
A,αγ

Im ∂γÀ
a
β

)

So :
δαβL =

∑
i,j

(
dV LM

dRe∇αψij Re ∂βψ
ij + dV LM

d Im∇αψij Im ∂βψ
ij
)

+
∑

aG
a
βY

aα
G + Y αa

ARRe Àaβ + Y αa
AI Im Àaβ

+2
∑

aγ(
dLF

dFb
Gαγ

(∂βGγ − ∂γGβ)
a + dLF

dReFa
A,αγ

Re
(
∂βÀγ − ∂γÀβ

)a

+ dLF

d ImFa
A,αγ

Im
(
∂βÀγ − ∂γÀβ

)a
)

+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ −

∑
a

(
Ga
βY

aα
G + Y αa

ARRe Àaβ + Y αa
AI Im Àaβ

)

+2
∑

aγ

(
dLF

dFa
Gαγ

∂γG
a
β +

dLF

dReFa
A,αγ

Re ∂γÀ
a
β +

dLF

d ImFa
A,αγ

Im ∂γÀ
a
β

)
− dNLM

dV β V α

We get a formula, valid on shell, for the quantity δαβL that we name the
energy-momentum tensor.

(68)

δαβL = −dNLM

dV β V α+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ+
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+2
∑

aγ

(
dLF

dFa
Gαγ

∂βG
a
γ +

dLF

dReFa
A,αγ

Re ∂βÀ
a
γ +

dLF

d ImFa
A,αγ

Im ∂βÀ
a
γ

)

10.5 Energy

1) It is useful to give some thoughts about the physical meaning of these
results.

If in the equation 68 we put α = β :

L = −dNLM

dV α V α +
∑

i,j

(
dNLM

dRe∇αψij Re ∂αψ
ij + dNLM

d Im∇αψij Im ∂αψ
ij
)

+2
∑

aγ

(
dLF

dFa
Gαγ

∂αG
a
γ +

dLF

dReFa
A,αγ

Re ∂αÀ
a
γ +

dLF

d ImFa
A,αγ

Im ∂αÀ
a
γ

)
+
∑

iγ
dL

d∂αO′i
γ
∂αO

′i
γ

As :
dLM

dRe∇αψij = dL
dRe ∂αψij ,

dLM

d Im∇αψij = dL
d Im ∂αψij , 2

dLF

dFb
Gαγ

= dL
d∂αGb

γ
, ....

this equation reads on shell : ∀α : L = − dL
dV αV

α +
∑

i
dL
dziα
∂αz

i
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The first term is a kind of ”kinetic energy”, the next six correspond to the
potential energy of the fields, but there is still the last one :

∑
iγ

dL
d∂αO′i

γ
∂βO

′i
γ

which features the distorsion of the space time. We know that energy in
General Relativity is a difficult concept. In some way we would expect that
the gravitational field encompasses all the effects on the geometry of the
universe, and this is why usually one discards the derivatives ∂γO

′i
α, but as

we see a more open vision is perhaps necessary. Notice that this issue is not
related to the choice of G or g as key variable. In the traditional variational
version of General Relativity the fundamental term is given by the scalar
curvature which is, as seen before, nothing but the curvature form of G.

2) The quantity
∫
Ω(t)

̟4 (L∂β) is the energy flow through the borders of

Ω (t) seen by an observer on the line ∂β .The flow is given by ̟4 (L∂β) :

̟4 (L∂β) = ̟4

((
−dNLM

dV β V α +
∑

i,j
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)
∂α

)

+
∑

a̟4

(
2
∑

αγ
dLF

dFa
G,αγ

∂βG
a
γ∂α

)
+̟4

(
2
∑

αγ
dLF

dReFa
A,αγ

Re ∂βÀ
a
γ∂α

)

+̟4

(
2
∑

αγ
dLF

d ImFa
A,αγ

Im ∂βÀ
a
γ∂α

)
+
∑

i̟4

(∑
αγ

dL
d∂αO′i

γ
∂βO

′i
γ∂α

)

̟4 (L∂β) = ̟4

((
−dNLM

dV β V α +
∑

i,j
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)
∂α

)

+
∑

i̟4

(∑
αγ

dL
d∂αO′i

γ
∂βO

′i
γ∂α

)
−1

2

∑
a

(∑
γ ∂βG

a
γdx

γ
)
∧Πa

G+
(∑

γ Re ∂βÀ
a
γdx

γ
)
∧

Πa
AR +

(∑
γ Im ∂βÀ

a
γdx

γ
)
∧Πa

AR
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Part IV

THE MODEL
So far we have shown the constraints imposed on a lagrangian and established
the lagrange equations for a not too specific model. In order to improve our
grasp of the problem, it is useful to go a step further, and to test our concepts
on some lagrangian, keeping it simple enough to enable calculations. As
we have seen, in the LM part of the lagrangian the quantities involved are
chiefly the velocity, the state tensors and their covariant derivatives, and in
the LF part they are the curvature forms F . The identities to be met hint at
some kind of homogeneous function, so it is legitimate to look for quadratic
functions, and thus for scalar products. The scalar products must be defined
for the state tensors, on the vector space F ⊗W, and for the connections
curvatures forms F . They must be invariant in a gauge transformation. If
we want to compute a scalar product involving the derivatives of the state
tensors, we must find a way to define a differential operator acting on the
fiber bundle EM , it will be the Dirac operator. Eventually we can improve
somewhat the definition of the F vector space by introducing chirality.

11 SCALAR PRODUCTS

11.1 Scalar products for the state tensors

1) The first step is to define an hermitian scalar product 〈〉 on the vector
space F, invariant under a gauge transformation by Spin(3,1). An hermitian
scalar product on F is represented in the basis ei by an hermitian matrix A,
such that :

∀u, v ∈ F : 〈u, v〉 = [u]∗ [A] [v] ; [A] = [A]∗

Spin(3,1) acts on F through : ρ ◦Υ : Spin(3, 1) → L(F ;F ) so A must be
such that :

∀s ∈ Spin(3, 1) : [ρ (Υ (s))]∗ [A] [ρ (Υ (s))] = [A]

2) The γ matrices are defined up to conjugation by a constant matrix,
and any A hermitian matrix meeting the conditions will be defined up to
conjugation by an unitary matrix. We choose A = γ0. Let us prove that it
fits the constraints.
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It is an hermitian matrix, as all the other γi as we have assumed so far.
s ∈ Spin(3, 1) is the product of an even number of vectors of norm 1 in

Cl(3,1) :
s = v1 · ..... · v2r,
vk = v1ε1 + v2ε2 + v3ε3 + v0ε0, vα ∈ R
v21 + v22 + v23 − v20 = 1
Υ (vk) = v1ε1 + v2ε2 + v3ε3 + iv0ε0
So ρ (Υ (s)) = ρ (Υ (v1)) ...ρ (Υ (v2r)) and [ρ (Υ (s))]∗ = ρ (Υ (v2r))

∗ ...ρ (Υ (v1))
∗

ρ (Υ (vk)) = v1γ1 + v2γ2 + v3γ3 + iv0γ0
ρ (Υ (vk))

∗ = v1γ1 + v2γ2 + v3γ3 − iv0γ0 because all the components are
real and the γk are hermitian

ρ (Υ (vk))
∗ γ0ρ (Υ (vk))

= (v1γ1 + v2γ2 + v3γ3 − iv0γ0) γ0 (v1γ1 + v2γ2 + v3γ3 + iv0γ0)
= (v1γ1γ0 + v2γ2γ0 + v3γ3γ0 − iv0γ0γ0) (v1γ1 + v2γ2 + v3γ3 + iv0γ0)
= (−v21 − v22 − v23 + v20) γ0 + v2v1γ0γ1γ2 − v1v2γ0γ1γ2 + v3v1γ0γ1γ3
−v1v3γ0γ1γ3 + v3v2γ0γ2γ3 − v2v3γ0γ2γ3
+iv1v0γ1 − iv0v1γ1 + iv2v0γ2 − iv0v2γ2 + iv3v0γ3 − iv0v3γ3
= −γ0
Thus [ρ (Υ (s))]∗ γ0 [ρ (Υ (s))] = (−1)2r γ0 = γ0�
We will take as scalar product in F :
u, v ∈ F : 〈u, v〉F = [u]∗ γ0 [v] =

∑
ij γ0iju

ivj

It is not degenerate, but not necessarily definite positive.
Notice that the scalar product is invariant by Spin(3,1), but not Spin(4,C).

The basis (ei) is not necessarily orthonormal : 〈ei, ek〉 = [γ0]ik and the rep-
resentation (F, ρ ◦Υ) of Spin(3,1) is not necessarily unitary.

From [ρ (Υ (s))]∗ γ0 [ρ (Υ (s))] = γ0 one deduces by differentiating with
respect to s=1 :

∀κ ∈ o(3, 1) : d
ds
([ρ (Υ (s))]∗ γ0 [ρ (Υ (s))]) |s=1 = 0[

ρ (Υ (s))′ Υ′(s)κ
]∗
γ0 [ρ (Υ (s))] + [ρ (Υ (s))]∗ γ0 [ρ

′ (Υ (s))Υ′ (s) κ] = 0[
ρ (1)′ Υ′(1)κ

]∗
γ0 + γ4 [ρ

′ (1)Υ′ (1)κ] = 0
Υ′(1) = Id[
ρ (1)′ κ

]∗
γ0 + γ0 [ρ

′ (1)κ] = 0
Thus with : ρ′(1)−→κ a = [κa] : [κa]

∗ γ0 + γ0 [κa] = 0

[κa]
∗ = − [γ0] [κa] [γ0] (69)
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3) We assume that there is an hermitian scalar product on the vector space
W, invariant by χ :

∀u ∈ U, σ, σ′ ∈ W : 〈σ, σ′〉 = 〈χ (u) σ, χ (u) σ′〉
and that the basis (fj) is orthonormal 〈σ, σ′〉 =

∑
i σ

iσ′i

Remark : on a complex vector space the signature of an hermitian form
can be set up at +.

4) From there we define an hermitian scalar product on F ⊗W :〈
σi1φ

j
1ei ⊗ fj , σ

i
2φ

j
2ei ⊗ fj

〉
=
(∑

ij γ0ijσ1
iσj2

)(∑
k φ

k

1φ
k
2

)
=
∑

ijk γ0ijσ1
iφ
k

1σ
j
2φ

k
2

So we define :〈
ψij1 ei ⊗ fj, ψ

ij
2 ei ⊗ fj

〉
=
∑

ijk γ0ijψ
ik

1 ψ
jk
2 = [ψ∗

1]
i
k [γ0]

i
j [ψ2]

j
k = Tr ([ψ1]

∗ γ0 [ψ2])
with the 4xm matrices : [ψ]

Tr([ψ1]
∗ γ0 [ψ2]) = Tr

(
[ψ1]

∗
γ0
[
ψ2

])
= Tr

(
[ψ1]

t γt4 [ψ2]
∗t) = Tr ([ψ2]

∗ γ0 [ψ1])

And the scalar product is extended on the vector bunle EM :

ψ1, ψ2∈ Λ0 (Ev) : 〈ψ1, ψ2〉= Tr ([ψ1]
∗ γ0 [ψ2]) =

∑

ijk

γ0ijψ
ik

1 ψ
jk
2 (70)

It should be noticed that this scalar product, as any hermitian scalar
product, is invariant by the transformation : ψ → zψ where z is c-number
valued function on M, with |z| = 1.

11.2 Scalar products for the curvature forms

1) The connection and curvature forms are valued in the Lie algebras, and
the action of the gauge groups is the adjoint operator Ad, so we need a scalar
product on the Lie algebras invariant by the adjoint operator. On any Lie
algebra there is a bilinear symmetric form B (the Killing form) invariant by
Ad, but non necessarily positive definite. If the Lie algebra is semi-simple
(as o(3,1)) it is non degenerate. In the standard representation of o(3,1) :
B(X, Y ) = 2Tr([X ] [Y ]) and its signature is (+ + + - - -) with the basis
(−→κ a) .

We will not be so specific and just assume that there is an hermitian
scalar product (), invariant by the adjoint action, on the Lie algebras, not

necessarily positive definite, for which the bases (−→κ a) ,
(−→
θ a

)
are orthogonal

:
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- o(3,1) : as we use only the real form it is a symmetric real scalar product,
and we assume that (−→κ a,

−→κ b) = ηab = ±1

- T1U
c :the scalar product is assumed to be hermitian and the basis

(−→
θ a

)

orthonormal :
(−→
θ a,

−→
θ b

)
= δab ⇒

(−→
θ ,

−→
θ ′
)
=
∑

a θ
a
θ′a

∀u ∈ U,
−→
θ ,

−→
θ ′ ∈ T1U

c :
(
Adu

−→
θ , Adu

−→
θ ′
)
=
(−→
θ ,

−→
θ ′
)

that implies : u = exp τ
−→
θ : d

dτ

(
Ad

exp τ
−→
θ

−→
θ 1, Adexp τ−→θ

−→
θ 2

)
|τ=0 = 0 =

([−→
θ ,

−→
θ 1

]
,
−→
θ 2

)
+
(−→
θ 1,
[−→
θ ,

−→
θ 2

])

⇒ ∀−→θ ,−→θ 1,
−→
θ 2 ∈ T1U

c :
([−→

θ ,
−→
θ 1

]
,
−→
θ 2

)
= −

(−→
θ 1,
[−→
θ ,

−→
θ 2

])

The space vector T1U
c endowed with this scalar product is a Hilbert

space.

2) The potential and the forms are forms on the manifold M. M is endowed
with the lorentzian metric g. One defines the scalar product of two r-forms
on M valued in C by :

Gr : Λr (M ;C)× Λr (M ;C) → C ::

Gr (λ, µ) =
∑

{α1...αr},{β1...βr}
λ{α1..αr}µ{β1...βr} [det g

−1(x)]
{α1...αr},{β1...βr}

Gr (λ, µ)
=
∑

{α1...αr}
λ{α1...αr}

∑
β1...βr

gα1β1...gαrβrµβ1...βr =
∑

{α1...αr}
λ{α1...αr}µ

{α1α2...αr}

where the indexes are uppered and lowered with g and {α} = {α1...αr}
is an ordered set of r indexes.

The scalar product is symmetric, non degenerated and invariant under a
change of chart. It defines an isomorphism between the algebras of r and 4-r
forms, given by the Hodge dual.

The Hodge dual λ∗ of a r-form λ ∈ Λr (M ;C) is the 4-r form λ∗ ∈
Λ4−r (M ;C) such that :

∀µ ∈ Λr (M ;R) : µ∧∗λ = Gr (µ, λ)̟4 where : ̟4 = (detO′) dx0∧..∧dx3
(Taylor [26] 5.8)

∗
(∑

{α1...αr}
λ{α1...αr}dx

α1 .. ∧ dxar
)

=
∑

{α1...αn−r},{β1...βr}
ǫ (β1..βr, α1, ...αn−r) u

β1...βr (detO′) dxα1 .. ∧ dxa4−r

We have : ∗ ∗ λ = (−1)r−1λ

∗ (
∑

α λαdx
α) =

∑4
α=0 (−1)α+1 gαβλβ (detO

′) dx0 ∧ ..d̂xα ∧ ...dx3
For a 2-form the formula is simple when one uses a convenient ordering

of the components.
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λ ∈ Λ2 (M ;C) :
λ = {λ01dx0 ∧ dx1 + λ02dx

0 ∧ dx2 + λ03dx
0 ∧ dx3

+λ32dx
3 ∧ dx2 + λ13dx

1 ∧ dx3 + λ21dx
2 ∧ dx1}

(71)

∗λ = −{λ32dx0 ∧ dx1 + λ13dx0 ∧ dx2 + λ21dx0 ∧ dx3
+λ01dx3 ∧ dx2 + λ02dx1 ∧ dx3 + λ03dx2 ∧ dx1} detO′

Notice that this convenient ordering is deduced from the table 1.
In the orthonormal basis these formulas become :
λ =

∑
{i1..ir}

λi1...ir∂
i1 ∧ .. ∧ ∂ir , µ =

∑
{i1..ir}

µi1...ir∂
i1 ∧ .. ∧ ∂ir

Gr(λ, µ) =
∑

{i1..ip}
ηi1i1 ...ηipipλi1..ipµi1..ip where ηikik = ±1

∗(
∑

{i1..ip}
λi1..ip∂

i1 ∧ .. ∧ ∂ip)
=
∑

{i1..ip},{j1..j4−p}
ǫ ({i1..ip} , {j1..j4−p}) ηi1i1...ηipipλ{i1..ip}∂j1 ∧ ... ∧ ∂j4−p

∗
(∑

{i} λi∂
i
)
=
∑3

j=0 (−1)j+1 ηjjλj∂
0 ∧ .∂̂j .. ∧ ∂3

∗
(∑4

j=1 λ0..ĵ...n∂
1 ∧ .∂̂j .. ∧ ∂3

)
=
∑3

j=0 (−1)j+1 ηjjλ0..ĵ...3∂
j

∗
∑

{ij} λij∂
i ∧ ∂j

= −λ32∂0∧∂1−λ13∂0∧∂2−λ21∂0∧∂3+λ02∂1∧∂3+λ01∂3∧∂2+λ03∂2∧∂1
∗
∑

a λa∂
pa ∧ ∂qa =

∑3
a=1 −λa∂pa+3 ∧ ∂qa+3 + λa+3∂

pa ∧ ∂qa

(72)

∗ (λ01∂0 ∧ ∂1 + λ02∂
0 ∧ ∂2 + λ03∂

0 ∧ ∂3 + λ32∂
3 ∧ ∂2 + λ13∂

1 ∧ ∂3 + λ21∂
2 ∧ ∂1)

= λ01∂
3∧∂2+λ02∂1∧∂3+λ03∂2∧∂1−λ32∂0∧∂1−λ13∂0∧∂2−λ21∂0∧∂3

3) LetHM any vector bundle over M modelled on a vector space H endowed
with an hermitian product () . One defines the hermitian product of 2 r-forms
on M valued in HM by :

λ, µ ∈ Λr (M ;HM ) : λ =
∑

a

∑
{α} λ

a
{α1..αr}

dxα1∧ ..∧dxαr ⊗−→κ a (m) where
−→κ a (m) is a local basis of H

〈λ, µ〉
=
∑

a,bGr

(
λ
a
, µb
)
(−→κ a,

−→κ b)
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=
∑

a,b

∑
{α1...αr}

(
λ
a

{α1...αr}µ
b,α1α2...αr

)
(−→κ a,

−→κ b)

=
∑

{α},{β}

(
λa{α}

−→κ a, µ
b
{β}

−→κ b

)
H
[det g−1(x)]

{α},{β}

=
∑

a,b

∑
{α1...αr}

(
λ
a

{α1...αr}µ
b,α1α2...αr

)
(−→κ a,

−→κ b)

=
∑

a,b

∑
{α1...αr}

(
λ
a,{α1...αr}

µb{α1...αr}

)
(−→κ a,

−→κ b)

It is hermitian, invariant by a chart transformation in M and does not
depend of the local basis. If HM is an associated bundle it is invariant by a
gauge transformation.

For the curvature form in an orthonormal basis of T1U
c :

〈FA,FA〉=
∑

a

∑

{αβ}

Fa

AαβFa,αβ
A (73)

〈FA,FA〉
=
∑

a

∑
{αβ}F

a

Aαβ

∑
λµ g

αλgβµFa
Aλµ

= 1
2

∑
a

∑
αβλµ g

αλgβµFa

AαβFa
Aλµ

= 1
2

∑
a

∑
αβ F

a

AαβFaαβ
A

The Hodge dual is defined as : ∗ (
∑

a λ
a ⊗−→κ a) =

∑
a ∗λ

a ⊗ −→κ a where

∗λa is the Hodge dual (in the previous meaning) of the C valued form λ
a

λ, µ ∈ Λr (M ;HM ) : 〈λ, µ〉 =∑a,bGr

(
λ
a
, µb
)
(−→κ a,

−→κ b)

µb ∧ ∗λa = Gr

(
µb, λ

a
)
̟4 = Gr

(
λ
a
, µb
)
= µb ∧ ∗λa

〈λ, µ〉̟4 =
∑

a,bGr

(
λ
a
, µb
)
(−→κ a,

−→κ b)̟4 =
∑

a,b

(
µb ∧ ∗λa

)
(−→κ a,

−→κ b)̟4

With an orthonormal basis : 〈λ, µ〉̟4 =
∑

a

(
µa ∧ ∗λa

)
̟4

For the curvature form :

(74)

∗ (FA) = − (detO′)
∑

a{F
a,01

dx3 ∧ dx2 +Fa,02
dx1 ∧ dx3 +Fa,03

dx2 ∧ dx1
+Fa,32

dx0 ∧ dx1 + Fa,13
dx0 ∧ dx2 + Fa,21

dx0 ∧ dx3 ⊗−→
θ a}

12 THE DIRAC OPERATOR

1) The fields change the state of particles and their velocity. The interac-
tion with the velocity is logically modelled by ∇V ψ =

∑
α V

α∇αψ. But we
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can assume that there is also an action on the state tensor itself, meaning
independant of the dynamic (represented by V). So it is sensible to look af-
ter some derivative operator : Λ0EM → Λ0EM . That is the Dirac operator,
which, in matrix form, is : [Dψ] =

∑
αO

α
r

∑3
r=0 [γ

r] [∇αψ] where [γr] are
matrices defined from [γr] . The construction is the following.

2) Spin(3,1)xU acts onCl(3, 1)×(F⊗W ) as : (s, u)×(w, ψ) = (Adsw, ϑ (s, u)ψ)
so one can define the vector bundle QM ×Spin(3,1)×U (Cl(3, 1)× (F ⊗W )) as-
sociated to QM by the equivalence :

(q, (w, ψ)) ≃ (q (s−1, u−1) , (Adsw, ϑ (s, u)ψ))
This action is linear with Cl(3,1) and F ⊗W so from there one can get

a vector bundle DM = QM ×Spin(3,1)×U (Cl(3, 1)⊗ F ⊗W )) associated to
QM modelled on Cl(3, 1)⊗ F ⊗W (the tensor product is associative). The
isomorphism :

(q (m) , (εi ⊗ ej ⊗ fk)) → ϕC (m, εi)⊗ ej (m)⊗ fk (m) = ∂i (m)⊗ ej (m)⊗
fk (m)

is preserved by the action of Spin(3,1)xU:
(q (m) (s−1, u−1) , ((Adsεi)⊗ ρ ◦Υ (s) (ej)⊗ χ (u) (fk)))

→ [ ◦ µ (s)]li ∂l ⊗ ρ (Υ (s)) (ej (m))⊗ χ (u) (fk (m))
So one can pick ∂i (m)⊗ ej (m)⊗ fk (m) as a basis of this vector bundle

DM .

3) One defines the projection : P : DM → EM by :
T ijk∂i (m)⊗ ej (m)⊗ fk (m) → T ijk (ρ ◦Υ (εi) (ej)) (m)⊗ fk (m)
extended by linearity. It is consistent because :
T ijk∂i (m)⊗ ej (m)⊗ fk (m)
≃
(
q (m) (s−1, u−1) , T ijk (Adsεi ⊗ ρ ◦Υ (s) (ej)⊗ χ (u) (fk))

)

P
((
q (m) (s−1, u−1) , T ijk ((Adsεi)⊗ ρ ◦Υ (s) (ej)⊗ χ (u) (fk))

))

=
(
q (m) (s−1, g−1) , T ijk (ρ ◦Υ (Adsεi) ρ ◦Υ (s) (ej)⊗ χ (u) (fk))

)

but
ρ ◦Υ (Adsεi) ρ ◦Υ (s) = ρ ◦Υ (Adsεi.s)
= ρ ◦Υ (s.εi.s

−1.s) = ρ ◦Υ (s.εi) = ρ ◦Υ (s) ρ ◦Υ (εi)
so :(
q (m) (s−1, u−1) , T ijk (ρ ◦Υ (s) ρ ◦Υ (εi) (ej)⊗ χ (u) (fk))

)

≃
(
q (m) , T ijkρ ◦Υ (εi) ej ⊗ fk

)
= T ijk (ρ ◦Υ (εi) ej) (m)⊗ fk (m)
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4) ∇ψ is a 1-form on TM*. With the metric we can go from TM* to TM
: dxα → gαβ∂β

(∇αψ
ij) dxα ⊗ ei (m)⊗ fi(m) → (∇αψ

ij) gαβ∂β ⊗ ei (m)⊗ fj (m)
and from TM to DM :
∂i = O (m)αi ∂α ⇔ ∂α = O (m)′iα ∂i
(∇αψ

ij) gαβ∂β ⊗ ei (m)⊗ fj (m)

= (∇αψ
ij) gαβO′ (m)lβ ∂l ⊗ ei (m)⊗ fj (m)

= (∇rψ
ij) ∂r (m)⊗ ei (m)⊗ fj (m)

The resulting quantity is a section on DM , that can be projected onto
EM .

So, overall, the Dirac operator is the map D : Λ0 (EM) → Λ0 (EM)
Dψ =

∑
αij (∇αψ

ij)
∑

βl g
αβO′ (m)lβ (ρ ◦Υ (εl) (ei)) (m)⊗ fj (m)

5) This quantity can be expressed in a better way. ∂j is orthonormal so :

ηij = gαβ [O]
α
i [O]

β
j ⇒ gαβ [O′]lβ = ηlr [O]αr

For : l=1,2,3: ρ ◦Υ (εl) = γl; and ρ ◦Υ (ε0) = iγ0∑
βl g

αβO′ (m)lβ (ρ ◦Υ (εl) (ei)) (m)

=
∑

rl η
lrOα

r (ρ ◦Υ (εl))
p
i ep (m) =

(
η0ri [γ0]

p
i +

∑3
l=1 [γl]

p
i η

lr
)
ep (m)

We define the matrices : γr (index up) such that : [γr]pi = η0ri [γ0]
p
i +∑3

l=1 [γl]
p
i η

lr. We have :

γ0= −iγ0; r = 1, 2, 3 : γr= γr (75)

Dψ =
∑

α (∇αψ
ij)
∑

r [O]
α
r [γ

r]pi ep (m)⊗ fj (m)
We will denote :

[γα] =
3∑

r=0

[O]αr [γ
r] (76)

3∑

α=0

(
∇αψ

ij
)
Oα
r= ∇∂rψ

ij= ∇rψ
ij (77)

With these notations :
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Dψ
=
∑4

i,p=1

∑m
j=1

∑3
r=0 (∇rψ

ij) [γr]pi ep (m)⊗ fj (m)

=
∑4

i,p=1

∑m
j=1

∑3
α=0 (∇αψ

ij) [γα]pi ep (m)⊗ fj (m)
Or in matrix notation :

[Dψ] =

3∑

r=0

[γr] [∇rψ] =

3∑

α=0

[γα] [∇αψ] (78)

We see on the relations above that the Dirac operator can be defined
through an orthonormal basis only, without any explicit reference to a metric.

6) The Dirac operator is well defined and linear.
In a gauge transformation :

(∇∂rψ
ij) ei (m)⊗ fj (m) ≃

(
∇̃∂̃r

ψij
)
ẽi (m)⊗ f̃j (m)

∑
r (∇rψ

ij) [γr]pi ep (m)⊗ fj (m) ≃
∑

r

(
∇̃∂̃r

ψij
)
[γr]pi ẽp (m)⊗ f̃j (m)

and it is invariant in a change of chart :
∂α → ∂̃α = Jβα∂β
dxα → d̃xα = Kα

β dx
β with Kα

λJ
λ
β = δαβ

∇αψ
ij → ∇̃αψij = Jλα∇λψ

ij

[O]αr → Kα
µ [O]

µ
r

∇rψ
ij →

∑3
α=0

(
∇̃αψij

)
Õα
r =

∑3
α=0 J

λ
α (∇λψ

ij)Kα
µ [O]µr

=
∑3

α=0 (∇λψ
ij) [O]λr = ∇rψ

ij

So Dψ is invariant.�

13 CHIRALITY

We have left open the choice of the vector space F in the representation of
Cl(4,C). It can be made more precise, without no lost of generality, using a
feature of Clifford algebras. It is striking that this feature meets one impor-
tant characteristic of the physical world, that it distinguishes between the
”left” and the ”right”, that is chirality, and thus is fundamental in particle
physics.
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13.1 The splitting of Clifford algebras

1) The ordered product ε0 · ε1 · .. · εn of the vectors of a direct orthonormal
basis in a Clifford algebra does not depend of the choice of this basis. In
Cl(4,C) ε5 = ε0 · ε1 · ε2 · ε3 is such that (ε5)

2 = 1.
Let be :
Cl+ (4, C) = {w ∈ Cl(4, C) : ε5 · w = w} ,
Cl− (4, C) = {w ∈ Cl(4, C) : ε5 · w = −w}
Remind that Cl(4, C) = Cl0 (4, C) ⊕ Cl1 (4, C) where Cl0 (4, C) is the

subalgebra of the elements sum of an even product of vectors.
Let us prove that Cl0 (4, C) = Cl+0 (4, C)⊕Cl−0 (4, C) where Cl+0 (4, C) , Cl−0 (4, C)

are two subalgebras which are isomorphic and ”orthogonal” in that : ∀w ∈
Cl+0 (4, C) , w′ ∈ Cl−0 (4, C) : w · w′ = 0

Cl+0 (4, C) = Cl0 (4, C)∩Cl+ (4, C) and Cl−0 (4, C) = Cl0 (4, C)∩Cl− (4, C)
are subspace of Cl0 (4, C)

Cl0 (4, C) , Cl
+ (4, C) are subalgebras, so is Cl+0 (4, C)

if w,w′ ∈ Cl−0 (4, C) , ε5 ·w ·w′ = −w ·w′ ⇔ w ·w′ ∈ Cl−0 (4, C) : Cl−0 (4, C)
is a subalgebra

the only element common to the two subalgebras is 0, thus Cl0 (4, C) =
Cl+0 (4, C)⊕ Cl−0 (4, C)

ε5 commute with any element of Cl0 (4, C) , and anticommute with all
elements of Cl1 (4, C) so

If w ∈ Cl+0 (4, C) , w′ ∈ Cl−0 (4, C) : ε5 · w = w, ε5 · w′ = −w′

ε5 ·w · ε5 ·w′ = w · ε5 · ε5 ·w′ = w ·w′ = −ε5 ·w ·w′ = −w ·w′ ⇒ w ·w′ = 0
�

Similarly : Cl1 (4, C) = Cl+1 (4, C)⊕ Cl−1 (4, C) (but they are not subal-
gebras)

So any element w of Cl(4,C) can be written : w = w+ + w− with w+ ∈
Cl+ (4, C) , w− ∈ Cl−(4, C)

2) Let be : pǫ = 1
2
(1 + ǫε5) with ǫ = ±1. p+, p− are the creation and

annihiliation operators
There are the identities :
p2ǫ = pǫ, p+ · p− = p− · p+ = 0, p+ + p− = 1
For any v ∈ C4 : pǫv = vp−ǫ
For any w = w+ + w− ∈ Cl(4, C) : pǫ · w = 1

2
((1 + ǫ)w+ + (1− ǫ)w−)

⇒
p+ · w = w+, p− · w = w−; p+ · w+ = w+,
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p− · w+ = 0; p− · w− = w−, p− · w+ = 0
If w ∈ Cl0 (4, C) : w · pǫ = 1

2
((1 + ǫ)w+ + (1− ǫ)w−)

⇒ w+.p+ = w+, w−.p+ = 0, w+.p− = 0, w−.p− = w−

If w ∈ Cl1 (4, C) : w · pǫ = w.1
2
(1 + ǫε5) =

1
2
(w − ǫε5.w)

= 1
2
(w+ + w− − ǫw+ + ǫw−) = 1

2
((1− ǫ)w+ + (1 + ǫ)w−)

⇒ w+.p+ = 0, w−.p+ = w−, w+.p− = w+, w−.p− = 0

3) We have similarly in the (F, ρ) representation of Cl(4,C) :
ε5 → γ5 = γ0γ1γ2γ3
pǫ → γǫ =

1
2
(I + ǫγ5)

We have the identities :
γ25 = I; γ5 = γ∗5
γ+ + γ− = I; γǫγǫ = γǫ; γǫγ−ǫ = 0
k=0..3: γ5γk = −γkγ5; γǫγk = γkγ−ǫ;
γ+ [κa] = kγ+γpaγqa = 1

2
kγpaγqa +

1
2
kγ5γpaγqa

= 1
2
kγpaγqa +

1
2
kγpaγqaγ5 = [κa] γ+

Let be the vector subspaces :F+ = γ+F, F
− = γ−F

γ+F
− = γ−F

+ = {0} ⇒ F+ ∩ F− = {0}
so : F = F+ ⊕ F− and ∀φ ∈ F : φ = φ+ + φ− = γ+φ+ γ−φ
These two subspaces are isomorphic. Indeed for any non null vector v of

Cl(4,C):
pǫv = vp−ǫ ⇒ γǫρ (v) = ρ (v) γ−ǫ ⇒ γǫρ (v)φ = ρ (v) γ−ǫφ
⇒ γ−ǫφ = ρ (v)−1 γǫρ (v)φ
For any homogeneous element w of order k in Cl(4,C) :
w = v1.....vk :
ρ (w) γ+ = ρ (v1.....vk.p+) = ρ (v1.....vk−1.p−.vk) = ρ (pǫ.v1.....vk−1vk) =

γǫρ (w) with ǫ = (−1)k

and similarly for γ−. Thus if w ∈ Cl0 (4, C) we have ρ (w) γ+ = γ+ρ (w)
and ρ (w) γ− = γ−ρ (w) : F

+ and F− are globally invariant for the Cl0 (4, C)
action. Conversely Cl1 (4, C) exchanges F

+ and F−.
The Spin(3,1) group image by Υ is Spinc (3, 1) ⊂ Cl0 (4, C) . So the split-

ting F+, F− is stable under the Spin(3,1) action. (F, ρ) is an irreducible rep-
resentation of the algebra Cl(4,C) but a reducible representation of Spin(3,1)
: (F, ρ) = (F+, ρ)⊕ (F−, ρ) .

4) This splitting is extended in F ⊗W. Tensor product being associative
we have :
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F ⊗W = (F+ ⊕ F−)⊗W = (F+ ⊗W )⊕ (F− ⊗W )
and any tensor ψ can be splitted in the sum of two tensors, each one

comprised of 2 complex components over F:
ψ = ψ+ + ψ− with γ+ψ+ = ψ+, γ−ψ− = ψ−, γǫψ−ǫ = 0
ψ =

∑
ij ψ

ijei ⊗ fj
φj =

∑
i ψ

ijei = γ+φj + γ−φj

ψ =
∑

j (γ+φj + γ−φj) ⊗ fj = γ+

(∑
j φj ⊗ fj

)
+ γ−

(∑
j φj ⊗ fj

)
=

γ+ψ + γ−ψ;
ψij = [γ+φj]

i + [γ−φj]
i = [γ+]

i
k φ

k
j + [γ−]

i
k φ

k
j = [γ+]

i
k ψ

kj + [γ−]
i
k ψ

kj

The splitting is stable under Cl0 (4, C) :
∀w ∈ Cl0 (4, C) : ϑ (w, g)ψ =

∑
k,l ψ

kl [ρ ◦Υ (w)]ik [χ (g)]
j
l ei ⊗ fj

=
∑

k,l,p [γ+]
k
p ψ

pl [ρ ◦Υ (w)]ik [χ (g)]
j
l ei ⊗ fj

+
∑

k,l [γ−]
k
p ψ

pl [ρ ◦Υ (w)]ik [χ (g)]
j
l ei ⊗ fj

=
∑

k,l,p ψ
pl [ρ ◦Υ (w) ◦ γ+]ip [χ (g)]

j
l ei ⊗ fj

+
∑

k,l ψ
pl [ρ ◦Υ (w) ◦ γ−]ip [χ (g)]

j
l ei ⊗ fj

=
∑

k,l,p ψ
pl [γ+ ◦ ρ ◦Υ (w)]ip [χ (g)]

j
l ei ⊗ fj

+
∑

k,l ψ
pl [γ− ◦ ρ ◦Υ (w)]ip [χ (g)]

j
l ei ⊗ fj

=
∑

k,l,p [γ+]
i
k [ρ ◦Υ (w)]kp [χ (g)]

j
l ψ

plei ⊗ fj

+
∑

k,l [γ−]
i
k [ρ ◦Υ (w)]kp [χ (g)]

j
l ψ

plei ⊗ fj�
The two vector spaces are isotropic for the scalar product defined previ-

ously :

〈ψ1, ψ2〉 = Tr ([ψ1]
∗ γ0 [ψ2]) =

∑
ijk γ4ijψ

ik

1 ψ
jk
2

If [ψ2] = γǫψ2, [ψ1] = γǫ′ψ1 : [ψ1]
∗ γ0 [ψ2] = [ψ1]

∗ γǫγ0γǫ′ [ψ2] = [ψ1]
∗ γǫγ−ǫ′γ0 [ψ2]

ε = ε′ ⇒ 〈ψ1, ψ2〉 = 0�

5) ε5 does not depend of the choice of an orthonormal basis, and so for
γǫ.The splitting can be lifted on the fiber bundle. At each m the fiber over
m can be splitted in F+ ⊗W + F− ⊗W.

13.2 A choice of the F space

1) These features lead to precise the choice of a specific basis of the vector
space F : a basis which reflects the splitting in the direct sum of two 2
dimensional complex vector spaces.
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Let be this basis such that F+ corresponds to the two first vectors (e1, e2)
and F− to the last (e3, e4) :

F+ =








φ1

φ2

0
0







, F− =








0
0
φ3

φ4








The conditions : F+ = γ+F, F
− = γ−F ; γ+ + γ− = I; γǫγ−ǫ = 0 lead to

γ+ =

[
I2 0
0 0

]
, γ− =

[
0 0
0 I2

]

Thus γ5 = γ+ − γ− =

[
I 0
0 −I

]

The γk matrices must meet : γiγj+γjγi = 2δijI4 and we assume as before
that : γk = γ∗k ⇒ γkγ

∗
k = I

So γk =

[
Ak Bk

B∗
k Dk

]

with Ak = A∗
k, Dk = D∗

k, A
2
k+BkB

∗
k = I = B∗

kBk+D2
k, AkBk+BkDk = 0

The conditions k=0..3: γ5γk = −γkγ5 impose : Ak = Dk = 0

so γk =

[
0 Bk

B∗
k 0

]
with BkB

∗
k = I2

The condition γ5 = γ0γ1γ2γ3 imposes :B0B
∗
1B2B

∗
3 = I2, B1B

∗
0B3B

∗
2 = −I2

2) There are not many choices left, and we come to the solution :

γ1 =

[
0 σ1
σ1 0

]
; γ2 =

[
0 σ2
σ2 0

]
; γ3 =

[
0 σ3
σ3 0

]
; γ0 = i

[
0 σ0

−σ0 0

]

with the Pauli matrices :

σ0 =

[
1 0
0 1

]
; σ1 =

[
0 1
1 0

]
; σ2 = i

[
0 −1
1 0

]
; σ3 =

[
1 0
0 −1

]
;

i, j = 1, 2, 3 : σiσj + σjσi = 2δijσ0; σi = σ∗
i ; σ1σ2 = iσ3; σ2σ3 = iσ1; σ3σ1 =

iσ2
With this choice we have :

γr =

[
0 σr

ηrrσr 0

]

a<4 : [κa] = −i1
2

[
σa 0
0 σa

]
; a>3 : [κa] =

1
2

[
σa−3 0
0 −σa−3

]
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3) The kinematic part of the state of particles is described in a two 2-

complex components vector : φ =

[
φR
φL

]
, and φR ∈ F+, φL ∈ F− are Weyl

spinors. The state is described in a section ψ =

[
ψR
ψL

]
where ψR = ψijR , ψL =

ψijL , j = 1..m, i = 1, 2
We will denote [ψR] , [ψL] the 2xm matrices.

14 LAGRANGIAN

The lagrangian is comprised of 3 parts, related to the particles alone, the
field forces alone, and the interactions.

14.1 Particules

1) For the particles the lagrangian cannot depend of the derivatives, which
depend on the fields. So the simplest choice is :

aMN 〈ψ, ψ〉 = aMNTr ([ψ]
∗ γ0 [ψ]) with some real scalar aM

〈ψ, ψ〉 = Tr

([
ψ∗
R ψ∗

L

]
i

[
0 σ0

−σ0 0

] [
ψR
ψL

])
= iT r ([ψR]

∗ [ψL]− [ψL]
∗ [ψR])

Tr ([ψR]
∗ [ψL]) = Tr

(
([ψR]

∗ [ψL])
∗)

= Tr ([ψL]
∗ [ψR])

Tr ([ψR]
∗ [ψL]− [ψL]

∗ [ψR]) = 2i ImTr ([ψR]
∗ [ψL])

〈ψ, ψ〉 = −2 ImTr ([ψR]
∗ [ψL])

This quantity does not depend of the jauge or the chart : this a function
on Ω, evaluated at f̃ (m) .

2) It would be legitimate to add some dynamic part like
∑

α V
αVα but it

raises two issues. First we should put some ”mass”,which figures in ψ. Second
the mass is the ”charge” associated to the gravitation field, so it makes sense
to keep the dynamic part linked with the covariant derivative ∇ψ. We will
see how.

14.2 Fields

1) The lagrangian depends on the curvature forms and cannot involve ψ or
explicitely À. We will assume that the derivatives ∂αO

′ are not present, thus
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G does not appear and the lagrangian depends uniquely on the curvature
forms.

2) The simplest solution is to take the scalar product defined before. For
FA it reads :

aF 〈FA,FA〉 = aF
∑

a

∑
{αβ} F

a

AαβFa,αβ
A

= aF
∑

a

∑
{αβ}F

a

Aαβ

∑
λµ g

αλgβµFa
Aλµ = aF

1
2

∑
a

∑
αβλµ g

αλgβµFa

AαβFa
Aλµ

This a real quantity because this scalar product is hermitian.

3) The same choice for gravitation would lead to aG
∑

{αβ}B
(
FGαβ,Fαβ

G

)

with some scalar product on o(3,1). The only natural choice for this scalar

product is the Killing form B(X, Y ) = 2Tr(
[
X̃
] [
Ỹ
]
) which gives with the

Riemann tensor :
1
4
aG
∑

αβλµ g
αλgβµB (FBαβ,FBλµ)

= 1
2
aG
∑

αβλµ g
αλgβµTr

([
F̃Bαβ

] [
F̃Bλµ

])

= 1
2
aG
∑

αβλµ g
αλgβµTr (O−1 [Rαβ]OO

−1 [Rλµ]O)

= 1
2
aG
∑

αβλµ g
αλgβµTr ([Rαβ] [Rλµ])

= 1
2
aG
∑

αβλµ g
αλgβµ

∑
cdR

c
αβdR

d
λµc

= 1
2
aG
∑

αβλµ g
αλgβµTr ([Rαβ] [Rλµ])

The trouble is that the Killing form is not positive definite. It is possible
to turn over this problem by using the ”compact real form” of o(3,1) (Knapp
[12] VI.1), in fact treating gravitation on the same footing as the other fields,
and considering a complex valued connection. But this would move us further
away from the traditional affine connections.

The alternate option is use the Palatini action, as in General Relativity.
It can be computed with our variables, as seen before :

The scalar curvature is (equation 11):

R =
∑

αβijk

[
F̃Gαβ

]i
k
ηkjOβ

i O
α
j =

∑
a,αβ Fa

Gαβ

(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)

and the lagrangian is aG
∑

aαβij Fa
Gαβ ([κ̃a] [η])

i
j O

β
i O

α
j with a real scalar

aG.
So explicitly :
LF = aF 〈FA,FA〉+ aG

∑
a,αβ Fa

Gαβ

(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)

LF = 1
2
aF
∑

aαβλµijkl η
jiηlkOλ

jO
α
i O

µ
l O

β
kFa

AαβF
a

Aλµ

+aG
∑

a,αβ Fa
Gαβ

(
Oβ
paO

α
qa −Oβ

qaO
α
pa

)
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Remark : one could introduce a cosmological constant Λ such that the
lagrangian becomes : aG (Λ +R) and Λ acts in the action through the
density

√
|det g|.

14.3 Interactions

As said before we have to address two interactions.

1) The ”static” part : It models the pure action on the state of particles.
This is for what we defined the Dirac operator. So the simplest choices are :
〈Dψ,Dψ〉 , 〈Dψ, ψ〉 , 〈ψ,Dψ〉 . The first one leads to quadratic terms in the
derivatives, but the two last ones cannot guarantee to deliver a real scalar.
So we have two options :

1
2
(〈Dψ, ψ〉+ 〈ψ,Dψ〉) = Re 〈ψ,Dψ〉

1
2
i (〈Dψ, ψ〉 − 〈ψ,Dψ〉) = Im 〈ψ,Dψ〉

Clearly the term in ∂αψ in the lagrangian is crucial. That is∑
r Tr ([ψ

∗] γ0γ
r [∂αψ]) = iT r (ηrr [ψR]

∗ σr [∂rψR]− [ψL]
∗ σr [∂rψL])

with Re 〈ψ,Dψ〉 we have∑
r ReTr ([ψ

∗] γ0γ
r [∂αψ]) =

∑
r{− ImTr (ηrr [ψR]

∗ σr [∂rψR]− [ψL]
∗ σr [∂rψL])

with Im 〈ψ,Dψ〉 we have∑
r ImTr ([ψ∗] γ0γ

r [∂αψ]) =
∑

r{ReTr (ηrr [ψR]
∗ σr [∂rψR]− [ψL]

∗ σr [∂rψL])
and we have the identities : ReTr ([ψ]∗ σr [∂αψ]) =

1
2
∂αTr ([ψ]

∗ σr [ψ])
Indeed :
Tr [ψ]∗ σr [∂rψ]

=
∑

αO
′α
r

∑
klj σ

kl
r ψ

kj
∂αψ

lj

=
∑

αO
′α
r

∑
j σ

11
r ψ

1j
∂αψ

1j + σ12
r ψ

1j
∂αψ

2j + σ21
r ψ

2j
∂αψ

1j + σ22
r ψ

2j
∂αψ

2j

Tr [ψ]∗ σ0 [∂rψ] =
1
2
∂r
∑

ij |ψij|
2

Tr [ψ]∗ σ1 [∂rψ] =
∑

j ∂r (ψ
1jψ2j)

Tr [ψ]∗ σ2 [∂rψ] = i
∑

j −ψ
1j
∂rψ

2j + ψ
2j
∂rψ

1j

Tr [ψ]∗ σ3 [∂rψ] =
1
2

∑
j ∂r

(
|ψ1j |2 − |ψ2j |2

)

As we see if we take the imaginary part of the above expressions il would
be null for r = 0, 3 thus making two privileged directions, and that does not
happen with the real part. It is a rather weak argument, but let us say that
this option has been tested before (Giachetta [5]).

So we choose ǫ = −1 and the following lagrangian :
aI

1
2
i (〈Dψ, ψ〉 − 〈ψ,Dψ〉) = aI Im 〈ψ,Dψ〉
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2) The ”dynamic part” It involves the fields, the state of particles and
their velocity. The simplest choice is :

〈ψ,
∑

α V
α∇αψ〉

V is a vector field, so this quantity is covariant, and invariant in a change
of gauge. As above we need a real quantity. There is no obvious reason
for one or the other option. Let us say that after testing both, the most
physically meaningful is the same as above. So I take :

aD
∑

α
1
2
V αi (〈∇αψ, ψ〉+ 〈ψ,∇αψ〉) = aD

∑
α V

α Im 〈ψ,∇αψ〉
with a real scalar constant aD

14.4 Summary

The full lagrangian of this model is :

(79)

LM = N (aM 〈ψ, ψ〉+ aI Im 〈ψ,Dψ〉+ aD
∑

α V
α Im 〈ψ,∇αψ〉) detO′

LF = (aF 〈FA,FA〉+ aGR) detO
′

The lagrangian is defined through intrinsic quantities so it is invariant
under gauge transformations or change of charts.

It does not involve the partial derivatives ∂αO
′i
β of the tetrad. There is no

obvious need to introduce them, as the scalar curvature answers to the inter-
action between the geometry and the gravitational field (as it appears very
clearly in the formula R =

∑
ijk [̥ (∂p, ∂q)]

q
j η

jp) . An additional item should
be purely geometrical in nature. In some ways a cosmological constant (which
acts through the volume form) is a tentative solution, but ”purely scalar” in
that it does not involve any space-time distorsion other than dilation. Even-
tually what is missing is some equivalent of the term aM 〈ψ, ψ〉 , meaning
that space-time itself is more than a container, and possesses some intrinsic
property independantly from matter and force fields, all this without rein-
venting the aether...So for the simple purpose I have in mind I will keep the
simplest solution and stick to this basic lagrangian.

The matter part of the lagrangian writes :
LM = N (detO′) (aM 〈ψ, ψ〉+ aI Im 〈ψ,Dψ〉+ aD

∑
α V

α Im 〈ψ,∇αψ〉)
= N (detO′) (aM 〈ψ, ψ〉+ Im 〈ψ,∑r aIO

α
r [γ

r] [∇αψ]〉+ Im 〈ψ,∑α V
αaD∇αψ〉)

= N (detO′) (aM 〈ψ, ψ〉+ Im 〈ψ, (
∑

r aIO
α
r [γ

r] +
∑

α V
αaDI) [∇αψ]〉)
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with I the unitary 4x4 matrix, and it will be convenient to denote the
operator :

Dα
M =

(∑

r

aIO
α
r [γ

r] +
∑

α

V αaDI

)
(80)

so : LM = N (detO′) (aM 〈ψ, ψ〉+ Im 〈ψ,
∑

αD
α
M [∇αψ]〉)

With this notation it is obvious that aI Im 〈ψ,Dψ〉 accounts for the kine-
matic part (rotations in the tetrad) and aD

∑
α V

α Im 〈ψ,∇αψ〉 for the dy-
namic part (displacement within Ω).

15 LAGRANGE EQUATIONS

The Lagrange equations are just the transcription of the previous ones but,
as expected, one can get more insightful results.

15.1 Gravitation

We will define two moments : P, which can be seen as a ”linear momentum”,
and J, as an ”angular momentum”, both computed from the state tensor,
but gauge and chart invariant. The most important result is that the gravita-
tional potential G can be explicitly computed from the structure coefficients
and these two moments. The torsion is then easily computed and it appears
that usually the gravitational connection would not be torsionfree.

15.1.1 Noether currents

1) The Noether current reads (equation 58):

YG =
∑

a,α
d(V LM+LF )

dGa
α

∂α ⊗−→κ a

with Y aα
G = V

∑
ij

(
dL♦

M

dRe∇αψij Re ([κa] [ψ])
i
j +

dL♦
M

d Im∇αψij Im ([κa] [ψ])
i
j

)

+V
∂L♦

M

∂Ga
α
+ ∂LF

∂Ga
α
+ 2

∑
b,β

dLF

dFb
Gαβ

[−→κ a, Gβ]
b

V
∂L♦

M

∂Ga
α
= ∂LF

∂Ga
α
= 0

dLF

dFb
Gαβ

= aG
(
Oβ
pb
Oα
qb
− Oβ

qb
Oα
pb

)

Let us compute the partial derivatives with respect to Re∇αψ
ij, Im∇αψ

ij :
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LM = N (aM 〈ψ, ψ〉+ Im 〈ψ,
∑

αD
α
M [∇αψ]〉)

Im 〈ψ,∑αD
α
M [∇αψ]〉

=
∑

αpq Im ([ψ]∗ [γ0] [D
α
M ])

p
q [∇αψ]

qp

=
∑

αpq Re ([ψ]
∗ [γ0] [D

α
M ])

p
q Im [∇αψ]

qp + Im ([ψ]∗ [γ0] [D
α
M ])

p
q Re [∇αψ]

qp

d Im〈ψ,∑αD
α
M [∇αψ]〉

dRe∇αψij =
∑

pq Im ([ψ]∗ [γ0] [D
α
M ])

p
q δ

i
qδ
j
p = Im ([ψ]∗ [γ0] [D

α
M ])

j
i

d Im〈ψ,∑αD
α
M [∇αψ]〉

d Im∇αψij =
∑

pq Re ([ψ]
∗ [γ0] [D

α
M ])

p
q δ

i
qδ
j
p = Re ([ψ]∗ [γ0] [D

α
M ])

j
i

dLM

dRe∇αψij = N Im ([ψ]∗ [γ0] [D
α
M ])

j
i

dLM

d Im∇αψij = N Re ([ψ]∗ [γ0] [D
α
M ])

j
i

So :
Y aα
G = N

∑
ij

(
Im ([ψ]∗ [γ0] [D

α
M ])

j
i Re ([κa] [ψ])

i
j + Re ([ψ]∗ [Dα

M ])
j
i Im ([κa] [ψ])

i
j

)

+2
∑

b,β aG
(
Oβ
pb
Oα
qb
− Oβ

qb
Oα
pb

)
[−→κ a, Gβ]

b

Y aα
G = N ImTr [ψ]∗ [γ0] [D

α
M ] ([κa] [ψ])+2

∑
b,β aG

(
Oβ
pb
Oα
qb
− Oβ

qb
Oα
pb

)
[−→κ a, Gβ]

b

In the orthonormal basis :
YG = (

∑
a,rN ImTr [ψ]∗ [Dr

M ] ([κa] [ψ])

+2aG
∑

b,αβ

(
Oβ
pb
Oα
qb
−Oβ

qb
Oα
pb

)
[−→κ a, Gβ]

b
O′r
α )∂r ⊗−→κ a

with [Dr
M ] = Dα

M = (aI [γ
r] +

∑
rαO

′r
αV

αaDI) = (aI [γ
r] + V raDI)

YG =
∑

a,r{N (aI (ImTr ([ψ]∗ [γ0γ
r] [κa] [ψ]) + aDV

r ImTr ([ψ∗] [γ0] [κa] [ψ])))

+2aG
∑

b,αβ

(
Oβ
pb
Oα
qb
−Oβ

qb
Oα
pb

)
[−→κ a, Gβ]

b
O′r
α}∂r ⊗−→κ a

2) We have for the first term: aI ImTr ([ψ]∗ [γ0γ
r] [κa] [ψ])

a<4 : Tr ([ψ]∗ [γ0γ
r] [κa] [ψ]) =

1
2
Tr (ηrrψ∗

RσrσaψR − ψ∗
LσrσaψL)

a>3 : Tr ([ψ]∗ [γ0γ
r] [κa] [ψ]) = i1

2
Tr (ηrrψ∗

Rσrσa−3ψR + ψ∗
Lσrσa−3ψL)

with σ1σ2 = iσ3; σ2σ3 = iσ1; σ3σ1 = iσ2 the quantity Tr ([ψ]∗ [γ0γ
r] [κa] [ψ])

is given by the table :




a\r 0 1
1 −1

2
Tr (ψ∗

Rσ1ψR + ψ∗
Lσ1ψL)

1
2
Tr (ψ∗

RψR − ψ∗
LψL)

2 −1
2
Tr (ψ∗

Rσ2ψR + ψ∗
Lσ2ψL) i1

2
Tr (ψ∗

Rσ3ψR − ψ∗
Lσ3ψL)

3 −1
2
Tr (ψ∗

Rσ3ψR + ψ∗
Lσ3ψL) −i1

2
Tr (ψ∗

Rσ2ψR − ψ∗
Lσ2ψL)

4 −i1
2
Tr (ψ∗

Rσ1ψR − ψ∗
Lσ1ψL) i1

2
Tr (ψ∗

RψR + ψ∗
LψL)

5 −i1
2
Tr (ψ∗

Rσ2ψR − ψ∗
Lσ2ψL) −1

2
Tr (ψ∗

Rσ3ψR + ψ∗
Lσ3ψL)

6 −i1
2
Tr (ψ∗

Rσ3ψR − ψ∗
Lσ3ψL)

1
2
Tr (ψ∗

Rσ2ψR + ψ∗
Lσ2ψL)



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


a\r 2 3
1 −i1

2
Tr (ψ∗

Rσ3ψR − ψ∗
Lσ3ψL) i1

2
Tr (ψ∗

Rσ2ψR − ψ∗
Lσ2ψL)

2 1
2
Tr (ψ∗

RψR − ψ∗
LψL) −i1

2
Tr (ψ∗

Rσ1ψR − ψ∗
Lσ1ψL)

3 i1
2
Tr (ψ∗

Rσ1ψR − ψ∗
Lσ1ψL)

1
2
Tr (ψ∗

RψR − ψ∗
LψL)

4 1
2
Tr (ψ∗

Rσ3ψR + ψ∗
Lσ3ψL) −1

2
Tr (ψ∗

Rσ2ψR + ψ∗
Lσ2ψL)

5 i1
2
Tr (ψ∗

RψR + ψ∗
LψL)

1
2
Tr (ψ∗

Rσ1ψR + ψ∗
Lσ1ψL)

6 −1
2
Tr (ψ∗

Rσ1ψR + ψ∗
Lσ1ψL) i1

2
Tr (ψ∗

RψR + ψ∗
LψL)




As Tr (ψ∗σkψ) ∈ R the quantity ImTr ([ψ]∗ [γ0γ
r] [κa] [ψ]) is given by the

table :

ImTr ([ψ]∗ [γ0γ
r] [κa] [ψ]) =




a\r 0 1 2 3
1 0 0 J3 −J2

2 0 −J3 0 J1

3 0 J2 −J1 0
4 J1 J0 0 0
5 J2 0 J0 0
6 J3 0 0 J0




with

Jk= −1

2
Tr
(
ηkkψ∗

RσkψR − ψ∗
LσkψL

)
(81)

One can check that :
ImTr ([ψ]∗ [γ0γ

r] [κa] [ψ]) =
∑

k Jk [κ̃a]
k
r

We denote by [J ] the 1x4 row matrix Jk. So :

Im 〈ψ, [γr] [κa] [ψ]〉= ImTr ([ψ]∗ [γ0γ
r] [κa] [ψ]) = ([J ] [κ̃a])r (82)

and :∑
a,r ImTr ([ψ]∗ [γ0γ

r] [κa] [ψ]) ∂r ⊗−→κ a

=
∑

a,r (Jpa∂qa − ηpapaJqa∂pa)⊗−→κ a =
∑

a,r ([J ] [κ̃a])r ∂r ⊗−→κ a

The quantities Jk are real scalar functions, invariant in a gauge transfor-
mations, and so are not components of a vector field on M. We see that the
geometrical pertinent quantity is

∑
a,r ([J ] [κ̃a])r ∂r which is a vector, similar

to a relativistic angular momentum.
Remark : one can check :
[ψ]∗ [γ0γ

r] [ψ] = i
(
ηkkψ∗

RσkψR − ψ∗
LσkψL

)

So 〈ψ, γrψ〉 = Tr ([ψ]∗ [γ0γ
r] [ψ]) = iT r

(
ηkkψ∗

RσkψR − ψ∗
LσkψL

)
= −2Jr
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3) The second item : aDV
r ImTr ([ψ∗] [γ0] [κa] [ψ])

Tr ([ψ∗] [γ0] [κa] [ψ]) is a pure imaginary scalar as one can check :
Tr ([ψ∗] [γ0] [κa] [ψ]) = Tr ([ψ∗] [γ0] [κa] [ψ])

∗

= Tr ([ψ∗] [κa]
∗ [γ0] [ψ]) = −Tr ([ψ∗] [γ0] [κa] [γ0] [γ0] [ψ]) = −Tr ([ψ∗] [γ0] [κa] [ψ])

So let be Pa ∈ R : Tr ([ψ∗] [γ0] [κa] [ψ]) = iPa
a<4 : Tr ([ψ∗] [γ0] [κa] [ψ]) =

1
2
Tr ([ψ∗

R] [σa] [ψL]− [ψ∗
L] [σa] [ψR])

a>3 :Tr ([ψ∗] [γ0] [κa] [ψ]) = −i1
2
Tr ([ψ∗

R] [σa−3] [ψL] + [ψ∗
L] [σa−3] [ψR])

So :

〈ψ, [κa] [ψ]〉= Tr ([ψ∗] [γ0] [κa] [ψ])= iPa (83)

The quantities Pa are real scalar functions, invariant in a gauge transfor-
mations. The geometrical pertinent quantity is

∑
a,r V

rPa∂r ⊗−→κ a .
One can check that :∑6

a=1 (Pa)
2

=
∑3

a=1

(
−i1

2
Tr ([ψ∗

R] [σa] [ψL]− [ψ∗
L] [σa] [ψR])

)2

+
(
−1

2
Tr ([ψ∗

R] [σa] [ψL] + [ψ∗
L] [σa] [ψR])

)2
=
∑3

a=1 |Tr ([ψ∗
R] [σa] [ψL])|2 > 0

4) The third term is
∑

b,αβ

(
Oβ
pb
Oα
qb
−Oβ

qb
Oα
pb

)
[−→κ a, Gβ]

b
O′r
α∑

b,αβ

(
Oβ
pb
Oα
qb
− Oβ

qb
Oα
pb

)
[−→κ a, Gβ]

b
O′r
α

=
∑

b,β

(
δrqbO

β
pb
− δrpbO

β
qb

)
[−→κ a, Gβ]

b

=
∑

b δ
r
qb
[−→κ a, Gpb]

b − δrpb [
−→κ a, Gqb]

b

=
∑6

bc=1G
b
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)
∑6

bc=1G
b
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)
can be computed explicitly :

a=1 : Gb
11

(
δrqbG

1
pb
− δrpbG

1
qb

)
+Gb

12

(
δrqbG

2
pb
− δrpbG

2
qb

)
+Gb

13

(
δrqbG

3
pb
− δrpbG

3
qb

)

+Gb
14

(
δrqbG

4
pb
− δrpbG

4
qb

)
+Gb

15

(
δrqbG

5
pb
− δrpbG

5
qb

)
+Gb

16

(
δrqbG

6
pb
− δrpbG

6
qb

)

a=2 :
Gb

21

(
δrqbG

1
pb
− δrpbG

1
qb

)
+Gb

22

(
δrqbG

2
pb
− δrpbG

2
qb

)
+Gb

23

(
δrqbG

3
pb
− δrpbG

3
qb

)

+Gb
24

(
δrqbG

4
pb
− δrpbG

4
qb

)
+Gb

25

(
δrqbG

5
pb
− δrpbG

5
qb

)
+Gb

26

(
δrqbG

6
pb
− δrpbG

6
qb

)

a=3 :
Gb

31

(
δrqbG

1
pb
− δrpbG

1
qb

)
+Gb

32

(
δrqbG

2
pb
− δrpbG

2
qb

)
+Gb

33

(
δrqbG

3
pb
− δrpbG

3
qb

)

+Gb
34

(
δrqbG

4
pb
− δrpbG

4
qb

)
+Gb

35

(
δrqbG

5
pb
− δrpbG

5
qb

)
+Gb

36

(
δrqbG

6
pb
− δrpbG

6
qb

)

a=4 :
Gb

41

(
δrqbG

1
pb
− δrpbG

1
qb

)
+Gb

42

(
δrqbG

2
pb
− δrpbG

2
qb

)
+Gb

43

(
δrqbG

3
pb
− δrpbG

3
qb

)
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+Gb
44

(
δrqbG

4
pb
− δrpbG

4
qb

)
+Gb

45

(
δrqbG

5
pb
− δrpbG

5
qb

)
+Gb

46

(
δrqbG

6
pb
− δrpbG

6
qb

)

a=5 :
Gb

51

(
δrqbG

1
pb
− δrpbG

1
qb

)
+Gb

52

(
δrqbG

2
pb
− δrpbG

2
qb

)
+Gb

53

(
δrqbG

3
pb
− δrpbG

3
qb

)

+Gb
54

(
δrqbG

4
pb
− δrpbG

4
qb

)
+Gb

55

(
δrqbG

5
pb
− δrpbG

5
qb

)
+Gb

56

(
δrqbG

6
pb
− δrpbG

6
qb

)

a=6 :
Gb

61

(
δrqbG

1
pb
− δrpbG

1
qb

)
+Gb

62

(
δrqbG

2
pb
− δrpbG

2
qb

)
+Gb

63

(
δrqbG

3
pb
− δrpbG

3
qb

)

+Gb
64

(
δrqbG

4
pb
− δrpbG

4
qb

)
+Gb

65

(
δrqbG

5
pb
− δrpbG

5
qb

)
+Gb

66

(
δrqbG

6
pb
− δrpbG

6
qb

)

With the chosen basis in o(3,1) the structure coefficients are :
Gb

12 = δb3;G
b
13 = −δb2;Gb

14 = 0;Gb
15 = δb6;G

b
16 = −δb5

Gb
23 = δb1;G

b
24 = −δb6;Gb

25 = 0;Gb
26 = δb4

Gb
34 = δb5;G

b
35 = −δb4;Gb

36 = 0
Gb

45 = −δb3;Gb
46 = δb2

Gb
56 = −δb1

So :
a=1 : δb3

(
δrqbG

2
pb
− δrpbG

2
qb

)
− δb2

(
δrqbG

3
pb
− δrpbG

3
qb

)
+ δb6

(
δrqbG

5
pb
− δrpbG

5
qb

)
−

δb5
(
δrqbG

6
pb
− δrpbG

6
qb

)

a=2 : −δb3
(
δrqbG

1
pb
− δrpbG

1
qb

)
+δb1

(
δrqbG

3
pb
− δrpbG

3
qb

)
−δb6

(
δrqbG

4
pb
− δrpbG

4
qb

)
+

δb4
(
δrqbG

6
pb
− δrpbG

6
qb

)

a=3 : δb2
(
δrqbG

1
pb
− δrpbG

1
qb

)
− δb1

(
δrqbG

2
pb
− δrpbG

2
qb

)
+ δb5

(
δrqbG

4
pb
− δrpbG

4
qb

)
−

δb4
(
δrqbG

5
pb
− δrpbG

5
qb

)

a=4 : δb6
(
δrqbG

2
pb
− δrpbG

2
qb

)
− δb5

(
δrqbG

3
pb
− δrpbG

3
qb

)
− δb3

(
δrqbG

5
pb
− δrpbG

5
qb

)
+

δb2
(
δrqbG

6
pb
− δrpbG

6
qb

)

a=5 : −δb6
(
δrqbG

1
pb
− δrpbG

1
qb

)
+δb4

(
δrqbG

3
pb
− δrpbG

3
qb

)
+δb3

(
δrqbG

4
pb
− δrpbG

4
qb

)
−

δb1
(
δrqbG

6
pb
− δrpbG

6
qb

)

a=6 : δb5
(
δrqbG

1
pb
− δrpbG

1
qb

)
− δb4

(
δrqbG

2
pb
− δrpbG

2
qb

)
− δb2

(
δrqbG

4
pb
− δrpbG

4
qb

)
+

δb1
(
δrqbG

5
pb
− δrpbG

5
qb

)

One gets
∑6

bc=1G
b
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)
= [TG]

ar with the table TG :




a\r 0 1 2 3
1 (G6

2 −G5
3) (G2

2 +G3
3) (−G2

1 −G6
0) (G5

0 −G3
1)

2 (G4
3 −G6

1) (G6
0 −G1

2) (G1
1 +G3

3) (−G3
2 −G4

0)
3 (G5

1 −G4
2) (−G5

0 −G1
3) (G4

0 −G2
3) (G2

2 +G1
1)

4 (G3
2 −G2

3) (−G5
2 −G6

3) (G5
1 −G3

0) (G6
1 +G2

0)
5 (G1

3 −G3
1) (G3

0 +G4
2) (−G4

1 −G6
3) (G6

2 −G1
0)

6 (G2
1 −G1

2) (G4
3 −G2

0) (G1
0 +G5

3) (−G4
1 −G5

2)



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[TG]
ar =

6∑

bc=1

Gb
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)
(84)

5) The matter part of the Noether current YG is :
N
∑

a,r (aI ([J ] [κ̃a])r + V rPa) ∂r ⊗−→κ a and :

YG =
∑

a,r

(N (aI ([J ] [κ̃a])r + aDV
rPa) + 2aG [TG]

a
r) ∂r ⊗−→κ a (85)

15.1.2 Superpotential

1) The superpotential ̟4 (ZG) is given by the equation 57 with
ZG =

∑
a{αβ}

dLF

d∂αGa
β

∂α ∧ ∂β ⊗−→κ a = 2
∑

a{αβ}
dLF

dFa
αβ

∂α ∧ ∂β ⊗−→κ a

It will be more convenient to isolate the constant aG and denote from
now on : ̟4 (ZG) = aGΠG so that :

ZG = 2
∑

a{αβ}

(
Oβ
paO

α
qa −Oβ

qaO
α
pa

)
∂α ∧ ∂β ⊗−→κ a

ΠG = ̟4

(
2
∑

a{αβ}

(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
∂α ∧ ∂β

)
⊗−→κ a

2) Its exterior derivative is :
dΠG

= −4
∑3

αβ=0 (−1)α+1 ∂β
((
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
detO′

)
dx0..∧ d̂xα..dx3⊗−→κ a∑3

β=0 ∂β
((
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
detO′

)

=
∑

β ∂β
((
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
(detO′)

)
+
(
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
∂β ((detO

′))

= (detO′)
∑

β O
β
pa∂βO

α
qa − Oβ

qa∂βO
α
pa + Oα

qa

(
∂βO

β
pa +Oβ

paTr (O∂βO
′)
)
−

Oα
pa

(
∂βO

β
qa +Oβ

qaTr (O∂βO
′)
)

=
(∑

raO
α
r c

r
a +

(
Oα
qaDpa − Oα

paDqa

))
(detO′) with crpaqa = cra

Where :∑
αβ O

′r
α

(
Oβ
p∂βO

α
q − Oβ

q ∂βO
α
p

)
= [∂p, ∂q]

r = crpq are the structure coeffi-
cients of the basis ∂i

Di =
∑

β ∂βO
β
i + Oβ

i Tr (O∂βO
′) = 1

detO′

∑
β ∂β

(
Oβ
i (detO

′)
)

is the di-

vergence of the vector field ∂i : Di̟4 = £∂i̟4 ⇔ Di = Div (∂i)
It is easy to check that : i=0,..3: Di =

∑3
j=0 c

j
ji

D0 = c110 + c220 + c330 = −c14 − c25 − c36
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D1 = c001 + c221 + c331 = c04 + c23 − c32
D2 = c002 + c112 + c332 = c05 − c13 + c31
D0 = c003 + c113 + c223 = c16 + c12 − c21
So :
dΠG = −4

∑3
α,r=0 (−1)α+1 (Oα

r c
r
paqa +Oα

qaDpa − Oα
paDqa

)
detO′

dx0 ∧ . ∧ d̂xα.. ∧ dx3 ⊗−→κ a

dΠG = −4
3∑

α=0

(−1)α+1
∑

r

(
cra + δrqaDpa − δrpaDqa

)
Oα
r detO

′dx0∧..∧d̂xα..∧dx3⊗−→κ a

(86)

3) Remark :̟4 (ZG) can be computed directly with : ̟4 = ∂0∧∂1∧∂2∧∂3
:

̟4 (
∑

a ∂pa ∧ ∂qa ⊗−→κ a)
= (∂1 ∧ ∂2 ∧ ∂3 ∧ ∂4) (

∑
a ∂pa ∧ ∂qa ⊗−→κ a)

=
∑

a ((∂
1 ∧ ∂2 ∧ ∂3 ∧ ∂4) (∂pa ∧ ∂qa))⊗−→κ a

̟4 (ZG) = −4aG̟4 (
∑

a ∂pa ∧ ∂qa ⊗−→κ a)
= 8aG(∂

0 ∧ ∂1 ⊗−→κ 1 + ∂0 ∧ ∂2 ⊗−→κ 2 + ∂0 ∧ ∂3 ⊗−→κ 3

+∂3 ∧ ∂2 ⊗−→κ 4 + ∂1 ∧ ∂3 ⊗−→κ 5 + ∂2 ∧ ∂1 ⊗−→κ 6)
= 8aG

(∑3
a=1 ∂

pa ∧ ∂qa ⊗−→κ a+3 + ∂pa+3 ∧ ∂qa+3 ⊗−→κ a

)

This quantity can be expressed with the Hodge dual of :
∑6

a=1 ηpapa∂
pa ∧

∂qa ⊗−→κ a :
̟4 (ZG) = 8aG ∗ (−∂0 ∧ ∂1 ⊗−→κ 1 − ∂0 ∧ ∂2 ⊗−→κ 2 − ∂0 ∧ ∂3 ⊗−→κ 3

+∂3 ∧ ∂2 ⊗−→κ 4 + ∂1 ∧ ∂3 ⊗−→κ 5 + ∂2 ∧ ∂1 ⊗−→κ 6)
̟4 (ZG) = 8aG ∗

(∑6
a=1 ηpapa∂

pa ∧ ∂qa ⊗−→κ a

)

15.1.3 Equation

This equation is linear in Ga
r and thus can be solved explicitly.

1) The gravitational equation reads :

̟4 (YG) =
1
2
aGdΠG or ∀a, α : Y aα

G = −2
∑

βb
1

detO′
∂β

(
dLF (detO′)
dFa

Gαβ

)

with Y ar
G =

∑
a,r (N (aI ([J ] [κ̃a])r + aDV

rPa) + 2aG [TG]
ar)

(N (aI ([J ] [κ̃a])r + aDV
rPa) + 2aG [TG]

ar)Oα
r

= −2aG
∑

r

(
crpaqa + δrqaDpa − δrpaDqa

)
Oα
r
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That is :

[TG]
ar = −cra + δrpaDqa − δrqaDpa −

N

2aG
(aI ([J ] [κ̃a])r + aDV

rPa) (87)

where [TG] is the previous table. We have 24 linear equations which are
with

Kr
a =

N

2aG
(aI ([J ] [κ̃a])r + aDV

rPa) (88)

∑6
bc=1G

b
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)
= −cra + δrpaDqa − δrqaDpa −Kr

a
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


a r LHS RHS
1 1 G2

2 +G3
3 −c11 −K1

1

1 2 −G2
1 −G6

0 −D3 − c21 −K2
1

1 3 −G3
1 +G5

0 D2 − c31 −K3
1

1 0 G6
2 −G5

3 −c01 −K0
1

2 1 −G1
2 +G6

0 −c12 +D3 −K1
2

2 2 G1
1 +G3

3 −c22 −K2
2

2 3 −G3
2 −G4

0 −D1 − c32 −K3
2

2 0 −G6
1 +G4

3 −c02 −K0
2

3 1 −G1
3 −G5

0 −c13 −D2 −K1
3

3 2 −G2
3 +G4

0 D1 − c23 −K2
3

3 3 G1
1 +G2

2 −c33 −K3
3

3 0 G5
1 −G4

2 −c03 −K0
3

4 1 −G5
2 −G6

3 −c14 −D0 −K1
4

4 2 G5
1 −G3

0 −c24 −K2
4

4 3 G2
4 +G6

1 −c34 −K3
4

4 0 G3
2 −G2

3 D1 − c04 −K0
4

5 1 G4
2 +G3

4 −c15 −K1
5

5 2 −G4
1 −G6

3 −D0 − c25 −K2
5

5 3 −G1
4 +G6

2 −c35 −K3
5

5 0 G1
3 −G3

1 D2 − c05 −K0
5

6 1 −G2
4 +G4

3 −c16 −K1
6

6 2 G1
4 +G5

3 −c26 −K2
6

6 3 −G4
1 −G5

2 −D0 − c36 −K3
6

6 0 −G1
2 +G2

1 D3 − c06 −K0
6



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and the solution is : 2Ga
r =




2Ga
r r = 0 r = 1

G1
0 −K0

1 +K3
5 −K2

6 − c01 + c35 − c26 G1
1 K1

1 + c11 −K2
2 −K3

3 − c22 − c33
G2

0 K1
6 + c16 −K0

2 −K3
4 − c02 − c34 G2

1 K1
2 + 2c12 +K2

1 −K0
6

G3
0 −K1

5 − c15 +K2
4 −K0

3 + c24 − c03 G3
1 K1

3 + 2c13 +K3
1 +K0

5

G4
0 K3

2 −K2
3 +K0

4 + 2c04 G4
1 −K1

4 − 2c14 +K2
5 +K3

6

G5
0 K3 −K3

1 +K0
5 + 2c05 G5

1 −K1
5 − c15 −K2

4 −K0
3 − c24 − c03

G6
0 −K2 +K2

1 +K0
6 + 2c06 G6

1 −K1
6 − c16 +K0

2 −K3
4 + c02 − c34







r = 2 r = 3
G1

2 K1
2 +K2

1 +K0
6 + 2c21 G1

3 K3 +K3
1 −K0

5 + 2c31
G2

2 −K1
1 − c11 +K2

2 −K3
3 + c22 − c33 G2

3 K3
2 +K2

3 +K0
4 + 2c32

G3
2 K3

2 +K2
3 −K0

4 + 2c23 G3
3 −K1

1 − c11 −K2
2 +K3

3 − c22 + c33
G4

2 −K1
5 − c15 −K2

4 +K0
3 − c24 + c03 G4

3 −K1
6 − c16 −K0

2 −K3
4 − c02 − c34

G5
2 K1

4 −K2
5 +K3

6 − 2c25 G5
3 K0

1 −K3
5 −K2

6 + c01 − c35 − c26
G6

2 −K0
1 −K3

5 −K2
6 − c01 − c35 − c26 G6

3 K1
4 +K2

5 −K3
6 − 2c36




Notice that in this equation ony the momentum K appears, and not ψ
per se.

In the vacuum the gravitation field is not null (in accordance with the
General Relativity) and entirely given by the structure coefficients which thus
fully represent the geometry of the universe.

2) The Noether current : Y ar
G = −2aG

∑
r

(
crpaqa + δrqaDpa − δrpaDqa

)
is

expressed with the structure coefficients only.
We have the table :

Y ar
G = 2aG




a\r 0 1 2 3
1 −c01 −c11 − (c12 + c06) (−c13 + c05)
2 −c02 (−c21 + c06) −c22 − (c23 + c04)
3 −c03 − (c31 + c05) (−c32 + c04) −c33
4 (c23 − c32) (c25 + c36) −c24 −c34
5 (−c13 + c31) −c15 (c14 + c36) −c35
6 (c12 − c21) −c16 −c26 (c14 + c25)




The flux of this vector through the S(t) hypersurfaces is conserved. That
is
∫
S(0)

̟4 (YG) =
∫
S(t)

̟4 (YG)
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15.1.4 Symmetry

The value of the torsion tensor ∇eΘ =
∑

r,a

(
2crpaqa + T ar

)
∂pa ∧ ∂qa ⊗ ∂r has

been calculated previously (table 2).
Using the results above we get the table:

(∇eΘ)rpaqa = 3 [cra] + [K]ra +
1
2




0 0 Θ3 −Θ2

0 −Θ3 0 Θ1

0 Θ2 −Θ1 0
−Θ1 Θ0 0 0
−Θ2 0 Θ0 0
−Θ3 0 0 Θ0




with : Θ0 = − (K1
4 +K2

5 +K3
6) ; Θ1 = −K3

2 + K2
3 + K0

4 ; Θ2 = −K1
3 +

K3
1 +K0

5 ; Θ3 = −K2
1 +K1

2 +K0
6

Θ0 = −
∑3

a=1K
a
a+3; k = 1, 2, 3 : Θk = Kqk

pk
−Kpk

qk
+K0

k+3

So in the vacuum the torsion is given by the structure coefficients. And
the connection is torsion free iff the particles have some specific distribution.

15.2 Other force fields

We will define two moments : the ”charge” ρa and the ”magnetic moment”
−→µ a, both computed from the state tensor, gauge and chart invariant. The
law for the fields take then a simple, geometric form, independant from the
gravitational field:

N̟4

(
aDρa

−→
V − iaI

−→µ a

)
= ∇e ∗ F

a

A

15.2.1 Noether currents

1) The Noether currents are : Y a
AR =

∑
α Y

αa
AR∂α, Y

a
AI =

∑
α Y

αa
AI ∂α with :

Y αa
AR = V

∑
ij

dLM

dRe∇αψij Re
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Im
([
ψ♦
]
[θa]

t)i
j

+2
∑

bβ
dLF

dReFb
A,αβ

Re
[−→
θ a, Àβ

]b
+ dLF

d ImFb
A,αβ

Im
[−→
θ a, Àβ

]b

Y αa
AI = V

∑
ij − dLM

dRe∇αψij Im
([
ψ♦
]
[θa]

t)i
j
+ dLM

d Im∇αψij Re
([
ψ♦
]
[θa]

t)i
j

+2
∑

bβ − dLF

dReFb
A,αβ

Im
[−→
θ a, Àβ

]b
+ dLF

d ImFb
A,αβ

Re
[−→
θ a, Àβ

]b

We have already :
dLM

dRe∇αψij = N Im ([ψ]∗ [γ0] [D
α
M ])

j
i
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dLM

d Im∇αψij = N Re ([ψ]∗ [γ0] [D
α
M ])

j
i

Computation of the derivatives with respect to ReF b
A,αβ, ImF b

A,αβ

LF = aF
1
2

∑
a

∑
ηξλµ g

ηλgξµFa

AηξFa
Aλµ + aGR

= aF
1
2

∑
a

∑
ηξλµ g

ηλgξµ
(
ReFa

Aηξ − i ImFa
Aηξ

) (
ReFa

Aλµ + i ImFa
Aλµ

)
+aGR

dLF

dReFb
A,αβ

= 1
2
aF
∑

ηξλµ g
ηλgξµ

(
δαη δ

β
ξF

b

Aλµ + F b
Aηξδ

α
λδ

β
µ

)
= 1

2
aF

(
F bαβ

A + F b,αβ
A

)

dLF

dReFb
A,αβ

= aF ReF b,αβ
A

dLF

d ImFb
A,αβ

= 1
2
aF
∑

ηξλµ g
ηλgξµ

(
−iδαη δβξF b

Aλµ + iFa

Aηξδ
α
λδ

β
µ

)

= 1
2
iaF

∑
ηξλµ

(
−gαλgβµF b

Aλµ + gηαgξβFa

Aηξ

)

= i1
2
aF

(
−F bαβ

A + F b,αβ

A

)
= i1

2
aF

(
−2i ImF b,αβ

A

)

dLF

d ImFb
A,αβ

= aF ImF b,αβ
A

So the equations are :

Y αa
AR = N

∑
ij Im ([ψ]∗ [γ0] [D

α
M ])

j
i Re

(
[ψ] [θa]

t)i
j
+Re ([ψ]∗ [γ0] [D

α
M ])

j
i Im

([
ψ♦
]
[θa]

t)i
j

+2aF
∑

bβ ReF
b,αβ
A Re

[−→
θ a, Àβ

]b
+ ImF b,αβ

A Im
[−→
θ a, Àβ

]b

= N ImTr [ψ]∗ [γ0] [D
α
M ] [ψ] [θa]

t + 2aF
∑

bβ Re

(
F b,αβ
A

[−→
θ a, Àβ

]b)

Y αa
AR = N ImTr [ψ]∗ [γ0] [D

α
M ] [ψ] [θa]

t + 2aF
∑

bβ Re
([−→

θ a, Àβ

]
,Fαβ

A

)

Y αa
AI = N

∑
ij − Im ([ψ]∗ [γ0] [D

α
M ])

j
i Im

(
[ψ] [θa]

t)i
j
+Re ([ψ]∗ [γ0] [D

α
M ])

j
i Re

(
[ψ] [θa]

t)i
j

+2aF
∑

bβ −ReF b,αβ
A Im

[−→
θ a, Àβ

]b
+ ImF b,αβ

A Re
[−→
θ a, Àβ

]b

= N ReTr [ψ]∗ [γ0] [D
α
M ] [ψ] [θa]

t + 2aF
∑

bβ Im

(
F b,αβ
A

[−→
θ a, Àβ

]b)

Y αa
AR = N ReTr [ψ]∗ [γ0] [D

α
M ] [ψ] [θa]

t + 2aF
∑

bβ Im
([−→

θ a, Àβ

]
,Fαβ

A

)

∑
bF

b,αβ
A

[−→
θ a, Àβ

]b
is the scalar product

([−→
θ a, Àβ

]
,Fαβ

A

)
in T1U

c and

with our assumptions that the scalar product is preserved by the adjoint

operator : ∀−→θ ,−→θ 1,
−→
θ 2 ∈ T1U

c :
([−→

θ ,
−→
θ 1

]
,
−→
θ 2

)
= −

(−→
θ 1,

[−→
θ ,

−→
θ 2

])
([−→

θ a, Àβ

]
,Fαβ

A

)
= −

([
Àβ,

−→
θ a

]
,Fαβ

A

)
=
(−→
θ a,

[
Àβ ,Fαβ

A

])
=
[
Àβ,Fαβ

A

]a

Thus :
Y αa
AR = N ImTr [ψ]∗ [γ0] [D

α
M ] [ψ] [θa]

t + 2aF
∑

β Re
[
Àβ ,Fαβ

A

]a

Y αa
AI = N ReTr [ψ]∗ [γ0] [D

α
M ] [ψ] [θa]

t + 2aF
∑

β Im
[
Àβ ,Fαβ

A

]a
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2) Let us compute the first terms : ImTr [ψ]∗ [Dα
M ] [ψ] [θa]

t ,ReTr [ψ]∗ [Dα
M ] [ψ] [θa]

t

Tr [ψ]∗ [Dα
M ] [ψ] [θa]

t

= aI
∑

rO
α
r Im Tr

(
[ψ]∗ [γ0γ

r] [ψ] [θa]
t)+ aDV

α ImTr
(
[ψ∗] [γ0] [ψ] [θa]

t)

a) [ψ]∗ [γ0γ
r] [ψ] [θa]

t = i
(
ηrr [ψR]

∗ σr [ψR] [θa]
t − [ψL]

∗ σr [ψL] [θa]
t)

So : Tr
(
[ψ]∗ [γ0γ

r] [ψ] [θa]
t) = iT r

((
ηrr [ψR]

∗ σr [ψR] [θa]
t − [ψL]

∗ σr [ψL] [θa]
t))

We have assumed that the representation (W,χ) is unitary so [θa] is an-
tihermitian :[θa]

∗ = − [θa] , [θa]
t = −[θa] and :

Tr
(
[ψR]

∗ σr [ψR] [θa]
t) = Tr

(
[ψR]

∗ σr [ψR] [θa]
t)∗ = −Tr

(
[ψR]

t σtr[ψR] [θa]
)

= −Tr
(
[θa]

t [ψR]
∗ σr [ψR]

)
= −Tr

(
[ψR]

∗ σr [ψR] [θa]
t)

Each quantity Tr
(
[ψR]

∗ σr [ψR] [θa]
t) , T r

(
[ψL]

∗ σr [ψL] [θa]
t) is an imagi-

nary scalar.
Let be :〈
ψ, [γ0γ

r] [ψ] [θa]
t〉 = iT r

(
ηrr [ψR]

∗ σr [ψR] [θa]
t − [ψL]

∗ σr [ψL] [θa]
t) = − [µ]ra

[µ]ra = −iT r
(
ηrr [ψR]

∗ σr [ψR] [θa]
t)+ iT r

(
[ψL]

∗ σr [ψL] [θa]
t)

〈
ψ, [γ0γ

r] [ψ] [θa]
t〉= iTr

(
ηrr [ψR]

∗ σr [ψR] [θa]
t − [ψL]

∗ σr [ψL] [θa]
t)= − [µ]ra

(89)

b) [ψ∗] [γ0] [ψ] [θa]
t = i

(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t)

So : Tr
(
[ψ∗] [γ0] [ψ] [θa]

t) = iT r
(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t)

With the same assumption about [θa] as above :

Tr [ψR]
∗ [ψL] [θa]

t = Tr
((

[ψR]
∗ [ψL] [θa]

t)∗)

= Tr
(
[θa] [ψL]

∗ [ψR]
)
= −Tr

(
[θa]

t [ψL]
∗ [ψR]

)
= −Tr

(
[ψL]

∗ [ψR] [θa]
t)

So one cannot tell much about the individual quantities
Tr
(
[ψL]

∗ [ψR] [θa]
t) , T r

(
[ψR]

∗ [ψL] [θa]
t)

but that they are complex conjugates of each other. So the difference is
a real number:

Tr
(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t)

= Tr
(
[ψR]

∗ [ψL] [θa]
t)− Tr

(
[ψL]

∗ [ψR] [θa]
t)

= −Tr
(
[ψL]

∗ [ψR] [θa]
t + [ψR]

∗ [ψL] [θa]
t)

= −Tr
(
[ψL]

∗ [ψR] [θa]
t − [ψR]

∗ [ψL] [θa]
t)

= Tr
(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t) ∈ R

So let be :
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〈
ψ, [γ0γ

r] [ψ] [θa]
t〉= iρa= iTr

(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t) (90)

3) The currents read :

Y αa
AR = NaDV

αρa + 2aF
∑

β Re
[
Àβ ,Fαβ

A

]a

Y αa
AI = −NaI

∑
r O

α
r [µR − µL]

r
a + 2aF

∑
β Im

[
Àβ,Fαβ

A

]a

We can combine both currents Y a
A =

∑
α (Y

aα
AR + iY aα

AI ) ∂α and denote :

Y a
A = N

(
aD
∑

α

V αρa∂α − iaI
∑

r

[µA]
r
a ∂r

)
+2aF

∑

αβ

[
Àβ,Fαβ

A

]a
∂α (91)

ρa is similar to a ”charge” of the particle, and µA to a ”magnetic mo-
ment”. The a index is related to the kind of force. These quantities are
functions on M and therefore invariant by a change of gauge. The matter
part of the Noether current is :

N
∑

α (aDV
αρa − iaI

∑
rO

α
r [µA]

r
a) ∂α

The Noether current is a geometric quantity. As we see in the formula
above the pertinent geometric quantities, pertaining to the particle, are the
4-vectors :

- the ”charge current” linked with the velocity : ρa
−→
V =

∑
α V

αρa∂α
- the ”magnetic moment” linked with the tetrad : −→µ a =

∑
r [µA]

r
a ∂r

Remark : these equations do no involve gravitation. They can be seen as
relating the fields to the sources. The gravitational field comes back through
the trajectories of the particles.

15.2.2 Superpotential

Implementing the previous definitions :
Πa
AR = 4aF (detO′)

∑
λ<µ

∑
α<β,a ǫ (λ, µ, α, β)ReF

a,αβ
A dxλ ∧ dxµ

Πa
AI = 4aF (detO′)

∑
λ<µ

∑
α<β,a ǫ (λ, µ, α, β) ImFa,αβ

A dxλ ∧ dxµ
Let us introduce :
Πa
A = Πa

AR+iΠ
a
AI = 4 (detO′) aF

∑
λ<µ

∑
α<β,a ǫ (λ, µ, α, β)F

aαβ
A dxλ∧dxµ

Πa
A = −4 (detO′) aF{Fa,01dx3 ∧ dx2 + Fa,02dx1 ∧ dx3 + Fa,03dx2 ∧ dx1

+Fa,32dx0 ∧ dx1 + Fa,13dx0 ∧ dx2 + Fa,21dx0 ∧ dx3}
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We can recognize the Hodge dual of the conjugate of the curvature form
(cf 74):

So we can write :

Πa
A = 4aF

(
∗Fa

A

)
(92)

15.2.3 Equations

1) The equations 63 take here the simple form :
̟4 (Y

a
AR) = 1

2
dΠa

AR = Re̟4 (Y
a
A) = 1

2
dReΠa

AR;̟4 (Y
a
AI) = 1

2
dΠa

AI =
Im̟4 (Y

a
AI) =

1
2
d ImΠa

AI

̟4 (Y
a
A) = 2aFd

(
∗Fa

A

)
(93)

2) The equations read :

∀a, α : Y αa
AR = −2 1

detO′

∑
β ∂β

(
dLF (detO′)
dReFa

A,αβ

)
= −2 1

detO′
aF
∑

β Re ∂β

(
Faαβ
A (detO′)

)

∀a, α : Y αa
AI = −2 1

detO′

∑
β ∂β

(
∂LF (detO′)
∂ ImFa

A,αβ

)
= −2 1

detO′
aF
∑

β Im ∂β

(
Faαβ
A (detO′)

)

That we can write :
∀a, α : Y αa

A = −2 1
detO′

aF
∑

β ∂β

(
Faαβ
A (detO′)

)

Or :

(94)

∀a, α : N (aDV
αρa − iaI

∑
rO

α
r [µA]

r
a) detO

′

= −2aF
∑

β

([
Àβ,Fαβ

A detO′
]a

+ ∂β

(
Faαβ
A (detO′)

))

3) This equation can also be written as :
̟4 (Y

a
A) = 2aFd (∗Fa

A)

= N̟4 (aD
∑

α V
αρa∂α − iaI

∑
r [µR − µL]

r
a ∂r)+2aF̟4

(∑
β

[
Àβ,Fαβ

A

]a
∂α

)

N̟4 (aD
∑

α V
αρa∂α − iaI

∑
r [µR − µL]

r
a ∂r)

= 2aF

(
d
(
∗Fa

A

)
−̟4

(∑
β

[
Àβ,Fαβ

A

]a
∂α

))

and :
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̟4

(∑
β

[
Àβ ,Fαβ

A

]a
∂α

)

=
∑

α (−1)α+1∑
β

[
Àβ ,Fαβ

A

]a
detO′dx0 ∧ ..d̂xα.. ∧ dx3

= {−
∑

β

[
Àβ,F0β

A

]a
dx1 ∧ dx2 ∧ dx3 +

∑
β

[
Àβ,F1β

A

]a
dx0 ∧ dx2 ∧ dx3

−
∑

β

[
Àβ,F2β

A

]a
dx0∧dx1∧dx3+

∑
β

[
Àβ ,F3β

A

]a
dx0∧dx1∧dx2} (detO′)

On the other hand :[
À, ∗FA

]a
=
∑

λ<µ

∑
β

[
Àβ,

(
∗FA

)
λµ

]a
dxβ ∧ dxλ ∧ dxµ

with :
∗Fa

A = −{Fa,01dx3 ∧ dx2 + Fa,02dx1 ∧ dx3 + Fa,03dx2 ∧ dx1
+Fa,32dx0 ∧ dx1 + Fa,13dx0 ∧ dx2 + Fa,21dx0 ∧ dx3}[
À, ∗FA

]a
=

−
∑

β

[
Àβ,F01

]a
dxβ∧dx3∧dx2+

[
Àβ,F02

]a
dxβ∧dx1∧dx3+

[
Àβ ,F03

]a
dxβ∧

dx2 ∧ dx1
+
[
Àβ,F32

]a
dxβ∧dx0∧dx1+

[
Àβ,F13

]a
dxβ∧dx0∧dx2+

[
Àβ,F21

]a
dxβ∧

dx0 ∧ dx3
= −{−

([
À1,F01

]a
+
[
À2,F02

]a
+
[
À3,F03

]a)
dx1 ∧ dx2 ∧ dx3

+
([
À0,F10

]a
+
[
À3,F13

]a
+
[
À2,F12

]a)
dx0 ∧ dx2 ∧ dx3}

−
([
À0,F20

]a
+
[
À3,F23

]a
+
[
À1,F21

]a)
dx0 ∧ dx1 ∧ dx3

+
([
À0,F30

]a
+
[
À2,F32

]a
+
[
À1,F31

]a)
dx0 ∧ dx1 ∧ dx2}

= −
∑

α (−1)α+1
(∑

β

[
Àβ,Fαβ

A

]a)
dx0 ∧ ... ∧ d̂xα ∧ ... ∧ dx3

So :
[
À, ∗FA

]a
= −̟4

(∑
β

[
Àβ,Fαβ

A

]a
∂α

)

Thus : N̟4 (aD
∑

α V
αρa∂α − iaI

∑
r [µA]

r
a ∂r) = d

(
∗Fa

A

)
+
[
À, ∗FA

]a

where we recognize the exterior covariant derivative.
And we have the geometric form of the equation :

N̟4

(
aDρa

−→
V − iaI

−→µ a

)
= ∇e∗F

a

A (95)

On the right hand side we have the moments, evaluated at a point through
f, and at the right hand side the curvature form evaluated without f. Notice
that the tensor ψ does not appear per se.
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We see that the real part of the field acts through the ”charge current” and
the imaginary part through the ”magnetic moment”. So one can guess that
the first impacts the velocity and the second the ”rotation” of the particle.

15.3 Energy-momentum tensor

According to equations established in the previous part, the energy-momentum
tensor δαβL can be expressed in two different equivalent ways from the mo-
ments and the force fields. We have a general, simple, equation which links
all the force fields connections. It is then possible to get a simple equation
for the scalar curvature, which does not require the explicit computation of
the gravitational 2-form FG.

15.3.1 Moments

Now we have defined all the moments that we needed. As they are crucial
in all the calculations it is convenient to sum up here their definitions and
properties. They are all real scalar functions, invariant by gauge or chart
changes.

1) The kinematic moments :

a) the ”linear momentum” P : Pa = Im Tr ([ψ∗] [γ0] [κa] [ψ]) =
Im 〈ψ, [κa] [ψ]〉

〈ψ, [κa] [ψ]〉 = Tr ([ψ∗] [γ0] [κa] [ψ]) = iPa
a < 4 : Pa = −i1

2
Tr ([ψ∗

R] [σa] [ψL]− [ψ∗
L] [σa] [ψR]) ;

a > 3 : Pa = −1
2
Tr ([ψ∗

R] [σa−3] [ψL] + [ψ∗
L] [σa−3] [ψR])

It depends only on 3 complex scalars :
a=1,2,3 : pa = Tr ([ψ∗

R] [σa] [ψL]) ; pa = Tr ([ψ∗
L] [σa] [ψR])

a<4 :Pa = −i1
2
(pa − pa)

a>3 :Pa = −1
2
(pa−3 + pa−3)

It is never null :∑6
a=1 (Pa)

2 =
∑3

a=1 |Tr ([ψ∗
R] [σa] [ψL])|2 > 0

The physical quantity is the tensor :
∑

aα V
αPa∂α ⊗−→κ a

b) the angular momentum J : Jr = −1
2
Tr (ηrrψ∗

RσrψR − ψ∗
LσrψL)

It can be null :∑3
k=0 J

2
k
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= 1
4

(∑3
k=0 (Tr (ψ

∗
RσkψR))

2 + (Tr (ψ∗
LσkψL))

2 − 2ηkkTr (ψ∗
RσkψR)Tr (ψ

∗
LσkψL)

)

〈ψ, γrψ〉 = Tr ([ψ]∗ [γ0γ
r] [ψ]) = iT r (ηrrψ∗

RσrψR − ψ∗
LσrψL) = −2iJr

Im 〈ψ, [γr] [κa]ψ〉 = ImTr ([ψ]∗ [γ0γ
r] [κa] [ψ]) = ([J ] [κ̃a])r

The physical quantity is the tensor :∑
a,r ImTr ([ψ]∗ [γ0γ

r] [κa] [ψ]) ∂r ⊗ −→κ a =
∑

a,r ([J ] [κ̃a])r ∂r ⊗ −→κ a where
[J ] is a 1x4 row matrix

c) one can add the function : 〈ψ, ψ〉 = −2 ImTr ([ψR]
∗ [ψL]) =

iT r ([ψR]
∗ [ψL]− [ψL]

∗ [ψR])

d) There is an important property of the partial derivative.
As it is easy to check the derivation commutes with the trace operator
Tr (∂β ([ψR]

∗ σr [ψR])) =
∑m

j=1 ∂β ([ψR]
∗ σr [ψR])

j
j

= ∂β
∑m

j=1 ([ψR]
∗ σr [ψR])

j
j = ∂βTr ([ψR]

∗ σr [ψR])
b) so :
∂βTr ([ψR]

∗ σr [ψR]) = Tr (∂β ([ψR]
∗ σr [ψR]))

= Tr ([∂βψR]
∗ σr [ψR]) + Tr ([ψR]

∗ σr [∂βψR])
but :
Tr ([∂βψR]

∗ σr [ψR]) = Tr
(
([∂βψR]

∗ σr [ψR])
∗)

= Tr ([ψR]
∗ σr [∂βψR])

so :
∂βTr ([ψR]

∗ σr [ψR])

= Tr ([ψR]
∗ σr [∂βψR]) + Tr ([ψR]

∗ σr [∂βψR])
= 2ReTr ([ψR]

∗ σr [∂βψR])
⇒ ReTr ([ψR]

∗ σr [∂βψR]) =
1
2
Tr (∂β ([ψR]

∗ σr [ψR]))
and we have the identity :
ReTr (ηrr [ψR]

∗ σr [∂βψR]− [ψL]
∗ σr [∂βψL])

= 1
2
∂β ReTr ((η

rr [ψR]
∗ σr [ψR]− [ψL]

∗ σr [ψL]))
= 1

2
∂βTr ((η

rr [ψR]
∗ σr [ψR]− [ψL]

∗ σr [ψL])) = −∂βJr
And :
〈ψ, γr∂βψ〉 = Tr ([ψ]∗ [γ0γ

r] [∂βψ]) = iT r (ηrr [ψR]
∗ σr [∂βψR]− [ψL]

∗ σr [∂βψL])
So
Im 〈ψ, γr∂βψ〉 = ImTr ([ψ]∗ [γ0γ

r] [∂βψ])
= ReTr (ηrr [ψR]

∗ σr [∂βψR]− [ψL]
∗ σr [∂βψL]) = −∂βJr

2) The force fields moments :
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a) the ”charges” ρa = Tr
(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t)

〈
ψ, [ψ] [θa]

t〉 = Tr
(
[ψ∗] [γ0] [ψ] [θa]

t) = iT r
(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t) =

iρa
and the ”charge current” : linked with the velocity : ρa

−→
V =

∑
α V

αρa∂α

b) the magnetic moment : [µA]
r
a = −

〈
ψ, γr [ψ] [θa]

t〉 = −Tr
(
[ψ]∗ [γ0γ

r] [ψ] [θa]
t)

= −iT r
(
ηrr [ψR]

∗ σr [ψR] [θa]
t − [ψL]

∗ σr [ψL] [θa]
t)

and the ”magnetic moment” : linked with the tetrad : −→µ a =
∑

r [µA]
r
a ∂r

3) The state tensor is the sum of 2 right and left components : ψ = ψR+ψL.
If each of these components is decomposable : ψ = ψR ⊗ σR + ψL ⊗ σL one
can write the matrix

[ψ] =

[
ψR
ψL

]
=

[
[φR] [σR]
[φL] [σL]

]

where [φR] , [φL] are 2x1 column matrices and [σR] , [σL] are 1xm row ma-
trices. The previous formulas are simpler.

with any [µ] matrix : Tr ([ψ∗
1 ] [µ] [ψ2]) = Tr ([σ1]

∗ [φ∗
1] [µ] [φ2] [σ2]) =

([φ∗
1] [µ] [φ2])Tr ([σ1]

∗ [σ2]) = ([φ∗
1] [µ] [φ2])

(
[σ2]

t [σ1]
)

Tr
(
[ψ∗

1] [µ] [ψ2] [θa]
t) = Tr

(
[σ1]

∗ [φ∗
1] [µ] [φ2] [σ2] [θa]

t) = ([φ∗
1] [µ] [φ2])

(
[σ2] [θa]

t [σ1]
∗)

a) Pa = ImTr ([ψ∗] [γ0] [κa] [ψ]) :

a < 4 : Pa = Im
(
([φ∗

R] [σa] [φL])
(
[σL]

t [σR]
))

a > 3 : Pa = −Re
(
([φ∗

R] [σa−3] [φL])
(
[σL]

t [σR]
))

b) Jr = −1
2
Tr (ηrrψ∗

RσrψR − ψ∗
LσrψL)

= −1
2

(
ηrr ([φ∗

R] [σa] [φR])
(
[σR]

t [σR]
)
− ([φ∗

L] [σa] [φL])
(
[σL]

t [σL]
))

c) 〈ψ, ψ〉 = −2 ImTr ([ψR]
∗ [ψL]) = −2 Im

(
([φR]

∗ [φL])
(
[σL]

t [σR]
))

d) ρa = Tr
(
[ψR]

∗ [ψL] [θa]
t − [ψL]

∗ [ψR] [θa]
t)

= ([φ∗
R] [φL])

(
[σL] [θa]

t [σR]
∗)− ([φ∗

L] [φR])
(
[σR] [θa]

t [σL]
∗)

(
[σL] [θa]

t [σR]
∗) =

(
[σL] [θa]

t [σR]
∗)∗ =

(
[σR]

∗ [θa] [σL]
)
= −

(
[σR]

∗ [θa]
t [σL]

)

([φ∗
R] [φL]) = ([φ∗

R] [φL])
∗ = ([φ∗

L] [φR])
ρa = 2Re

(
([φ∗

R] [φL])
(
[σL] [θa]

t [σR]
∗))

e) [µA]
r
a = −i

(
ηrr [φ∗

R] σr [φR]
(
[σR] [θa]

t [σR]
∗)− [ψL]

∗ σr [ψL] [θa]
t ([σL] [θa]t [σL]∗

))
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4) The matter lagrangian can be expressed with respect to the moments :
a) Im 〈ψ,∇αψ〉 = Im 〈ψ, ∂αψ〉+

∑
aG

a
α Im 〈ψ, [κa] [ψ]〉+Im Àaα

〈
ψ, [ψ] [θa]

t〉

Im 〈ψ,∇αψ〉 = Im 〈ψ, ∂αψ〉+
∑

aG
a
αPa + ρa Re À

a
α

b) Im 〈ψ, γr∇αψ〉 = Im 〈ψ, γr∂αψ〉+
∑

aG
a
α Im 〈ψ, γr [κa] [ψ]〉+Im Àaα

〈
ψ, γr [ψ] [θa]

t〉

Im 〈ψ, γr∇αψ〉 = −∂αJr +
∑

aG
a
α ([J ] [κ̃a])r − [µR − µL]

r
a Im Àaα

c) Im 〈ψ,Dα
M∇αψ〉 = Im 〈ψ, (

∑
r aIO

α
r [γ

r] +
∑

α V
αaDI)∇αψ〉

Im 〈ψ,Dα
M∇αψ〉 = aI

(
−∑α,rO

α
r ∂αJr +

∑
ar G

a
r ([J ] [κ̃a])r − [µR − µL]

r
a Im Àar

)
+

aD
∑

α V
α
(
Im 〈ψ, ∂αψ〉+

∑
a

(
Ga
αPa + ρa Re À

a
α

))

d) LM = aM 〈ψ, ψ〉+aI
(
−
∑

α,rO
α
r ∂αJr +

∑
ar G

a
r ([J ] [κ̃a])r − [µR − µL]

r
a Im Àar

)
+

aD
∑

α V
α
(
Im 〈ψ, ∂αψ〉+

∑
a

(
Ga
αPa + ρa Re À

a
α

))

Notice that when the sections are composed with f then the full derivatives
must be used :

Im 〈ψ,∇αψ〉 = Im
〈
ψ, dψ

dξα

〉
+
∑

aG
a
αPa + ρa Re À

a
α

Im 〈ψ, γr∇αψ〉 = − dJr
dξα

+
∑

aG
a
α ([J ] [κ̃a])r − [µR − µL]

r
a Im Àaα

15.3.2 The energy-momentum tensor

Back to the energy momentum tensor. We have two ways to compute δαβL
which will be both useful.

1) Equation 68 reads :

δαβL = −dNLM

dV β V α +
∑

i,j

(
dNLM

dRe∇αψij Re ∂βψ
ij + dNLM

d Im∇αψij Im ∂βψ
ij
)

+2
∑

aγ

(
dLF

dFa
Gαγ

∂βG
a
γ +

dLF

dReFa
A,αγ

Re ∂βÀ
a
γ +

dLF

d ImFa
A,αγ

Im ∂βÀ
a
γ

)
+
∑

iγ
dL

d∂αO′i
γ
∂βO

′i
γ

dLM

dRe∇αψij = N Im ([ψ]∗ [γ0] [D
α
M ])

j
i ;

dLM

d Im∇αψij = N Re ([ψ]∗ [γ0] [D
α
M ])

j
i

dLF

dFa
Gαγ

= aG
(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)
; dLF

dReFa
A,αγ

= aF ReFa,αγ
A ; dLF

d ImFa
A,αγ

= aF ImFa,αγ
A

dL
d∂αO′i

γ
= 0

dNLM

dV β = aDN Im 〈ψ,∇βψ〉
δαβL = −aDNV α Im 〈ψ,∇βψ〉+

∑
i,j Im ([ψ]∗ [γ0] [D

α
M ])

j
i Re ∂βψ

ij

+Re ([ψ]∗ [γ0] [D
α
M ])

j
i Im ∂βψ

ij + 2
∑

a,γ aG
(
Oγ
pb
Oα
qb
−Oγ

qb
Oα
pb

)
∂βG

a
γ

+aF ReFa,αγ
A Re ∂βÀ

a
γ + aF ImFa,αγ

A Im ∂βÀ
a
γ

δαβL = −aDNV α Im 〈ψ,∇βψ〉+N Im 〈ψ, [γ0] [Dα
M ] [∂βψ]〉

+2
∑

a,γ aG
(
Oγ
pb
Oα
qb
−Oγ

qb
Oα
pb

)
∂βG

a
γ + aF

(
ReFa,αγ

A ∂βÀaγ

)
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So the equation becomes :

(96)

δαβL = −N
(
aI
∑

r O
α
r
dJr
dξα

+ aDV
α
∑

a

(
Ga
βPa + ρa Re Àaβ

))

+2
∑

a,γ

(
aG
(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)
∂βG

a
γ + aF Re

(
∂βÀγ ,Fαγ

A

))

2) We can get a more convenient equation. We go back to the equation 55
which reads here :

∀α, β : 0 =
∑

i,
dL
dO′i

α
O′i
β + δαβL

expressed with respect to O :
dL
dO′i

α
=
∑

jβ
dL

dOβ
j

dOβ
j

dO′i
α
= −

∑
jβ O

β
i O

α
j
dL

dOβ
j

a) Let us compute the derivatives :
LM = aM 〈ψ, ψ〉+ aI Im

∑
λr O

λ
r 〈ψ, γr∇λψ〉+ aD

∑
α V

α 〈ψ,∇αψ〉
dLM

dOβ
j

= aI Im 〈ψ, γj∇βψ〉
dLM

dO′i
α
= −∑jβ O

β
i O

α
j aI Im 〈ψ, γj∇βψ〉

LF = 1
2
aF
∑

aλµγξpqkl η
qpηlkOλ

qO
γ
pO

µ
l O

ξ
kFa

AγξF
a

Aλµ

+aG
∑

a,λµ Fa
Gλµ

(
Oµ
paO

λ
qa − Oµ

qaO
λ
pa

)
∂LF

∂Oβ
j

=

1
2
aF
∑
ηpqηlkFa

AγξF
a

Aλµ

(
δβλδ

j
qO

γ
pO

µ
l O

ξ
k +Oλ

q δ
β
γ δ

j
pO

µ
l O

ξ
k +Oλ

qO
γ
pδ

β
µδ

j
lO

ξ
k +Oλ

qO
γ
pO

µ
l δ

β
ξ δ

j
k

)

+aG
∑

a,λµ Fa
Gλµ

(
δβµδ

j
paO

λ
qa +Oµ

paδ
β
λδ

j
qa − δβµδ

j
qaO

λ
pa − Oµ

qaδ
β
λδ

j
pa

)

= 1
2
aF
∑

(ηpjgµλFa
AγλF

a

AβµO
γ
p +η

jqOλ
q g

γµFa
AβµF

a

Aλγ−gµγηjkOλ
kFa

AγλF
a

Aβµ

−gλµηljOγ
l Fa

AβµF
a

Aλγ) + 2aG
∑

a,λµ Fa
Gβλ

(
Oλ
paδ

j
qa −Oλ

qaδ
j
pa

)
dLF

dO′i
α
= −

∑
jβ O

β
i O

α
j
dL

dOβ
j

= −1
2
aFO

β
i

∑
(ηpjOγ

pO
α
j g

µλFa
AγλF

a

Aβµ + ηjqOλ
qO

α
j g

γµFa
AβµF

a

Aλγ

−gµγηjkOλ
kO

α
j Fa

AγλF
a

Aβµ−gλµηljOγ
l O

α
j Fa

AβµF
a

Aλγ)−2aGO
β
i

∑Fa
Gβλ

(
Oλ
paδ

j
qaO

α
j − Oλ

qaδ
j
paO

α
j

)
dLF

dO′i
α
= −1

2
aFO

β
i

∑(
Faαγ
A Fa

Aβγ + Fa
AβγF

aαγ

A + Faαγ
A Fa

Aβγ + Fa
AβγF

aαγ

A

)

−2aGO
β
i

∑Fa
Gβγ

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)
dLF

dO′i
α
= −2aF

∑
β O

β
i

∑
γ Re (F

αγ
A ,FAβγ)−2aGO

β
i

∑
aγ Fa

Gβγ

(
Oγ
paO

α
qa −Oγ

qaO
α
pa

)
dL
dO′i

α
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= −
∑

β O
β
i aI
∑

r O
α
r Im 〈ψ, γr∇βψ〉

+2aF
∑

γ Re (F
αγ
A ,FAβγ) + 2aG

∑
aγ Fa

Gβγ

(
Oγ
paO

α
qa −Oγ

qaO
α
pa

)

b) Thus :

(97)

∀α, β : δαβL = aIN Im 〈ψ, γα∇βψ〉+ 2aF
∑

γ Re (F
αγ
A ,FAβγ)

+2aG
∑

aλFa
Gβλ

(
Oγ
paO

α
qa −Oγ

qaO
α
pa

)

3) Using the moments we get for equation 97 :
∀α, β : δαβL = aIN

∑
αr O

α
r Im 〈ψ, γr∇βψ〉 + 2aF

∑
γ Re (F

αγ
A ,FAβγ) +

2aG
∑

aλFa
Gβλ

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)

(98)

∀α, β : δαβL = NaI
∑

r O
α
r

(
−dJr
dξβ

+
∑

a

(
Ga
β ([J ] [κ̃a])r − [µA]

r
a Im Àaβ

))

+2aF
∑

γ Re (F
αγ
A ,FAβγ) + 2aG

∑
aλFa

Gβλ

(
Oγ
paO

α
qa −Oγ

qaO
α
pa

)

15.3.3 Superpotential

The superpotential is here :

ΠHβ =
∑

a

(
Re Àaβ

)
Πa
AR +

(
Im Àaβ

)
Πa
AI + aGG

a
βΠ

a
G

Πa
G = 4 (detO′)

∑
λ<µ

∑
α<γ ǫ (λ, µ, α, γ)

(
Oγ
paO

α
qa −Oγ

qaO
α
pa

)
dxλ ∧ dxµ

Πa
AR = 4aF (detO′)

∑
λ<µ

∑
α<γ ǫ (λ, µ, α, γ)ReF

a,αβ
A dxλ ∧ dxµ

Πa
AI = 4aF (detO′)

∑
λ<µ

∑
α<γ ǫ (λ, µ, α, γ) ImFa,αγ

A dxλ ∧ dxµ(
Re Àaβ

)
Πa
AR +

(
Im Àaβ

)
Πa
AI

= 4aF (detO′)
∑

λ<µ

∑
α<γ ǫ (λ, µ, α, γ)

(
ReFa,αγ

A

(
Re Àaβ

)
+
(
Im Àaβ

)
ImFa,αγ

A

)
dxλ∧

dxµ

= 4aF (detO′)
∑

λ<µ

∑
α<γ,a ǫ (λ, µ, α, γ)Re

(
À
a

βFa,αγ
A

)
dxλ ∧ dxµ

and :

(99)
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ΠHβ = 4detO′
∑

a

∑
λ<µ
α<γ

ǫ (λ, µ, α, γ)
(
aGG

a
β

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)
+ aF Re

(
À
a

βFa,αγ
A

))
dxλ ∧ dxµ

15.3.4 The equation

The equation 66 reads here : d (ΠHβ) = 0
That is :
dΠHβ

= −4
∑

a̟4

(
∑

αγ ∂γ

(
∑

a

(
aGG

a
β

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)

+aF Re
(
À
a

βFa,αγ
A

)
)
detO′

)
∂α

)

= −4
∑

αγ (−1)α+1 ∂γ

(
∑

a

(
aGG

a
β

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)

+aF Re
(
À
a

βFa,αγ
A

)
)
detO′

)

×dx0 ∧ ..d̂xα ∧ ... ∧ dx3
So :

∀α, β : 0 =
∑

γ

∂γ

((
aF Re

(
Àβ,Fαγ

A

)
+ aG

∑

a

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)
Ga
β

)
detO′

)

(100)

One can check that this equation is equivalent to the equality of the two
previous expressions for δαβL.This equation involves neither f (all functions
come from LF ) or the state tensor ψ.A change in the gravitational field should
entail a change in the other fields, whatever the presence of particles, and
conversely.

15.3.5 Scalar curvature

If we put α = β in equation 97 we get :
∀α : L = NaI Im 〈ψ, γα∇αψ〉+ 2aF

∑
λRe

(
FAαλ,Fαλ

A

)

+2aG
∑

aλFa
Gαλ

(
Oα
qaO

λ
pa − Oα

paO
λ
qa

)

and by adding over α :
4L = NaI Im 〈ψ,Dψ〉+ 2aF

∑
αλ

(
Fa
Aαλ,Faαλ

A

)

+2aG
∑

αλa Fa
Gαλ

(
Oα
qaO

λ
pa − Oα

paO
λ
qa

)

That is :
4L = NaI Im 〈ψ,Dψ〉+ 4aF 〈FA,FA〉+ 2R
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with :
aF 〈FA,FA〉 = aF

∑
a

∑
{αβ} F

a

AαβFa,αβ
A

= 1
2
aF
∑

a

∑
αβ F

a

AαβFa,αβ
A = 1

2
aF
∑

αβ

(
FAαβ,Fαβ

A

)

aGR = aG
∑

αλFa
Gαλ

(
Oα
qaO

λ
pa −Oα

paO
λ
qa

)

But :
L = NaM 〈ψ, ψ〉+NaI Im 〈ψ,Dψ〉

+NaD
∑

α Im 〈ψ, V α∇α〉+ aF 〈FA,FA〉+ aGR
So equation 97 implies :
NaI Im 〈ψ,Dψ〉+ 4aF 〈FA,FA〉+ 2R = 4NaM 〈ψ, ψ〉+ 4NaI Im 〈ψ,Dψ〉

+4NaD
∑

α Im 〈ψ, V α∇α〉+ 4aF 〈FA,FA〉+ 4aGR
So we get the formula for the scalar curvature :

R = −N

aG

(
2aM 〈ψ, ψ〉+ 3

2
aI Im 〈ψ,Dψ〉+ 2aD

∑

α

Im 〈ψ, V α∇α〉
)

(101)

It depends on the particles and the other fields, as expected, but it is null
if there is no particle. The curvature being small, the constant aG should
be much larger than aM , aI , aD. As the sign of N is difficult to predict one
cannot guess anything about the signs of the terms. All the second order
(the torsion and the scalar curvature) gravitational quantities are thus easily
computed, without need of the curvature form FG which does not appear in
the equations.

15.4 Equation of state

The equations of state is written from the results of the previous part. It is
not too complicated and involves the derivatives of the velocity. But from it
one can prove two striking conservation laws for the moments: one related
to the density of particles and the other to the ”particles energy”:∑

α
d
dξα

((N detO′)V α 〈ψ, ψ〉) = 0

N (detO′)LM + aI
∑

αr
d
dξα

(N (detO′)Oα
r Jr) = 0

15.4.1 Equation

The equations 50,51 reads here :

∀i, j : 0 = N{∑αk
dL♦

M

dRe∇αψkj Re [Gα]
k
i +

dL♦
M

d Im∇αψkj Im [Gα]
k
i
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+
dL♦

M

dRe∇αψik Re
[
Àα

]k
j
+

dL♦
M

d Im∇αψik Im
[
Àα

]k
j
}

−
∑

β
1

(detO′)
d
dξβ

(
dLM

dRe∇βψij

)
+N

∂L♦
M

∂ Reψij

∀i, j : 0 = N{
∑

αk −
dL♦

M

dRe∇αψkj Im [Gα]
k
i +

dL♦
M

d Im∇αψkj Re [Gα]
k
i

− dL♦
M

dRe∇αψik Im
[
Àα

]k
j
+

dL♦
M

d Im∇αψik Re
[
Àα

]k
j

−∑β
1

(detO′)
d
dξβ

(
dLM

d Im∇αψij

)
+N

∂L♦
M

∂ Imψij

1) Computation of the derivatives
∂L♦

M

∂ Reψij ,
∂L♦

M

∂ Imψij . Notice that only the

terms in ψ (and not ∇αψ) are involved here.
LM = N (aM 〈ψ, ψ〉+ Im 〈ψ,

∑
αD

α
M [∇αψ]〉)

〈ψ, ψ〉 =
∑

pqk

[
ψ
]kp

[γ0]
k
q [ψ]

qp

∂〈ψ,ψ〉
∂ Reψij =

∑
δikδ

j
p [γ0]

k
q [ψ]

qp +
[
ψ
]kp

[γ0]
k
q δ

i
qδ
j
p

=
∑

pqk [γ0]
i
q [ψ]

qj +
[
ψ
]kj

[γ0]
k
i =

(
[γ0]

(
[ψ]−

[
ψ
]))i

j
∂〈ψ,ψ〉
∂ Reψij = 2 (i [γ0] Im [ψ])ij = 2 Im (i [γ0] [ψ])

i
j

∂〈ψ,ψ〉
∂ Imψij =

∑
−iδikδjp [γ0]

k
q [ψ]

qp + i
[
ψ
]kp

[γ0]
k
q δ

i
qδ
j
p

=
∑

pqk−i [γ0]
i
q [ψ]

qj + i
[
ψ
]kj

[γ0]
k
i = −i

(
[γ0]

(
[ψ] +

[
ψ
]))i

j
∂〈ψ,ψ〉
∂ Imψij = −2i ([γ0] Re [ψ])

i
j = −2Re (i [γ0] [ψ])

i
j

Im 〈ψ,
∑

αD
α
M [∇αψ]〉 =

∑
αpq Im

(
[ψ]

qp
([γ0] [D

α
M ] [∇αψ])

qp
)

=
∑

αpq Im
(
[ψ]

qp
)
Re ([γ0] [D

α
M ] [∇αψ])

qp+Re
(
[ψ]

qp
)
Im ([γ0] [D

α
M ] [∇αψ])

qp

=
∑

αpq− Im ([ψ]qp) Re ([γ0] [D
α
M ] [∇αψ])

qp+Re ([ψ]qp) Im ([γ0] [D
α
M ] [∇αψ])

qp

∂ Im〈ψ,∑αD
α
M [∇αψ]〉

∂ Reψij =
∑

αpq δ
i
qδ
j
p Im ([γ0] [D

α
M ] [∇αψ])

qp =
∑

α Im ([γ0] [D
α
M ] [∇αψ])

i
j

∂ Im〈ψ,∑αD
α
M [∇αψ]〉

∂ Imψij =
∑

αpq−δiqδjp Re ([γ0] [Dα
M ] [∇αψ])

qp = −
∑

αRe ([γ0] [D
α
M ] [∇αψ])

i
j

∂L♦
M

∂ Reψij = 2aM Im (i [γ0] [ψ])
i
j +
∑

α Im ([γ0] [D
α
M ] [∇αψ])

i
j

= Im (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

∂L♦
M

∂ Imψij = −2aM Re (i [γ0] [ψ])
i
j −

∑
αRe ([γ0] [D

α
M ] [∇αψ])

i
j

= −Re (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

2) We have already
dLM

dRe∇αψij = N Im ([ψ]∗ [γ0] [D
α
M ])

j
i
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dLM

d Im∇αψij = N Re ([ψ]∗ [γ0] [D
α
M ])

j
i

So the equations read:
0 = N{

∑
αk Im ([ψ]∗ [γ0] [D

α
M ])

j
k Re [Gα]

k
i + Re ([ψ]∗ [γ0] [D

α
M ])

j
k Im [Gα]

k
i

+ Im ([ψ]∗ [γ0] [D
α
M ])

k
i Re

[
Àα

]k
j
+ Re ([ψ]∗ [γ0] [D

α
M ])

k
i Im

[
Àα

]k
j
}

−∑α
1

(detO′)
d
dξα

(
N (detO′) Im ([ψ]∗ [γ0] [D

α
M ])

j
i

)

+N Im (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

0 = N{
∑

αk− Im ([ψ]∗ [γ0] [D
α
M ])

j
k Im [Gα]

k
i +Re ([ψ]∗ [γ0] [D

α
M ])

j
k Re [Gα]

k
i

− Im ([ψ]∗ [γ0] [D
α
M ])

k
i Im

[
Àα

]k
j
+ Re ([ψ]∗ [γ0] [D

α
M ])

k
i Re

[
Àα

]k
j

−
∑

α
1

(detO′)
d
dξα

(
N (detO′)Re ([ψ]∗ [γ0] [D

α
M ])

j
i

)

−N Re (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

0 = N
∑

α Im

(
[ψ]∗ [γ0] [D

α
M ] [Gα] +

[
Àα

]t
[ψ]∗ [γ0] [D

α
M ]

)j

i

−
∑

α
1

(detO′)
d
dξα

(
N (detO′) Im ([ψ]∗ [γ0] [D

α
M ])

j
i

)

+N Im (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

0 = N
∑

αk Re

(
[ψ]∗ [γ0] [D

α
M ] [Gα] +

[
Àα

]t
[ψ]∗ [γ0] [D

α
M ]

)j

i

−
∑

α
1

(detO′)
d
dξα

(
N (detO′)Re ([ψ]∗ [γ0] [D

α
M ])

j
i

)

−N Re (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

3) We have two real equations, that we can combine in the complex matrix
equation :

−N Re (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

+iN Im (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

i
j

= −N ((2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

∗)
j

i

0 = N
∑

α [ψ]
∗ [γ0] [D

α
M ] [Gα] +

[
Àα

]t
[ψ]∗ [γ0] [D

α
M ]

−N (2aM i [γ0] [ψ] +
∑

α [γ0] [D
α
M ] [∇αψ])

∗

−∑α
1

(detO′)
d
dξα

(N (detO′) [ψ]∗ [γ0] [D
α
M ])

By conjugate transpose :
0 = −2aM iN [γ0] [ψ]−

∑
α

1
(detO′)

d
dξα

(N (detO′) [Dα
M ]∗ [γ0] [ψ])

+N
∑

α

(
[Gα]

∗ [Dα
M ]∗ [γ0] [ψ] + [Dα

M ]∗ [γ0] [ψ]
[
Àα

]
− [γ0] [D

α
M ] [∇αψ]

)
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0 = −2aM iN [γ0] [ψ]−
∑

α
1

(detO′)
d
dξα

(N (detO′) [Dα
M ]∗ [γ0] [ψ])

+N
∑

α

(
Ga
α [κa]

∗ [Dα
M ]∗ [γ0] [ψ] + À

a

α [D
α
M ]∗ [γ0] [ψ] [θa]ψ − [γ0] [D

α
M ] [∇αψ]

)

with [θa] = − [θa]
t , [κa]

∗ = − [γ0] [κa] [γ0]
0 = −2aM iN [γ0] [ψ]−

∑
α

1
(detO′)

d
dξα

(N (detO′) [Dα
M ]∗ [γ0] [ψ])

−N
∑

α

(
Ga
α [γ0] [κa] [γ0] [D

α
M ]∗ [γ0] [ψ] + À

a

α [D
α
M ]∗ [γ0] [ψ] [θa]

t ψ + [γ0] [D
α
M ] [∇αψ]

)

By left multiplication by [γ0]
0 = −2aM iN [ψ]−

∑
α

1
(detO′)

d
dξα

(N (detO′) [γ0] [D
α
M ]∗ [γ0] [ψ])

−N
∑

α

(
Ga
α [κa] [γ0] [D

α
M ]∗ [γ0] [ψ] + À

a

α [γ0] [D
α
M ]∗ [γ0] [ψ] [θa]

t + [Dα
M ] [∇αψ]

)

[γ0] [D
α
M ]∗ [γ0]

= [γ0] (
∑

r aIO
α
r [γ

r] +
∑

α V
αaDI)

∗ [γ0]
= (
∑

r aIO
α
r [γ0] [γ

r]∗ [γ0] +
∑

α V
αaDI)

= (
∑

r−aIOα
r [γ

r] +
∑

α V
αaDI)

= [D′α
M ] with [γ0] [γ

r]∗ [γ0] = − [γr]
That is :

(102)
∑

α
d
dξα

(N detO′ [D′α
M ] [ψ])

= −N detO′

(
2aM i [ψ] +

∑
αa [D

α
M ] [∇αψ] + [Gα] [D

′α
M ] [ψ]− [D′α

M ] [ψ]
[
Àα

])

The scalar product for the state tensor, and consequently the moments,
are unchanged by multiplication by a c-number z : |z| = 1. But as one can see
in the equation z must be constant, so we are not fully allowed to normalize
ψ.

4) One can expand the derivative. In this equation all variables, but N, are
valued at a point m (f) . So:∑

α
d
dξα

(N (detO′) [D′α
M ] [ψ])

=
∑

α
d
dξα

(N (detO′) (
∑

r−aIOα
r [γ

r] [ψ] +
∑

α V
αaD [ψ]))

= −aI
∑

αr
dN(detO′)Oα

r

dξα
[γr] [ψ]+aD

∑
α
dN(detO′)V α

dξα
[ψ]+N (detO′)

∑
α [D

′α
M ] dψ

dξα

and the equation becomes :
0 = −aI

∑
αr

dN(detO′)Oα
r

dξα
[γr] [ψ]+aD

∑
α
dN(detO′)V α

dξα
[ψ]+N (detO′)

∑
α [D

′α
M ] dψ

dξα

+ (N detO′)

(
2aM i [ψ] +

∑
α [D

α
M ] [∇αψ] +

(
[Gα] [D

′α
M ] [ψ]− [D′α

M ] [ψ]
[
Àα

]))
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0 = −aI
∑

αr
dN(detO′)Oα

r

dξα
[γr] [ψ]+aD

∑
α
dN(detO′)V α

dξα
[ψ]+2aM i (N detO′) [ψ]

+ (N detO′)
∑

α

(
[Dα

M ] [∇αψ] + [Gα] [D
′α
M ] [ψ]− [D′α

M ] [ψ]
[
Àα

]
+ [D′α

M ]
[
dψ
dξα

])

Let us expand the last term :

[Dα
M ] [∇αψ] + [Gα] [D

′α
M ] [ψ]− [D′α

M ] [ψ]
[
Àα

]
+ [D′α

M ]
[
dψ
dξα

]

= [Dα
M ]

([
dψ
dξα

]
+ [Gα] [ψ] + [ψ]

[
Àα

]t)
+[Gα] [D

′α
M ] [ψ]− [D′α

M ] [ψ]
[
Àα

]
+

[D′α
M ]
[
dψ
dξα

]

= ([Dα
M ] + [D′α

M ])
[
dψ
dξα

]
+Gα ([D

α
M ] [κa] + [κa] [D

′α
M ]) [ψ]

+Àaα [D
α
M ] [ψ] [θa]

t + Àaα [D
′α
M ] [ψ] [θa]

t

= 2
∑

α V
αaD

[
dψ
dξα

]
+Gα ([D

α
M ] [κa] + [κa] [D

′α
M ]) [ψ]

+
(
Àaα [D

α
M ] + Àaα [D

′α
M ]
)
[ψ] [θa]

t

= 2
∑

α V
αaD

[
dψ
dξα

]
+Gα (aI

∑
r O

α
r ([γ

r] [κa]− [κa] [γ
r]) + 2aDV

α [κa]) [ψ]

+
(
aI
∑

r

(
Àaα − Àaα

)
Oα
r [γ

r] +
∑

α aDV
α
(
Àaα + Àaα

)
I
)
[ψ] [θa]

t

= 2
∑

α V
αaD

[
dψ
dξα

]
+Gα (aI

∑
r O

α
r ([γ

r] [κa]− [κa] [γ
r]) + 2aDV

α [κa]) [ψ]

+2
(
iaI
∑

r

(
Im Àaα

)
Oα
r [γ

r] +
∑

α aDV
α
(
Re Àaα

)
I
)
[ψ] [θa]

t

= aI
∑

r

(
Ga
r ([γ

r] [κa]− [κa] [γ
r]) [ψ] + 2i

(
Im Àar

)
[γr] [ψ] [θa]

t
)

+2aD
∑

α V
α
([

dψ
dξα

]
+ [Gα] [ψ] +

(
Re Àaα

)
[ψ] [θa]

t
)

The expanded equation reads:
0 = −aI

∑
αr

dN(detO′)Oα
r

dξα
[γr] [ψ]+aD

∑
α
dN(detO′)V α

dξα
[ψ]+2aM i (N detO′) [ψ]

+ (N detO′) aI
∑

r

(
Ga
r ([γ

r] [κa]− [κa] [γ
r]) [ψ] + 2i

(
Im Àar

)
[γr] [ψ] [θa]

t
)

+2aD
∑

α V
α
([

dψ
dξα

]
+ [Gα] [ψ] +

(
Re Àaα

)
[ψ] [θa]

t
)

0 = 2aM i (N detO′) [ψ]−
∑

α
dN(detO′)Oα

r

dξα
[γr] [ψ])

+aI
∑

r((N detO′)
(
Ga
r ([γ

r] [κa]− [κa] [γ
r]) [ψ] + 2i

(
Im Àar

)
[γr] [ψ] [θa]

t
)

+aD
∑

α

(
dN(detO′)V α

dξα
[ψ] + 2 (N detO′) V α

([
dψ
dξα

]
+ [Gα] [ψ] +

(
Re Àaα

)
[ψ] [θa]

t
))

It will be most useful latter.

4) One can compute the equation with respect to ψR, ψL
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With : [∇αψ] =


∂αψR + 1

2

∑3
1 (G

a+3
α − iGa

α) σaψR + ψR

[
Àα

]t

∂αψL − 1
2

∑3
1 (G

a+3
α + iGa

α)σaψL + ψL

[
Àα

]t




the result is the two matrix equations, which are not simple...

(103)

1
N detO′

∑
α

d
dξα

((−aDV αψR + aI
∑

rO
α
r σrψL) (N detO′))

= 2iaMψR+aD
∑

α V
α

(
∂αψR +

∑3
a=1 (G

a+3
α − iGa

α)σaψR + 2ψR

[
Re Àα

]t)

+aI
∑

r σr

(∑
αO

α
r ∂αψL −∑3

a=1 (δ
a
r (G

a+3
r − iGa

r) σr + iGa
rσa)ψL + 2iψL

[
Im Àα

]t)

(104)

1
N detO′

∑
α

d
dξα

((aI
∑

rO
α
r η

rrσrψR − aDV
αψL) (N detO′))

= aI
∑

r η
rrσr

(
∂αψR +

∑3
a=1 (δ

a
r (G

a+3
r + iGa

r)σr − iGa
rσa)ψR + 2iψR

[
Im Àα

]t)

+2iaMψL+aD
∑

α V
α

(
∂αψL −∑3

a=1 (G
a+3
α + iGa

α) σaψL + 2ψL

[
Re Àα

]t)

Usually in this kind of equations the Dirac operator brings trouble. Indeed
it exchanges the two subspaces F+, F−, so one cannot have ψR ≡ 0 or ψL ≡ 0
without ψ = 0. It does not happen here thanks to the introduction of V.

15.4.2 Moments

From these equation we can deduce new equations for the moments. We will
use the expanded equation :

0 = 2aM i (N detO′) [ψ]

+aI
∑

r((N detO′)
(
Ga
r ([γ

r] [κa]− [κa] [γ
r]) [ψ] + 2i

(
Im Àar

)
[γr] [ψ] [θa]

t
)
−

∑
α
dN(detO′)Oα

r

dξα
[γr] [ψ])

+aD
∑

α

(
dN(detO′)V α

dξα
[ψ] + 2 (N detO′) V α

([
dψ
dξα

]
+ [Gα] [ψ] +

(
Re Àaα

)
[ψ] [θa]

t
))
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1) Taking the scalar product on the left with ψ :

0 = 2aM i (N detO′) 〈ψ, ψ〉 − aI
∑

α
dN(detO′)Oα

r

dξα
〈ψ, [γr] [ψ]〉

+aD
∑

α
dN(detO′)V α

dξα
〈ψ, ψ〉+

+aI (N detO′)
∑

r

(
Ga
r 〈ψ, ([γr] [κa]− [κa] [γ

r]) [ψ]〉+ 2i
(
Im Àar

) 〈
ψ, [γr] [ψ] [θa]

t〉)

+aD2 (N detO′)
∑

α V
α
(〈
ψ,
[
dψ
dξα

]〉
+ 〈ψ, [Gα] [ψ]〉+

(
Re Àaα

) 〈
ψ, [ψ] [θa]

t〉)

It comes:
0 =

(
2aM i (N detO′) + aD

∑
α
dN(detO′)V α

dξα

)
〈ψ, ψ〉

+aD
∑

α

(
2 (N detO′)V α

(〈
ψ, dψ

dξα

〉
+Ga

αiPa +
(
Re Àaα

)
iρa

))

+aI
∑

r (N detO′)
∑

a(

(
Ga
r (〈ψ, [γr] [κa] [ψ]〉 − 〈ψ, [κa] [γr] [ψ]〉)

−2i
(
Im Àar

)
[µA]

r
a

)

+2i
∑

α
dN(detO′)Oα

r

dξα
Jr)

with :〈
ψ, [ψ] [θa]

t〉 = iρa〈
ψ, γr [ψ] [θa]

t〉 = − [µA]
r
a

〈ψ, [κa] [ψ]〉 = iPa
〈ψ, γrψ〉 = −2iJr

2) We are left with : 〈ψ, [γr] [κa] [ψ]〉 − 〈ψ, [κa] [γr] [ψ]〉
But : 〈ψ, [κa] [γr] [ψ]〉 = Tr ([ψ]∗ [γ0] [κa] [γ

r] [ψ])

Tr ([ψ]∗ [γ0] [κa] [γr] [ψ]) = Tr
(
([ψ]∗ [γ0] [κa] [γ

r] [ψ])
∗)

= Tr ([ψ]∗ [γr]∗ [κa]
∗ [γ0] [ψ]) = Tr ([ψ]∗ [γ0] [γ

r] [γ0] [γ0] [κa] [γ0] [γ0] [ψ])
= Tr ([ψ]∗ [γ0] [γ

r] [κa] [ψ]) = 〈ψ, [γr] [κa] [ψ]〉
with [γ0] [γ

r]∗ [γ0] = − [γr] , [κa]
∗ = − [γ0] [κa] [γ0]

So 〈ψ, [κa] [γr] [ψ]〉 = 〈ψ, [γr] [κa] [ψ]〉
〈ψ, [γr] [κa] [ψ]〉 − 〈ψ, [κa] [γr] [ψ]〉
= 〈ψ, [γr] [κa] [ψ]〉 − 〈ψ, [γr] [κa] [ψ]〉
= 2i Im 〈ψ, [γr] [κa] [ψ]〉 = 2i ([J ] [κ̃a])r
with : Im 〈ψ, [γr] [κa]ψ〉 = ([J ] [κ̃a])r
and :

〈
ψ, dψ

dξα

〉

But : d
dξα

〈ψ, ψ〉 =
〈
dψ
dξα
, ψ
〉
+
〈
ψ, dψ

dξα

〉
= 2Re

〈
ψ, dψ

dξα

〉
〈
ψ, dψ

dξα

〉
= 1

2
d
dξα

〈ψ, ψ〉+ i Im
〈
ψ, dψ

dξα

〉

The equation reads:
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0 =
(
2aM i (N detO′) + aD

∑
α
dN(detO′)V α

dξα

)
〈ψ, ψ〉

+aD
∑

α

(
2 (N detO′)V α

(
1
2

d
dξα

〈ψ, ψ〉+ i Im
〈
ψ, dψ

dξα

〉
+Ga

αiPa +
(
Re Àaα

)
iρa

))

+2iaI
∑

r

(
(N detO′)

∑
a

(
Ga
r ([J ] [κ̃a])r −

(
Im Àar

)
[µR − µL]

r
a

)
+
∑

α
dN(detO′)Oα

r

dξα
Jr

)

3) Taking the real part :

0 = aD
∑

α
dN(detO′)V α

dξα
〈ψ, ψ〉+ aD (N detO′)

∑
α V

α d
dξα

〈ψ, ψ〉

∑

α

d

dξα
((N detO′)V α 〈ψ, ψ〉) = 0 (105)

Remind the convention about the creation and annihiliation of particles
: ψ (m) = 0 means no particle . So (N detO′) 〈ψ, ψ〉 can be seen roughly as
a density of particles, this equation expresses a conservation law of the flow
of moving particles.

4) Taking the imaginary part :

0 = 2aM (N detO′) 〈ψ, ψ〉+2 (N detO′) aD
∑

α V
α
(
Im
〈
ψ, dψ

dξα

〉
+Ga

αPa +
(
Re Àaα

)
ρa

)

+2aI
∑

r

(
(N detO′)

∑
a

(
Ga
r ([J ] [κ̃a])r −

(
Im Àar

)
[µA]

r
a

)
+
∑

α
dN(detO′)Oα

r

dξα
Jr

)

0 = aM 〈ψ, ψ〉 + aD
∑

α V
α
(
Im
〈
ψ, dψ

dξα

〉
+
∑

a

(
Ga
αPa + ρa Re À

a
α

))
+

aI

(∑
αr

dN(detO′)Oα
r

N(detO′)dξα
Jr + ([J ] [Gr])r −

∑
a

(
Im Àar

)
[µA]

r
a

)

With
∑

α V
α
(
Im
〈
ψ, dψ

dξα

〉)
= Im

〈
ψ,
∑

α V
α dψ
dξα

〉
= Im

〈
ψ, dψ

dξ0

〉

(106)

0 = aM 〈ψ, ψ〉+ aD Im
〈
ψ, dψ

dξ0

〉
+ aD

∑
αa V

α
(
Ga
αPa + ρa Re À

a
α

)

+aI

(∑
αr

dN(detO′)Oα
r

N(detO′)dξα
Jr + ([J ] [Gr])r −

∑
a

(
Im Àar

)
[µA]

r
a

)

As we have :
LM = aM 〈ψ, ψ〉+ aI

(
−
∑

α,r O
α
r
dJr
dξα

+ ([J ] [Gr])r −
∑

a

(
Im Àar

)
[µA]

r
a

)

+aD
∑

α V
α
(
Im
〈
ψ, dψ

dξα

〉
+
∑

a

(
Ga
αPa + ρaRe À

a
α

))

0 = LM + aI

(∑
αr

dN(detO′)Oα
r

N(detO′)dξα
Jr + ([J ] [Gr])r −

∑
a

(
Im Àar

)
[µA]

r
a

)
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−aI
(
−
∑

α,r O
α
r
dJr
dξα

+ ([J ] [Gr])r −
∑

a

(
Im Àar

)
[µA]

r
a

)

0 = LM + aI
∑

αr

(
dN(detO′)Oα

r

N(detO′)dξα
Jr +Oα

r
dJr
dξα

)

0 = N (detO′)LM+aI
∑

αr

d

dξα
(N (detO′)Oα

r Jr) (107)

N (detO′)LM can be seen roughly as a density of the energy of the par-
ticles, and N (detO′)Oα

r Jr as the ”internal energy” , so this equation can be
seen as a conservation of energy. Notice that there is no clear equivalent of
rest mass (but for J0 ?).

5) Remind the equation for the scalar curvature :
R = − N

aG

(
2aM 〈ψ, ψ〉+ 3

2
aI Im 〈ψ,Dψ〉+ 2aD

∑
α Im 〈ψ, V α∇α〉

)

It reads :
aGR (detO′) = −2NLM (detO′) + 1

2
N (detO′) aI Im 〈ψ,Dψ〉

= 2aI
∑

αr
dN(detO′)Oα

r Jr
dξα

+ 1
2
N (detO′) aI Im 〈ψ,Dψ〉

aGR (detO′) = aI

(
2
∑

αr

dN (detO′)Oα
r Jr

dξα
+

1

2
N (detO′) Im 〈ψ,Dψ〉

)

(108)

The scalar curvature is entirely linked to the kinematic part of the par-
ticles : are involved neither the field (but they are involved in the covariant
derivative) or the velocity.

15.5 Trajectory

The equation for the trajectory of particles reads :
∀α : aD

∑
β V

β∂β (Im 〈ψ,∇αψ〉 detO′)

= LM∂α detO
′ + (detO′) aD

∑
aβ

(
V β
(
∂αG

a
β

)
Pa + V βρa

(
∂α Re À

a
β

))

+ (detO′) aI
∑

βr

(
− dJr
dξα

(
∂αO

β
r

)
+
∑

a (∂αG
a
r) ([J ] [κ̃a])r − [µA]

r
a Im

(
∂αÀ

α
r

))

LM∂α detO
′ is obtained through one previous equation :

0 = N (detO′)LM + aI
∑

αr
dN(detO′)Oα

r Jr
dξα

So the equation links the derivative ∂β (Im 〈ψ,∇αψ〉 detO′) to the mo-
ments and the velocity V (the derivatives of V figures in the state equation).
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1) The equation 56 reads :
∀α : 0 = d

dξ0

(
∂LM

∂V α

)

+2
∑

a,βγ{
(
∂α Re À

a
β

)
∂γ

(
∂LF

∂ ReFa
A,βγ

)
+
(
∂α Im Àaβ

)
∂γ

(
∂LF

∂ ImFb
A,βγ

)

+ ∂LF

∂ ReFa
A,βγ

Re
[
∂αÀβ, Àγ

]a
+ ∂LF

∂ ImFa
A,βγ

Im
[
∂αÀβ, Àγ

]a
}

+
∑

aβ

(
∂LF

∂Ga
α
∂αG

a
β + 2

∑
γ

((
∂αG

a
β

)
∂γ

(
∂LF

∂Fa
Gβγ

)
+ ∂LF

∂Fa
Gβγ

[∂αGβ, Gγ]
a
))

+
∑

iβ

(
dLF (detO′)

dO′i
β

−
∑

γ
d
dξγ

(
dLF (detO′)

d∂γO′i
β

))
∂αO

′i
β

We have the derivatives (all derivatives in LF do not involve f) :
∂LF

∂Fa
Gβγ

= aG
(
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′

dLF

dReFa
A,βγ

= aF ReFa,βγ
A ; dLF

d ImFa
A,βγ

= aF ImFa,βγ
A

dL
d∂αO′i

γ
= 0

dNLM

dV α = aDN Im 〈ψ,∇αψ〉
dLF

dO′i
β

= −2
∑

γ O
γ
i

(
aF
∑

µRe
(
Fβµ
A ,FAγµ

)
+ aG

∑
aµ Fa

Gγµ

(
Oµ
paO

β
qa − Oµ

qaO
β
pa

))

dLF (detO′)

dO′i
β

= dLF

dO′i
β

(detO′) + LF
d detO′

dO′i
β

= −2 (detO′)
∑

γ O
γ
i

(
aF
∑

µRe
(
Fβµ
A ,FAγµ

)
+ aG

∑
aµFa

Gγµ

(
Oµ
paO

β
qa − Oµ

qaO
β
pa

))
+

LFO
β
i (detO

′)

with ∂(detO′)

∂O′i
β

= Oβ
i (detO

′)

The equation reads :
∀α : 0 = d

dξ0
(aDN (detO′) Im 〈ψ,∇αψ〉)

+2aF
∑

a,βγ{
(
∂α Re À

a
β

)
∂γ

(
ReFa,βγ

A detO′
)
+
(
∂α Im Àaβ

)
∂γ

(
ImFa,βγ

A detO′
)

+ReFa,βγ
A Re

[
∂αÀβ, Àγ

]a
detO′ + ImFa,βγ

A Im
[
∂αÀβ, Àγ

]a
detO′}

+2aG
∑

aβγ{∂αGa
β∂γ

((
Oγ
paO

β
qa −Oγ

qaO
β
pa

)
detO′

)

+
(
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′ [∂αGβ, Gγ]

a}
+
∑

iβ{−2 (detO′)
∑

γ O
γ
i

(
aF
∑

µRe
(
Fβµ
A ,FAγµ

)
+ aG

∑
aµFa

Gγµ

(
Oµ
paO

β
qa − Oµ

qaO
β
pa

))

+LFO
β
i (detO

′)}∂αO′i
β

∀α : 0 = d
dξ0

(aDN (detO′) Im 〈ψ,∇αψ〉)

+LF∂α detO
′+2aF

∑
a,βγ Re

((
∂αÀaβ

)
∂γ

(
Fa,βγ
A detO′

)
+ Fa,βγ

A

[
∂αÀβ, Àγ

]a
detO′

)

+2aG
∑

aβγ{∂αGa
β∂γ

((
Oγ
paO

β
qa −Oγ

qaO
β
pa

)
detO′

)

+
(
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′ [∂αGβ, Gγ]

a}
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−2 (detO′)
∑

iβγµO
γ
i

(
∂αO

′i
β

) (
aF Re

(
Fβµ
A ,FAγµ

)
+ aGFa

Gγµ

(
Oµ
paO

β
qa −Oµ

qaO
β
pa

))

2) Let us compute the third term :

2aF
∑

βγ Re
((
∂αÀβ , ∂γ

(
Fa,βγ
A detO′

))
+
([
∂αÀβ, Àγ

]
,Fβγ

A detO′
))

Using the identity in T1U
c :

∀−→θ ,−→θ 1,
−→
θ 2 ∈ T1U

c :
([−→

θ ,
−→
θ 1

]
,
−→
θ 2

)
= −

(−→
θ 1,

[−→
θ ,

−→
θ 2

])
([
∂αÀβ, Àγ

]
,Fβγ

A detO′
)

= −
([
Àγ , ∂αÀβ,

]
,Fβγ

A detO′
)

=
(
∂αÀβ,

[
Àγ ,Fβγ

A detO′
])

2aF
∑

βγ

((
∂αÀβ , ∂γ

(
Fa,βγ
A detO′

))
+
([
∂αÀβ , Àγ

]
,Fβγ

A detO′
))

= 2aF
∑

βγ Re
(
∂αÀβ ,

[
Àγ ,Fβγ

A detO′
]
+ ∂γ

(
Fa,βγ
A detO′

))

= 2aF
∑

βγ Re
([
Àγ ,Fβγ

A detO′
]
+ ∂γ

(
Fa,βγ
A detO′

)
, ∂αÀβ

)

= 2aF
∑

βγ

∑
aRe

(([
Àγ ,Fβγ

A detO′
]
+ ∂γ

(
Fa,βγ
A detO′

))a (
∂αÀ

a
β

))

with equation 94 on shell :
N
(
aDV

βρa − iaI
∑

rO
β
r [µA]

r
a

)
detO′

= −2aF
∑

γ

([
Àβ,Fβγ

A detO′
]a

+ ∂γ

(
Faβγ
A (detO′)

))

So :
2aF

∑
βγ

((
∂αÀβ , ∂γ

(
Fa,βγ
A detO′

))
+
([
∂αÀβ , Àγ

]
,Fβγ

A detO′
))

= −N (detO′)
∑

aβ Re

((
aDV βρa − iaI

∑
r O

β
r [µA]

r
a

)(
∂αÀ

a
β

))

= −N (detO′)
∑

aβ Re
((
aDV

βρa + iaI
∑

rO
β
r [µA]

r
a

) (
∂αÀ

a
β

))

= −N (detO′)
(
aD
∑

aβ V
βρaRe

(
∂αÀ

a
β

)
− aI

∑
r O

β
r [µA]

r
a Im

(
∂αÀ

a
β

))

3) The fourth term :

2aG
∑

aβγ

( (
∂αG

a
β

)
∂γ
((
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′

)

+
(
Oγ
paO

β
qa −Oγ

qaO
β
pa

)
detO′ [∂αGβ, Gγ]

a

)

a) We have seen (equation 87 ) that :∑3
β=0 ∂β

((
Oβ
paO

α
qa − Oβ

qaO
α
pa

)
detO′

)
=
(∑

r O
α
r c

r
a +

(
Oα
qaDpa − Oα

paDqa

))
(detO′)

So :
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∑
aβ

(
∂αG

a
β

) (∑
γ ∂γ

((
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′

))

=
∑

aβr

(
∂αG

a
β

) (
Oβ
r c
r
a +

(
Oβ
qaDpa − Oβ

paDqa

))
(detO′)

b)
∑

aβγ

(
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
[∂αGβ, Gγ]

a =
∑

βγb

(
Oγ
pb
Oβ
qb
−Oγ

qb
Oβ
pb

)
[∂αGβ, Gγ]

b

=
∑

abβγr O
β
r

(
∂αG

a
β

) (
Oγ
pb
δrqb − Oγ

qb
δrpb
)
[−→κ a, Gγ]

b

=
∑

aβr O
β
r

(
∂αG

a
β

)∑
b

(
Oγ
pb
δrqb −Oγ

qb
δrpb
)
[−→κ a, Gγ]

b

∑
b

(
Oγ
pb
δrqb − Oγ

qb
δrpb
)
[−→κ a, Gγ]

b

=
∑

b δ
r
qb
[−→κ a, Gpb]

b − δrpb [
−→κ a, Gqb]

b

=
∑6

bc=1G
b
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)

We have seen (equation 84 ) that :
[TG]

ar =
∑6

bc=1G
b
ac

(
δrqbG

c
pb
− δrpbG

c
qb

)

So :
∑

aβγ

(
Oγ
paO

β
qa −Oγ

qaO
β
pa

)
[∂αGβ , Gγ]

a =
∑

aβr O
β
r

(
∂αG

a
β

)
[TG]

ar

c) 2aG
∑

aβγ{
(
∂αG

a
β

)
∂γ
((
Oγ
paO

β
qa −Oγ

qaO
β
pa

)
detO′

)

+
(
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′ [∂αGβ, Gγ]

a}
= 2aG

(∑
aβr

(
∂αG

a
β

) (
Oβ
r c
r
a +

(
Oβ
qaDpa − Oβ

paDqa

))
+Oβ

r

(
∂αG

a
β

)
[TG]

ar
)
detO′

= 2aG

(∑
aβr

(
∂αG

a
β

)
Oβ
r

(
cra + δrqaDpa − δrpaDqa + [TG]

ar)) detO′

But from the equation 87:
[TG]

ar = −cra + δrpaDqa − δrqaDpa − N
2aG

(aI ([J ] [κ̃a])r + aDV
rPa)

2aG
∑

aβγ

((
∂αG

a
β

)
∂γ
((
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′

)
+
(
Oγ
paO

β
qa − Oγ

qaO
β
pa

)
detO′ [∂αGβ , Gγ]

a)

= 2aG

(∑
aβr

(
∂αG

a
β

)
Oβ
r

(
− N

2aG
(aI ([J ] [κ̃a])r + aDV

rPa)
))

detO′

= −N
∑

aβr

(
∂αG

a
β

)
Oβ
r (aI ([J ] [κ̃a])r + aDV

rPa) detO
′

4) The last term :

2
∑

iβγµO
γ
i

(
∂αO

′i
β

) (
aF Re

(
Fβµ
A ,FAγµ

)
+ aGFa

Gγµ

(
Oµ
paO

β
qa − Oµ

qaO
β
pa

))
(detO′)

From equation 97 we have :
∀α, β : δαβL

= aIN Im 〈ψ, γα∇βψ〉+2aF
∑

γ Re (F
αγ
A ,FAβγ)+2aG

∑
aλ Fa

Gβγ

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

)

2
(
aF
∑

γ Re (F
αγ
A ,FAβγ) + aG

∑
aλ Fa

Gβγ

(
Oγ
paO

α
qa − Oγ

qaO
α
pa

))

=
(
δαβL− aIN Im 〈ψ, γα∇βψ〉

)

So :
2
∑

iβγµO
γ
i

(
∂αO

′i
β

) (
aF Re

(
Fβµ
A ,FAγµ

)
+ aGFa

Gγµ

(
Oµ
paO

β
qa − Oµ

qaO
β
pa

))
(detO′)
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=
∑

iβγ O
γ
i

(
∂αO

′i
β

) ((
δβγL− aIN Im

〈
ψ, γβ∇γψ

〉))
(detO′)

= (∂α detO
′)L+ aIN (detO′)

∑
iβγ O

γ
i O

′i
β

(
∂αO

β
r

)
Im 〈ψ, γr∇γψ〉

= (∂α detO
′)L+ aIN (detO′)

∑
β

(
∂αO

β
r

)
Im 〈ψ, γr∇βψ〉

5) The equation becomes :

∀α : d
dξ0

(aDN (detO′) Im 〈ψ,∇αψ〉) = NaD detO′
∑

aβ V
β
((
∂αG

a
β

)
Pa + ρa

(
∂α Re À

a
β

))
+

+aI detO
′N
∑

r{
(
∂αG

a
β

)
Oβ
r ([J ] [κ̃a])r − Oβ

r [µA]
r
a

(
∂α Im Àaβ

)

−Oγ
i

(
∂αO

′i
β

)
Im
〈
ψ, γβ∇γψ

〉
+NLM∂α detO

′}
That is:
d
dξ0

(aDN (detO′) Im 〈ψ,∇αψ〉)
= NLM∂α detO

′+(N detO′) aD
∑

aβ V
β
((
∂αG

a
β

)
Pa + ρa

(
∂αRe À

a
β

))
+

+N detO′aI
∑

βr

(
∂αO

β
r Im 〈ψ, γr∇βψ〉+

∑
aO

β
r

(
∂αG

a
β ([J ] [κ̃a])r − [µA]

r
a ∂α Im Àaβ

))

We have seen that :
〈ψ, γr∇βψ〉 = −dJr

dξβ
+
∑

aG
a
β ([J ] [κ̃a])r − [µA]

r
a Im Àαβ∑

βr

((
∂αO

β
r

)
Im 〈ψ, γr∇βψ〉+

∑
aO

β
r

((
∂αG

a
β

)
([J ] [κ̃a])r − [µA − µL]

r
a

(
∂α Im Àaβ

)))

=
∑

βr{
(
∂αO

β
r

) (
−dJr
dξβ

+
∑

aG
a
β ([J ] [κ̃a])r − [µR − µL]

r
a Im Àαβ

)

+
∑

aO
β
r

((
∂αG

a
β

)
([J ] [κ̃a])r − [µA − µL]

r
a

(
∂α Im Àaβ

))
}

=
∑

βr

((
−dJr
dξβ

(
∂αO

β
r

)
+
∑

a

(
∂αO

β
rG

a
β

)
([J ] [κ̃a])r − [µA]

r
a Im

(
∂αO

β
r À

α
β

)))

=
∑

βr

((
−dJr
dξβ

(
∂αO

β
r

)
+
∑

a (∂αG
a
r) ([J ] [κ̃a])r − [µA]

r
a Im

(
∂αÀ

α
r

)))

d
dξ0

(aDN (detO′) Im 〈ψ,∇αψ〉)
= NLM∂α detO

′+(N detO′) aD
∑

aβ V
β
((
∂αG

a
β

)
Pa + ρa

(
∂αRe À

a
β

))
+

+ (N detO′) aI
∑

βr

((
−dJr
dξβ

(
∂αO

β
r

)
+
∑

a (∂αG
a
r) ([J ] [κ̃a])r − [µA]

r
a Im

(
∂αÀ

α
r

)))

6) The derivative reads:
d
dξ0

(aD (detO′)N Im 〈ψ,∇αψ〉)
= aDN

d
dξ0

((detO′) Im 〈ψ,∇αψ〉) as N is constant along ξ0

aDN
d
dξ0

((detO′) Im 〈ψ,∇αψ〉) = aDN
∑

β
dfβ

dξ0
∂β (Im 〈ψ,∇αψ〉 detO′)

= aDN
∑

β V
β∂β (Im 〈ψ,∇αψ〉 detO′)

so, assuming that N6= 0 we have the equation :
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(109)

∀α : aD
∑

β V
β∂β (Im 〈ψ,∇αψ〉 detO′)

= LM∂α detO
′ + (detO′) aD

∑
aβ

(
V β
(
∂αG

a
β

)
Pa + V βρa

(
∂α Re À

a
β

))

+ (detO′) aI
∑

βr

(
− dJr
dξα

(
∂αO

β
r

)
+
∑

a (∂αG
a
r) ([J ] [κ̃a])r − [µA]

r
a Im

(
∂αÀ

α
r

))

16 CHOOSING A GAUGE

We have, all together 16m+36 first degree partial differential equations for
16m+36 variables. But the 16 tetrad coefficients O’ are defined within a
SO(3,1) matrix and so we could fix 10 parameters. Now we intend to use
this gauge freedom, by choosing a chart and a tetrad.

1) The most physical choice for the chart is just that we have built in the
beginning :

- the time vector n is taken as the 0 basis vector, both for the tetrad and
the chart. In this section (t, ξ = (ξ1, ξ2, ξ3)) are the coordinates along n on
one hand, and in a chart of S(t) on the other hand. So we have

Oα
0 = δα0 , O

′i
0 = δi0 (110)

d
dt
Oα
i (ξ, t) = nβ∂βO (ξ, t) = ∂4O

α
i (ξ, t) = ∂tO

α
i (ξ, t)

- the vectors ∂i are parallel transported along a gravitational geodesic :
∀i : ∇̂∂i (n) = 0 = Ga

0 [κ̃a]
j
i ∂j = Ga

0 ((δ
jpηiq − δjqηip)) ∂j = Ga

0ηiq∂p −
Ba

0ηip∂q = 0
Ga

0ηpp∂q = 0;Ga
0∂p = 0

⇒

∀a : Ga
0 = 0 (111)

- the world lines of the particles are therefore such that f 0 = t⇒ df0

dξα
= δ0α

- the function N does not depend on t
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2) As we have seen the structure coefficients are key variables in the model
:

crpq =
∑

αβ O
′r
α

(
Oβ
p∂βO

α
q −Oβ

q ∂βO
α
p

)
= [∂p, ∂q]

r

There are 24 coefficients denoted cra = crpaqa which are not independant.
Indeed there are the Jacobi identities coming from the commutator rules :

∀ (a, b, c) : [∂a, [∂b, ∂c]] + [∂b, [∂c, ∂a]] + [∂c, [∂a, ∂b]] = 0
⇒ ∀ (a, b, c) , d = 0..3 :

∑4
i=1

(
cibcc

d
ai + cicac

d
bi + ciabc

d
ci

)
= 0

With the present assumptions :
c0pq =

∑
αβ

(
Oβ
p∂βO

0
q −Oβ

q ∂βO
0
p

)
= 0, cr0q =

∑
αO

′r
α∂tO

α
q ,

and we have 18 non null coefficients linked by 12 identities (with d=1,2,3),
so only 6 of them can be considered as independant.

The Jacobi identities can be conveniently put on the matrix form:




(c23 − c32) (c13 + c31) (c12 − c21) 0 0 0
(c36 + c25) c15 −c16 −c11 −c21 −c31

c24 − (c14 + c36) c26 c12 c22 c32
−c34 c35 c14 + c25 −c13 −c23 −c33







c11 c21 c31
c12 c22 c32
c13 c23 c33
c14 c24 c34
c15 c25 c35
c16 c26 c36



= 0

The divergence D of the tetrad takes here the following value :
D1 = (c23 − c32)
D2 = (−c13 + c31)
D3 = (c12 − c21)
D0 = − (c14 + c25 + c36)
The gravitational Noether current YG is conserved, and it is directly re-

lated to the structure coefficients. Thus it should be doable to take these
coefficients as constant in a first approximation.

3) From Ga
0 = 0 we deduce :

−K0
1 +K3

5 −K2
6 = c41 − c35 + c26

−K0
2 +K1

6 −K3
4 = −c16 + c02 + c34

−K0
3 −K1

5 +K2
4 = c15 − c24 + c03

K0
4 +K3

2 −K2
3 = −2c04

K0
5 +K3 −K3

1 = −2c05
K0

6 −K2 +K2
1 = −2c06

In most of the problems where the coefficients structure are either as-
sumed constants, or linked by some symmetry, it is convenient to keep K as
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the variables, and the K0
a are given by the previous relations. The gravita-

tional potential becomes :

2Ga
r =



r = 1
K1

1 + c11 −K2
2 − c22 −K3

3 − c33
2K2

1 + 2c12 + 2c06
2K3

1 + 2c13 − 2c05
−K1

4 − 2c14 +K2
5 +K3

6

−2K2
4 − 2c24

−2K3
4 − 2c34







r = 2
2K1

2 + 2c21 − 2c06
−K1

1 − c11 +K2
2 + c22 −K3

3 − c33
2K3

2 + 2c23 + 2c04
−2K1

5 − 2c15
K1

4 −K2
5 − 2c25 +K3

6

−2K3
5 − 2c35







r = 3
2K1

3 + 2c31 + 2c05
+2K2

3 + 2c32 − 2c04
−K1

1 − c11 −K2
2 − c22 +K3

3 + c33
−2K1

6 − 2c16
−2K2

6 − 2c35
K1

4 +K2
5 −K3

6 − 2c36




4) In the Special Relativity picture all the structure coefficient are null,
but the connection G , depending on V and J, is not null. It can be seen as
the stress-tensor of the system. But of course a lagrangian with the scalar
curvature R is questionable in this picture, at the least. However the fields
equations 94 are still fully valid.
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Part V

SYMMETRIES
Symmetries are everywhere in physics, but the same word is used with many
different meanings. They arouse some of the most difficult questions in
physics, so they cannot be dealt with lightly. According to the relativity
principle physical reality does not depend on the mathematics that we used,
and the measures of two observers for the same system should be equivariant,
meaning that they can be deduced from each other with only the knowledge
of the mathematical rules to pass from one observer to the other. We have
used abondantly this principle in this paper. If these measures are identi-
cal we shall conclude that the system itself is special : there is a physical
symmetry. In both cases the mathematics involved are similar, they rely on
group theory, and physical symmetries are identified by a departure from the
general rule of equivariance, which must be set up first. But their physical
meaning is very different. Equivariance is a consistency requirement, assum-
ing that the right mathematical structure has been picked up to describe a
set of measures. A physical symmetry should be an experimental outcome,
requiring changes in a pre-existent model by adding assumptions about the
configuration of the system or the mechanisms that it tries to describe.

It can happen that all observers get the same measures for a physical
quantity : it can be a special case of equivariance, requiring that the quantity
should be described by scalar functions (in differential geometry), or that the
configuration of the system is isotropic. But most often physical symmetries
can be seen by a specific class of observers only and it is convenient to
characterize the symmetry by this class. For instance a cylinder looks the
same for the observers located in the same plane orthogonal to its axis,
and one concludes that the body has a ”cylindrical symmetry”. This is
convenient, and authorized by the usual duality active / passive measures,
but to some extent only, as we will see later.

Symmetries are often a specific characteristic of the system itself : there
are not an issue, just a good mean to alleviate the computations. In theo-
retical physics, and in the kind of model that is involved here, one looks for
symmetries that occur in any system, whatever its initial configuration, pos-
sibly for certain kinds of physical objets, as a way to classify these objects.
They have been extensively studied in particles physics, where one discerns
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3 ”symmetry modes” (Guidry [7]), that we will address in several ways :
- the ”Wigner mode” : the lagrangian is symmetric and the vacuum is

invariant
- the ”Goldstone mode” : there is a global symmetry for the lagrangian

but the vacuum is not invariant
- the ”Higgs mode” : there is a local symmetry for the lagrangian, and

the vacuum is not invariant
The ”vacuum” is essentially a quantum concept. In our picture one can

see the vacuum as the value of the section ψ :M → EM , without the map f,
which defines the initial state of the system. This section has a life on its own,
closely linked to the physical objects involved. To say that the vacuum is
symmetric is a strong assumption about the true nature of the particles and
the fields. Notably the choice of the group to represent ψ depends on how
we see the particles. One has a ”Wigner symmetry” if there is a subgroup
H of Spin(3, 1) × U such that 2 states ψ, ψ′ related by a gauge in H look
identical. One has this kind of symmetry whenever one uses an hermitian
scalar product : if ψ′ = zψ with z a c-number of module 1 one gets the same
value for the lagrangian. This symmetry is usually seen as a mathematical
artefact that the physicists discard by a normalization of the state vectors.

The change of orientation of space-time (CPT invariance) or of the sig-
nature of the metric are related to the ”Goldstone mode”.

We will address also with more details the spatial and physical symme-
tries, which are of particular importance.

We will also give a general picture of the ”symmetry breakdown”, which
is a fundamental mechanism in particles physics to give a mass to the bosons.

17 CPT INVARIANCE

In the first section we noticed that, if the universe is orientable, a change of
gauge that does not preserve the orientation cannot be acceptable. And it is
easy to check in the model that the equations are significantly altered in a
change of space (P) or time (T) orientation. But a global change of both the
space and the time orientation could be acceptable, because it does keep the
orientation of the 4 dimensional universe. Such a change is indeed a change
of chart, that we have studied in the ”covariance” section. It is easy to check
that the equations are not altered, and it is just the consequence of their
covariance. Notice that the Green function N keeps its sign (it is positive on
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S(0)).
But there is a significant change with the Noether currents : the moments

J, P,ρ, µ are scalar functions, invariant by a change of chart or gauge. And
in the model they act by multiplication with vectors (usually ∂r or V

α) . So
if the orientation of this vector is reversed, one should change the sign of
J, P,ρ, µ to stay consistent. This operation, denoted as ”C symmetry” (for
”charge”), is not included in the ”gauge transform” package, it must be dealt
with separately.

The usual interpretation is that the label (positive, negative,..) that we
give to particles is purely conventional and linked with the choice made to
name ”direct” or ”indirect” the geometric basis. The interesting point is that
the gravitational charges are equally affected.

18 SIGNATURE

1) If the signature becomes (- + + + ) -> (+ - - - ) : ηrr takes the new values
η00 = +1, r > 0 : ηrr = −1. We have seen that the Clifford algebras Cl(1,3)
and Cl(3,1) are not isomorphic, but the representation (F, ρ) of Cl(4,C) is
not affected, so the γ matrices and the split of F are unchanged. The change
of the signature impacts only the quantities defined through the map Υ, that
is :

- the matrices [κa] : a < 4 : [κ′a] = − [κa]
- the matrices [γr] : [γ′r]∗ = −iηrr [γr]∗
The scalar product is unchanged.
One goes from one signature to the other by :
ψ → ψ′ =

∑
jk−iηjjψjkej ⊗ fk ⇔ [ψ′] = −i [η] [ψ]

2) In the choice of a lagrangian the key argument was the imaginary and
real parts of

∑
r Tr ([ψ

∗] γ0γ
r [∂αψ]). With the other signature it becomes∑

r Tr ([ψ
′∗] γ0γ

′r [∂αψ
′])

=
∑

r Tr (i [ψ]
∗ [η] [γ0] (iη

rr) [γr] (−i [η] [∂αψ]))
=
∑

r iη
rrTr ([ψ]∗ ([η] γ0 [γ

r] [η]) [∂αψ])
So we would be lead to take the opposite choice for the lagrangian.

3) Therefore check the consequences of the choice of signature is not a
simple thing...Intuitively all the equations which can be expressed with the
moments should not be impacted, but for a change of definition for the
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momenta. This leaves the equation of state which depends heavily of the
coordinates. I will let this issue open. If ever this model was pertinent, this
change would, perhaps, be a mean to test the physical significance of the
signature. After all we have so far no sensible explanation for the imbalance
between matter and anti-matter.

19 SPATIAL SYMMETRIES

Spatial symmetry is a subtle matter. We will first define what could be a
spatial symmetry. In the general framework used to describe the state of
particles we will characterize ”symmetric states”. It will be done without
any model, even without the principle of least action. Eventually, with the
simple model built previously we will try to bring some light to the results.

19.1 Definition

1) We will say that there is a spatial symmetry if the measures done by a
class of observers, using different spatial gauges, are identical for any system,
at least for some kinds of particles. Mathematically there is :

- a set of state tensors, described as the product FS ⊗WS, of two vector
subspaces WS ⊂ W ,FS ⊂ F ,

- a subgroup S of of Spin(3,1),
such that two observers (located a the same point as the particle) whose

frames (∂r) differ by s ∈ S get the same measures on the system whenever
ψ ∈ FS ⊗WS

2) Let us assume that there is a symmetry on the Wigner mode. So there
is a group H and an action κ : H → L(F ⊗W ;F ⊗W ) such that the states

ψ and ψ̂ = κ (h)ψ, ∀h ∈ H are imperceptible.
The spatial symmetry is then fully defined by the condition :
∀ψ ∈ FS ⊗WS, ∀s ∈ S, ∀u ∈ U, ∃h ∈ H :
ϑ (s, u)ψ = κ (h)ϑ (1, u)ψ ⇔ ∀ψ ∈ FS ⊗WS, ϑ (S, U)ψ ⊂ κ (H)ψ
which implies
∀ψ ∈ FS ⊗WS, ∀ (s, u) ∈ S × U : ϑ (s, u)ψ ∈ FS ⊗WS

because ϑ (s′, u′)ϑ (s, u)ψ = ϑ (s′s, u′u)ψ = κ (h′h)ϑ (1, u′u)ψ
Therefore (FS ⊗WS, ϑ) is a linear representation of SxU.
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3) We will focus on the important case where H=U(1) : two states ψ, ψ′ are
imperceptible if there is a c-complex number such that ψ′ = zψ, |z| = 1. It
happens whenever the lagrangian is defined from hermitian scalar products.
So the condition reads :

∀ψ ∈ FS ⊗WS, ∀s ∈ S, ∀u ∈ U, ∃θ ∈ R : ϑ (s, u)ψ = eiθϑ (1, u)ψ
θ can depend on s, u and ψ.
Notice that this definition, per se, is quite general, and does not involve

the principle of least action.

19.2 The space of spacially symmetric states

1) Let be the m vectors of F such that :
φj =

∑4
i=1 ψ

ijei so ψ =
∑m

j=1 φj ⊗ fj

ϑ (s, u)ψ =
∑

k,l ψ
kl [ρ ◦Υ (s)]ik [χ (u)]

j
l ei ⊗ fj

So if ψ ∈ FS ⊗WS : ∀s ∈ S, ∀u ∈ U :∑m
j=1 ϑ (s, u) (φj ⊗ fj) =

∑m
j=1 e

iθ(s)φj⊗fj =
∑m

j=1 (ρ ◦Υ (s)φj)⊗(χ (u) fj)

Let u=1 :
∑m

j=1 (ρ ◦Υ (s)φj)⊗ fj =
∑m

j=1

(
eiθ(s)φj

)
⊗ fj

⇒ ∀ψ ∈ FS ⊗WS, ∀s ∈ S : ρ ◦Υ (s)φj = eiθ(s)φj
So for each j (φj, ρ ◦Υ|S) is a linear representation of S, of complex dimen-

sion 1. Besides the scalar matrices the only subgroups S of Spin(3,1) which

admit such a representation are the abelian groups generated by (−→κ a)
3
a=1 on

one hand, (−→κ a)
6
a=4 on the other.

In the standard representation of SO(3,1) the first is the subgroup of rota-
tions with fixed axis of components (0, y1, y2, y3) in an orthonormal basis with
y21+y

2
2+y

2
3 = 1, generated by the matrices ◦µ (exp τ (y1−→κ 1 + y2

−→κ 2 + y3
−→κ 3)) .

The second is the subgroup of space-time rotations of matrices
 ◦ µ (exp τ (z1−→κ 4 + z2

−→κ 5 + z3
−→κ 6)) , with z

2
1 + z22 + z23 = 1.

They correspond to the coordinate change between two observers moving
at the spatial speed (z1c tanh τ, z2c tanh τ, z3c tanh τ) .

2) The action of these two subgroups can be described by ρ ◦Υ (
∑
ra−→κ a)

where the components ra are fixed and the index a runs from 1 to 3 for the
first and 4 to 6 for the second subgroup.

So :
∀τ ∈ R : ϑ (exp τ

∑
ra−→κ a, 1U)ψ

=
∑

i,k,j ψ
kj [ρ ◦Υ (exp τ

∑
ra−→κ a)]

i
k ei ⊗ fj

=
∑

j [ρ ◦Υ (exp τ
∑
ra−→κ a)] (φj)⊗ fj
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ϑ (exp τ
∑
ra−→κ a, 1G)ψ =

∑
i,j e

iθ(τ)ψijei ⊗ fj =
∑

j e
iθ(τ)φj ⊗ fj

⇔ ∀j : [ρ ◦Υ (exp τ
∑
ra−→κ a)] (φj) = eiθ(τ)φj

By differenciating with respect to τ in τ = 0 :
(ρ ◦Υ)′ (1) (

∑
ra−→κ a)φj = iθ′ (0)φj =

∑
a r

a [κa]φj = [κS]φj
So a necessary condition is that the vectors φj are eigen vectors of the

matrices [κS] =
∑
ra [κa] with the same imaginary eigen value. Conversely

(ρ ◦Υ, F ) is a representation of Spin(3,1), so (ρ′ ◦Υ′(1), F ) is a representa-
tion of o(3,1), and the matrices of the representation of Spin(3,1) in F are the
exponential of the matrices of the representation of o(3,1), which are here the
matrices [κS] . Thus : ρ ◦ Υ (exp τ

∑
raa
−→κ ) = exp ([κS]) .If φj is eigen vector

of [κS] with the eigen value iλ, λ ∈ R it is an eigen vector of exp τ [κS] with
eigen value exp τiλ and this condition is also sufficient.

3) The matrices [κa] are built from the matrices γ, which are defined within
conjugation and so their eigen values do not depend of the choice of the γ ma-
trices and we can take those defined previously. The eigen values are ±1

2
i for

the first subgroup and ±1
2
for the second. Therefore the spatial rotations are

the only possible case, and θ (s) = ǫ
2
, ǫ = ±1. The [κS] matrices are normal,

so diagonalizable and each of their eigen spaces Fǫ (r) is 2 dimensional.
The axis of the rotation is fixed by the eigen vector r (which is space like)

and the direction of the rotation by ǫ.

4) Let (uǫ (r) , vǫ (r)) be a basis of Fǫ (r) .For each symmetric state ψ there
is some r such that:

ψ =
∑m

j=1 φj ⊗ fj, φj ∈ Fǫ (r)
that we can write : φj = ajuǫ (r) + bjvǫ (r) , (aj , bj) ∈ C
So the set of symmetric states is the subspace of F ⊗W :

ψ = uǫ (r)⊗
(∑m

j=1 ajfj

)
+vǫ (r)⊗

(∑m
j=1 bjfj

)
= uǫ (r)⊗σ1+vǫ (r)⊗σ2

with some σ1, σ2 ∈ W

5) If φ ∈ Fǫ (r) : φ = γ+φ+ γ−φ∑3
a=1 r

a [κa] (γǫφ) = γǫ
∑3

a=1 r
a [κa]φ = ǫ1

2
iγǫφ with γǫ [κa] = [κa] γǫ

thus γ+φ and γ−φ are still eigen vectors with the same eigen value, and
Fǫ (r) split between F

+, F− and the states can be written :

ψ = φ+ ⊗ σ+ + φ− ⊗ σ− (112)
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⇒ [ψ] = [φ+] [σ+]
t + [φ−] [σ−]

t with γ+φ+ = φ+; γ−φ− = φ−

3∑

a=1

ra [κa]φ+ = ǫ
1

2
iφ+;

3∑

a=1

ra [κa]φ− = ǫ
1

2
iφ− (113)

The tensors ψ are eigen vectors of the operator :
(∑3

a=1 r
a [κa]

)
⊗ (1U) in

the following meaning :(∑3
a=1 r

a [κa]
)
⊗(1U) (ψ) =

(∑3
a=1 r

a [κa]
)
⊗(1U) (φ+ ⊗ σ+)+

(∑3
a=1 r

a [κa]
)
⊗

(1G) (φ− ⊗ σ−)
=
(∑3

a=1 r
a [κa]

)
(φ+)⊗ (1U) (σ+) +

(∑3
a=1 r

a [κa]
)
(φ−)⊗ (1U) (σ−)

= iǫ (φ+)⊗ (1U) (σ+) + iǫ (φ−)⊗ (1U) (σ−) =
1
2
iǫψ

Under a change of gauge these states tensors transform as usual. If the
change is of the kind : (ρ ◦Υ (exp τ

∑
raa
−→κ ) , 1U) we get:

ψ̂ = ϑ (ρ ◦Υ (exp τ
∑
raa
−→κ ) , 1U)ψ =

(
exp ǫτi1

2

)
ψ

6) With the γ previously defined one can compute the matrices [κa]. Let
us fix the real scalars (r1, r2, r3) and compute the eigen vectors of the matrix
[κS] =

∑
a r

a [κa]
We get the following with

∑3
j=1 (rj)

2 = 1 :
a) If r3 6= 1 :

eigen value : ǫ1
2
i : φ− =




0
0

ǫ (−r1 + ir2)
−1 + ǫr3


 ∈ F−, φ+ =




ǫ (−r1 + ir2)
−1 + ǫr3

0
0


 ∈

F+,
b) If r3 = 1 :

eigen value : 1
2
i : φ− =




0
0
0
1


 ∈ F−, φ+ =




0
1
0
0


 ∈ F+;

eigen value : −1
2
i : φ− =




0
0
1
0


 ∈ F−, φ+ =




1
0
0
0


 ∈ F+;

Conversely for any vector of F such as : φ =




ueiα

veiβ

ueiα

veiβ


 6= 0, u, v ∈ R ⇔
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φR = φL one can find (r1, r2, r3) such that φ is an eigen vector of
∑

a r
a [κa] :

r1 = −2ǫ uv
(u2+v2)

cos (ν) ; r2 = 2ǫ uv
(u2+v2)

sin (ν) ; r3 = − ǫ(u2−v2)
(u2+v2)

The set of such vectors is the set of invariant vectors under −iγ1γ2γ3 =[
0 σ0
σ0 0

]
. It is a 2 dimensional subspace of F, but it is not invariant by the

action of Spin(3,1). Indeed −iγ1γ2γ3 = −iρ (ε1ε2ε3) and there are elements of
Spin(3,1) which do not commute with ε1ε2ε3 as it is not too difficult to see in
Cl(4,C). So if a state is symmetric for some frame, it is no longer symmetric
for at least another frame : for these particles there are privileged frames,
and so privileged directions in the universe.

The spatially symmetric states are : ψ = φ+ ⊗ σR + φ− ⊗ σL in matrix
form:

[ψ] =

[
ψR
ψL

]
=

[
φσR
φσL

]
with [φ] =

[
ueiα

veiβ

]
2x1 matrix, [σR] , [σL] 1xm matrix

7) It is easy to compute the moments with these states :
[φ]∗ [φ] = u2 + v2

[φ]∗ σ1 [φ] = 2uv cos (ν) = −ǫr1 (u2 + v2)
[φ]∗ σ2 [φ] = −2uv sin (ν) = −ǫr2 (u2 + v2)
[φ]∗ σ3 [φ] = u2 − v2 = −ǫr3 (u2 + v2)∑3

1 ([φ]
∗ σa [φ])

2
= (u2 + v2)

2

All these quantities depend on 3 real scalars only. One cannot have
[φ]∗ σ0 [φ] = 0 or r>0: [φ]∗ σr [φ] = 0

With the formulas given previously the moments are the following :
a)

a < 4 : Pa = −ǫra (u2 + v2) Im
(
[σL]

t [σR]
)

a > 3 : Pa = ǫra−3 (u
2 + v2) Re

(
[σL]

t [σR]
)

b)

J0 = −1
2
(u2 + v2)

(
[σR]

t [σR] + [σL]
t [σL]

)
;

r > 0 : Jr =
1
2
(u2 + v2) ǫrr

(
[σR]

t [σR]− [σL]
t [σL]

)

∑3
0 J

2
r = 1

2
(u2 + v2)

2

((
[σR]

t [σR]
)2

+
(
[σL]

t [σL]
)2)

> 0

c) 〈ψ, ψ〉 = −2 (u2 + v2) Im
(
[σL]

t [σR]
)

d) ρa = 2 (u2 + v2)Re
(
[σL] [θa]

t [σR]
∗)

e)
[µA]

0
a = −i (u2 + v2)

(
[σR] [θa]

t [σR]
∗)+

(
[σL] [θa]

t [σL]
∗)
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[µA]
j
a = iǫrj (u

2 + v2)
(
[σR] [θa]

t [σR]
∗)−

(
[σL] [θa]

t [σL]
∗)

The kinematic moments depend on 3 real scalars (for φ) and 2 real
([σR] [σR]

∗ , [σL] [σL]
∗) and 1 complex scalar ([σL] [σR]

∗) that is 7 degrees of
freedom. The physical moments depend on 3 real scalars (for φ) and mx2
reals scalars ([σR] [θa]

t [σR]
∗ ,
(
[σL] [θa]

t [σL]
∗) imaginary) and m complex num-

bers
(
[σR] [θa]

t [σL]
∗) .

The moments are gauge and chart invariant, so their value is the same
for all the observers.

19.3 Physical meaning

1) Let us pause to think about the physical meaning of these results. Start-
ing from general assumptions, we have proven that the only spatial symmetry,
as defined, are rotations around a space like vector r, and that the state ten-
sor is then an eigen vector of an operator

(∑3
a=1 r

a [κa]
)
⊗(1U) . But of course

this outcome could be some mathematical artefact without physical meaning
and only experiments could tell if such symmetries exist.

2) If particles have this kind of feature that means that for them some
specific geometric directions are privileged, and we should expect that they
behave accordingly. This is not an issue of quantization, but of the existence
of something like an magnetic moment. And we know that it is the case for
most of the elementary particles.

Indeed the equation 95 reads :

N̟4

(
aDρ

a−→V − iaI
−→µ a

)
= ∇e ∗ F

a

A

And for a symmetric state the ”magnetic moment” is the 4-vector
−→µ =

∑
r [µA]

r
a ∂r = (u2 + v2)

∑
α (O

α
0 σ

2 − ǫ (r1O
α
1 + r2O

α
2 + r3O

α
3 ) σ

3) ∂α
with :
σ1 = 2 Im

(
[σR] [θa]

t [σL]
∗)

iσ2 =
(
[σR] [θa]

t [σR]
∗)+

(
[σL] [θa]

t [σL]
∗)

iσ3 =
(
[σR] [θa]

t [σR]
∗)−

(
[σL] [θa]

t [σL]
∗)

This equation is geometric : all the quantities are defined as vectors or
tensors so, as written, it stands for any observer, it is fully gauge equivariant
and covariant. The moments do not depend of the gauge, so the quantities
r1, r2, r3 are not the components of a vector expressed in a frame : they are
invariant (it is the consequence of the invariance of the scalar product). The
magnetic moment is defined as the sum of vectors :
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−→µ = (u2 + v2)
∑

α

(
σ2−→∂0 − ǫ

(
r1
−→
∂1 + r2

−→
∂2 + r3

−→
∂3

)
σ3
)

If one changes the tetrad the vectors
(−→
∂ i

)
change and −→µ changes ac-

cordingly. This feature is common to all the moments that we have defined.

3) So it seems that we have a paradox, or an inconsistency : the vector
−→µ plays clearly some specific role, it is a well defined vector, but it changes
with the observer.

Let us first clarify a point about the previous demonstration. We have
characterized the set of observers OS , but all the reasoning above has been
done from a frame belonging to OS , so if we could know the components
of the vector r we do not know in which frame they are measured. Indeed
our question was : ”what are the symmetric states in a tetrad ?” and the
answer is right, but it is true for any tetrad, and it is what we checked for
the magnetic moment.

So from the above equation it is probable that any observer can find
tetrads in which the states are symmetric, and check that the direction of the
4-vector −→µ is specific, but these directions change with the observer. That
the symmetry is geometrically defined does not entail that some particles,
and over more their kinematic mode, have a symmetry of a geometric nature
(which is anyway difficult to apprehend for pointlike objects).

4) Furthermore we do have a privileged orientation in our model : the
velocity of the particles. As one can see in the equation above the net impact

of the field depends of a sum of
−→
V and −→µ a and, even if the real and imaginary

parts of the fields act differently, the net impact should depend of the relative
orientations of the two vectors. The spin of a particle is measured with
respect to its velocity. It would be of interest to investigate the equations
listed here for particles which have moments of the symmetric mode.

20 PHYSICAL SYMMETRIES

One of the main features of particles is that their ”physical characteristics”,
modelled in the space vector W, are constant. So we are lead to study the
symmetries occuring in relation with the group U. They come in two flavours
:
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- families of particles sharing the same constant physical characteristics,
and corresponding to subgroups of U : they define elementary particles

- specificities of the vacuum which force the states of the particles, as we
see them, to belong to some representation of a subgroup of U. This is the
symmetry breackdown mechanism

20.1 Families of particles

The simplest way to define families of particles is to proceed as above and
look for symmetries related to the U group.

1) Two states ψ, ψ′ are physically imperceptible if there are a vector sub-
space WS ⊂W, and a closed subgroup US ⊂ U such that :

∀ψ ∈ F ⊗WS, ∀s ∈ Spin(3, 1), ∀u ∈ US, ∃θ ∈ R : ϑ (s, u)ψ = eiθϑ (s, 1)ψ
θ can depend on s, u and ψ.

2) Let be the 4 vectors σi of W such that : σi =
∑m

j=1 ψ
ijfj so ψ =∑4

i=1 ei ⊗ σi
So if ψ ∈ F ⊗WS : ∀s ∈ Spin(3, 1), ∀u ∈ US :∑4

i=1 ϑ (s, u) (ei ⊗ σi) =
∑4

i=1 e
iθ(u)ei⊗σi =

∑4
i=1 (ρ ◦Υ (s) ei)⊗(χ (u)σi)

Let s=1 :
∑4

i=1 ϑ (1, u) (ei ⊗ σi) =
∑4

i=1 ei⊗(χ (u)σi) =
∑4

i=1 ei⊗eiθ(u)σi
⇒ ∀ψ ∈ F ⊗WS, ∀u ∈ US : χ (u)σi = eiθ(u)σi
So for each i (σi, χ|US

) is a linear representation of US , of complex dimen-
sion 1. (C, χ′ (1)) is a linear 1-dimensional representation of the Lie algebra of
US. The only compact groups with non trivial 1 dimensional representations
are abelian, so US is an abelian subgroup of U.

3) Any compact Lie group has abelian subgroups, which are tori. The
maximal tori are p dimensional with p=rank of U, all conjugated to each
others. One can always choose a basis in T1U such that the first p vectors−→
θj belong to a maximal torus of the algebra. They are orthonormal in the
hermitian, Ad invariant, scalar product on T c1U .

The irreducible representations (Wλ, χλ) of the compact group U are in-
dexed on the highest weight λ, The corresponding vector space Wλ contains
a vector σλ which is an eigen-vector of χλ (u) for any element of a maximal
torus US:

∀u ∈ US : χλ (u)σλ = eiλ(u)σλ, λ (u) ∈ R
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The other vectors of Wλ are generated as successive applications of some
elements of G. So these vectors σλ characterize distinct families of particles.

Any representation of U is the sum of irreducible representations, so W
has a collection of such vectors uλ.

4) For a particle belonging to a family one should expect that its tensor
state ψ is such that its physical components σλ stays within Wλ. But one
cannot exclude more complicated states, involving more than one family of
particles.

So the whole story is about the definition of irreducible representations
of compact groups, and finding, through experiments, the representations
which are found in the real world. This is at the foundation of gauge theories
of particles physics.

21 SYMMETRY BREAKDOWN

21.0.1 Principle

1) The invariance of the lagrangian implies that the potentials À must
factorize through the covariant derivative, or the curvature form for their
derivatives. In quantum theory of fields a particle - a boson - must be asso-
ciated to each field and therefore this boson must be massless, contradictory
to the experiments. Symmetry breakdown is first a mechanism to turn over
this issue, so far critical to the consistency of the standard model of particles.

2) The ”Higgs mechanism” can be summarized as follow (Bednyakov [2]).
The Euler Lagrange equations give only necessary conditions, and it could
happen that the solutions are not unique. This can be a mathematical arte-
fact but, in many physical situations, a system can possibly follow several
paths, and the actual choice depends on the initial conditions or an outside
action. In these cases it is logical to reparametrize the model, generally by
introducing discrepancy variables. In the Higgs mechanism it is the funda-
mental state, corresponding to the vacuum, which is assumed to offer several
paths (the vacuum state is degenerate). The most common explanation to
this phenomenon is cosmological : the specificities of the present vacuum
would come from the initial conditions of the ”big bang”. Some kinds of
particles would have been privileged, and the situation hereafter would have

169



been frozen, as if a phase transition had occured. Thus to account for this
specific initial values conditions, one proceeds to a change of variables, ev-
idencing the discrepancy with the actual vacuum. The new variables take
the form of fields (Goldstone bosons and Higgs field) which interact with the
existing matter and fields and give a mass to some bosons. This correction to
the gauge model is phenomenological : we see one privileged solution among
others, and the basic theory cannot forecast which one the system takes, so
additional variables are needed, that only experiments can fixed.

3) In particle physics all this happens in the framework of quantum the-
ory of fields, but the breakdown of symmetry is actually a fairly common
phenomenon, met in classical situations, such as ferromagnetism or phase
transition, and therefore it is in the scope of classical field theory. In the
general picture used here:

a) H is a subgroup of the group U of ”internal symmetries” (the kinematic
part is not involved here). A member of U can be written as u = xh with
x ∈ X = U/H. The quotient space X acts as an intermediary level in the
gauge group and there is a fiber bundle XM over M modelled on U/H.

b) The system is still modelled as previously but there is some ”funda-
mental state” of the universe, pre-existing to any system, and characterized
by a section κ (m) of the fiber bundle XM , similar to the ”Higgs field”. This
field interacts with the force fields (other than gravitation) and therefore
constrains their value and conversely this interaction fixes κ. A transition
phase has occurred.

c) Therefore the gauge group is reduced in that the only visible gauge
transformations are those in the equivalence class of κ, that is of the form
u = xh, with H as apparent gauge group : the action of U is ”hidden” by
the Higgs field. The states ψ are still described in a fiber bundle associated
to U, and the principle of least action still stands, but one has to account for
the pre-existing Higgs field κ

So, this is not simple...I found it better to proceed step by step, and
use long but basic mathematical developments than to race through highly
specialized short-cuts. We have to address successively the additional math-
ematical structures for U, the fiber bundle UM , the connection A , and the
fiber bundle of fields.
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21.0.2 The fiber bundle U

The basic rule is that any element in U can be written as : u = Λ (x, h)
where x ∈ U/H, h ∈ H

1) H is assumed to be a closed non discret subgroup of U, it is therefore a
compact Lie group. The quotient space X=U/H (called homogeneous space)
is defined by the equivalence relation :

x ∼ y ∈ U ⇔ ∃h ∈ H : x = yh⇔ y−1x ∈ H

2) Under this assumption U is a principal fiber bundle over U/H of group
H (Kolar [ ] 10.5) which implies :

a) U/H is a smooth metrisable manifold
b) There is a projection πH : U → U/H such that ∀s ∼ s′ ∈ U : ∀u ∈ U :

πH(us) = πH(us
′) and therefore :

h ∈ H : πH (h) = πH (1U) = πH (1H)

πH is onto : ∀ξx ∈ TxU/H, ∃
−→
θ ∈ T1U : π′

H (x)
−→
θ = ξx

c) There is an open cover (Ui) of U and trivializations :
Λi : π

−1
H (Ui) × H → U :: Λi (x, h) ∈ U with the usual right action of H

on U :Λi (x, h)× h′ = Λi (x, hh
′)

The trivializations are defined by the values Λi (x, 1)
d) The fundamental vectors Λ′

h(x, h)R
′
h (1) ξ

h, ξh ∈ T1H are the genera-
tors of the vertical space isomorphic to T1H and:

π′
H (Λi (x, h)) Λ

′
ih(x, h)R

′
h (1) ξ

h = 0
πH (Λi (x, h)) = x⇒ π′

H (Λi (x, h)) Λ
′
ix(x, h)ξ

x = ξx

e) There is a left action of U on U/H which is denoted λ (u, x) :
πH (s) = x : λ (u, x) = πH (us) ⇔ λ (u, πH (s)) = πH (us)

2) In the standard model U is the direct product of the compact groups
U = SU(3)× SU(2)× U (1) and H is the projection of U on SU(2)xU(1) or
U(1). Without being too specific but with the purpose to be simple we will
assume the following:

a) T1U = h0 ⊕ l0 with h0 a r dimensional sub-algebra and l0 a m-r vector

subspace. The basis of T1U is comprised of r vectors
−→
θ a ∈ h0 (a=1..r) and

m-r vectors
−→
θ a ∈ l0 (a=r+1...m)

b) h0 is the Lie algebra of the compact subgroup H, which is generated

by exp
(∑r

a=1 r
a−→θ a

)
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c) The map : H × l0 → U :: u = exp l × h is a diffeomorphism. One
can identify x with Λ (x, 1) ,X=U/H with a subset of U : X = U/H =
{exp l, l ∈ l0} and Λ(x, h) = Λ (exp l, h) = (exp l) h . The fiber bundle
U (X,H, πH) is trivial.

d) The bracket on T1G is such as : [h0, h0] ⊂ h0, [l0, l0] ⊂ h0, [h0, l0] ⊂ l0
e) There is a bilinear symmetric scalar form on T1U, invariant by the

adjoint operator, for which the subspaces h0, l0 are oorthogonal, and positive
definite on T1H.

These conditions are met if U and H are linked in a Cartan decomposition
(Knapp [ ] 6.31). All semi-simple Lie groups have such decompositions. The
conditions d) and e) will not be used in the following but are part of the
definition of a Cartan decomposition.

Remark : property c is usually written as: u = h exp l. Both formulations
are equivalent.
Proof. Indeed :

Adh (h0) ⊂ h0 because h0 is the Lie algebra of H, h0 is Adh invariant, so
is its orthogonal complement l0.

Thus: ∀h ∈ H, l ∈ l0, ∃l′ ∈ l0 : Adhl = l′ ⇒ expAdhl = h (exp l) h−1 =
exp l′ ⇒ exp (−r) exp l′ exp r = exp l

u = exp r exp l = exp r exp (−r) exp l′ exp r = exp l′ exp r�

21.0.3 Principal fiber bundles on M

The splitting U/H, H is prolonged in the principal fiber bundles on M. The
principal fiber bundle UM → M split in : XM → M corresponding to U/H

and ŨM → XM corresponding to H. The splitting is attributable to the Higgs
field, materialized by a section κ on XM .

1) We still have the same principal fiber bundle UM base M, group U, with
the projection π : UM → M , and the trivializations on an open cover:
ϕUi : π

−1 (UMi)×U → UM :: p = ϕUi (m, u) and we denote p̂i = ϕUi (m, 1),so
p = uip̂i = p̂iui

As a manifold UM has charts deduced from ϕUi (m,Λ (x, h)) = p and one
can construct additional structures.

2) The associated fiber bundle XM = UM ×U X with typical fiber X=U/H
associated with UM through the U action :

(UM ×X)×G→ (UM ×X) :: (p, x)× u → (pu−1, λ (u, x))
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XM is a U-fiber bundle (but not a principal fiber bundle), with base M,
trivializations:

π−1 (UMi)× U/H → XM : ϕXi (m, x) = ϕUi (m,Λ (x, 1))
and U left action : u× ϕXi (m, x) = ϕXi (m, λ (u, x))
With a Cartan decomposition XM can be seen as a sub-bundle, embedded

in UM : ϕUi (m, exp l)
A section onXM is a map : χ (m) = ϕXi (m,κ (m)) = ϕUi (m,Λ (x (m) , 1))

.The Higgs fields are such sections :they fix the state of the vacuum, which is
characterized by an equivalence class of U/H. With the Cartan decomposition
: χ (m) = ϕUi (m, exp l (m)) where l :M → l0

3) UM is endowed with the principal fiber bundle structure ŨM with base
XM , group H and :

projection : π̃ (ϕiU (m, u)) = ϕiX (m, πH (u))
open cover : XMi = UMi ∩XM

trivializations : ϕ̃Ui : XMi ×H → UM :: ϕ̃Ui (q, h) = qh
⇔ ϕ̃Ui (ϕUi (m,Λ (x, 1)) , h) = ϕUi (m,Λ (x, h))
H action : h× p = h× ϕ̃Ui (q, h

′) = ϕUi (π (p) ,Λ(x, hh
′))

A section on ŨM is : s = ϕ̃U (q, hs (q))

One has a 2-levels composite fiber bundle : UM ≡ ŨM
H→ XM

U→M

4) The composition of a section κ on XM and a section s on ŨM is a section

S on UM . Conversely a section s on ŨM has for image s(XM) a sub-manifold
embedded in UM . Any section S in UM is the composite of κ (m) = π̃ (S (m))

on XM and a section s on ŨM : M
κ→ XM

s→ UM : S (m) = s ◦ κ (m).
Remember that the physical characteristics σ are sections of UM . They are
now defined in two steps : the first with κ, the second with H.

A local gauge transformation is given either by a section on UM or by the
composite:

S (m) = s ◦ κ (m) = ϕ̃U (κ (m) , hs (m)) ; π̃ (S (m)) = κ (m)
With Cartan decomposition : S (m) = ϕU (m, exp l (m) exp r (m))

5) There is a bijection between the principal bundle structures HM with
base M and group H on one hand, and the global sections κ (m) on XM

(Kolār [14] 10.13) : κ = ϕX (m, x (m)). The trivialization is : ϕH (m, h) =
ϕ̃U (κ (m) , h) = ϕU (m,Λ(x (m) , h)) . With Cartan decomposition : κ =
ϕG (m, exp l (m)) → ϕH (m, h) = ϕU (m, exp l (m)× h) .
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Such HM fiber bundles are not necessarily isomorphic. So its definition
requires both UM and χ.

21.0.4 The induced connections

A connection is a projection from the tangent space on the vertical space.
The tangent space of UM splits and a connection A induces a connection on
XM , but it induces a connection on HM iff ∇κ = 0. Let us first define the
tangent spaces.

1)

a) The tangent space of U → U/H can be defined through the trivial-
ization :(

ξx, ξh
)
∈ TxX × ThH → −→

ξ u = Λ′ (x, h)
(
ξx, ξh

)
∈ TuU,−→

ξ u = Λ′
x (x, h) ξ

x + Λ′
h (x, h) ξ

h = (R′
hx) ξ

x + (L′
xh) ξ

h ⇔ Λ′
h (x, h) =

L′
xh; Λ

′
x (x, h) = R′

hx
X=U/H can be identified with a subset of U, so the tangent space TuU

splits :
TuU = {L′

uT1U} = {R′
uT1U} Notice that the map works on right and

left, we will need both−→
θ h =

∑r
a=1 l

aθ̂a ∈ h0 → ξh = (L′
h1)

−→
θ h,−→

θ l =
∑m

a=r+1 l
aθ̂a ∈ l0 → ξx = (R′

x1)
−→
θ l,

−→
ξ u = (R′

hx) (R
′
x1)

−→
θ l + (L′

xh) (L
′
h1)

−→
θ h = R′

u1
−→
θ l + L′

u1
−→
θ h

−→
ξ u = L′

u1
−→
θ ′ = R′

u1
−→
θ ” ⇒ −→

θ ” = R′
u−1 (u)L′

u1
−→
θ ′ = Adu

−→
θ ′

The vectors (L′
u1)

−→
θ h,

−→
θ h ∈ l0 are the generators of the vertical space :

π′
H (u) (L′

u1)
−→
θ h = 0

π′
H (u)

−→
ξ u = R′

u1
−→
θ l

and we have λ (u, x) = πH (ux) ⇒
λ′u (u, x) ξ

u + λ′x (u, x) ξ
x = π′

H (ux) (R′
xuξ

u + L′
uxξ

x)
λ′u (u, x) = π′

H (ux)R′
xu;

λ′x (u, x) = π′
H (ux)L′

ux

b) The tangent space TpUM can be defined by :
(ξm, ξu) ∈ TmM × TuU → ξp = ϕ′

iUm (m, u) ξm + ϕ′
iUu (m, u) ξ

u,
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The vertical space splits : ϕ′
iUu (m, u) ξ

u = ϕ′
iUu (m, u)R

′
u1
−→
θ l+ϕ′

iUu (m, u)L
′
u1
−→
θ h

and we have the basis :
a=1,..r : δa (p) = ϕ′

iUu (m, u)L
′
u1
−→
θ a

a=r+1,...m: δa (p) = ϕ′
iUu (m, u)R

′
u1
−→
θ a

c) The tangent space TqXM can be defined by :
q = ϕiX (m, x) = ϕiU (m,Λ (x, 1))

ξq = ϕ′
iX (m, x) (ξm, ξx) = ϕ′

iUm (m,Λ (x, 1)) ξm + ϕ′
iUu (m, u)R

′
x1
−→
θ l

the vertical space isomorphic to TxX is generated by : ϕ′
iUu (m, u)R

′
x1
−→
θ l

d) The tangent space TqŨM can be defined by :
q = ϕ̃iU (ϕiU (m,Λ (x, 1)) , h) = ϕiU (m,Λ (x, h))(
ξm, ξx, ξh

)
∈ TmM × TxX × ThH

→ ξq = ϕ′
iUm (m,Λ (x, 1)) ξm+ϕ′

iUu (m,Λ (x, 1))
(
Λ′
x (x, h) ξ

x + Λ′
h (x, h) ξ

h
)

= ϕ′
Um (m,Λ (x, 1)) ξm+ϕ′

Uu (m,Λ (x, 1))R′
hxξ

x+ϕ′
Uu (m,Λ (x, 1))L′

xhξ
h

= ϕ′
Um (m,Λ (x, 1)) ξm+ϕ′

Uu (m,Λ (x, 1))R′
xh1

−→
θ l+ϕ′

Uu (m,Λ (x, 1))L′
xh1

−→
θ h

So it can be identified with TΛ(x,h)UM but the vertical space is generated

here by ϕ′
Uu (m,Λ (x, 1))L′

xh1
−→
θ h.

e) The tangent space TqHM with the section χ ∈ Λ0Xv can be defined
by :

q = ϕH (m, h) = ϕUi (m,Λ(x (m) , h))(
ξm, ξh

)
∈ TmM × ThH → ξq = ϕ′

Hm (m, h) ξm + ϕ′
Hh (m, h) ξ

h

ξq = ϕ′
Um (m,Λ(κ (m) , h)) ξm

+ϕ′
Uu (m,Λ(κ (m) , h))

(
Λ′
x(κ (m) , h)κ′ (m) ξm + Λ′

h(κ (m) , h)ξh
)

= (ϕ′
Um (m,Λ(κ (m) , h)) + ϕ′

Uu (m,Λ(κ (m) , h)) (R′
hκ)κ

′ (m)) ξm

+ϕ′
Uu (m,Λ(κ (m) , h))

(
L′
κ(m)h

)
ξh

ϕ′
Hh (m, h) ξ

h = ϕ′
Uu (m,Λ(κ (m) , h))

(
L′
κ(m)h

)
ξh

The vertical space is generated by:

ϕ′
Hh (m, h) ξ

h = ϕ′
Uu (m,Λ(κ (m) , h))

(
L′
κ(m)h1

)−→
θ h

2)

175



a) We assume as above that there is a principal connection A on UM

with one-form
̂̀
A (p) =

∑
aα
̂̀
A
a

α (p) dx
α⊗−→

θ a and potential À (m) =
̂̀
A (ϕU (m, 1U)) .

̂̀
A (ϕG (m, u)) = Adu−1À (m)

ϕ∗
UA (p) (ξm, ξu) = ϕ′

Uu(m, u)
(
ξu +R′

u (1) À (m) ξm
)

It splits along the two subspaces h0, l0:

ξu = R′
u1
−→
θ l + L′

u1
−→
θ h

À (m)

=
∑

α

∑r
a=1 À

a
α (m) dxα ⊗−→

θ a +
∑

α

∑m
a=r+1 À

a
α (m) dxα ⊗−→

θ a

= Àh + Àl
ϕ∗
UA (p)

(
ξm, (R′

u1)
−→
θ l + (L′

u1)
−→
θ h
)

= ϕ′
Uu(m, u)

(
(R′

u1)
(−→
θ l + Àlξ

m
)
+ (L′

u1)
(−→
θ h + Àhξ

m
))

b) A induces the linear (not equivariant) connection Γ on the associ-
ated fiber bundle XM :

ϕ∗
XΓ (q) (ξm, ξx) = ϕ′

Uu (m,Λ (x, 1))
(
ξx + λ′u(1, x)À (m) ξm

)

With λ′u(1, x) = π′
H (x)R′

x1 ∈ L (T1U ;TxX)
λ′u(1, x)À (m) ξm

= π′
H (x) (R′

x1)
(∑

α

∑m
a=1 À

a
αξ

m,α
)

= (R′
x1)
(∑

α

∑m
a=r+1 À

a
αξ

m,α
)

that is : Γ (q) = (R′
x1)
∑m

a=r+1 À
a
α (m)

−→
θ a ⊗ dxα

The covariant derivative of a section κ = ϕX (m, x (m)) is :

∇Xκ = κ∗Γ (q) = ϕ′
Uu (m,Λ (x, 1))

(
dx
dm

+ λ′u(1, x (m))À (m)
)

c) A connection ΓH on HM is a projection on the vertical space isomor-
phic to ThH :

q = ϕH (m, h) = ϕU (m,Λ(x (m) , h))
ϕ∗
HΓH (q)

(
ξm, ξh

)
= ϕ′

Hh (m, h)
(
ξh + ΓH (q) ξm

)
,ΓH (q) ∈ Λ (TmM ;ThH)

It is principal iff : ΓH (ϕH (m, h)) = Adh−1ΓH (ϕH (m, 1)) = Adh−1ΓH (ϕU (m,κ (m)))
that is ΓH (q) ξq = ϕ′

Hh (m, h)
(
ξh + (R′

h1) ΓH (χ) ξm
)

A connection A induces a principal connection on HM iff ∇Xκ = 0
Proof. :

κ (m) = Λ (κ (m) , 1) , u = Λ (κ (m) , h) , p = ϕUi (m, u)
ξq = ϕ′

Hm (m, h) ξm + ϕ′
Hh (m, h) ξ

h
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= (ϕ′
Um (m, u) + ϕ′

Uu (m, u) (R
′
hκ)κ

′ (m)) ξm + ϕ′
Uu (m, u)

(
L′
κ(m)h

)
ξh

ξq ∈ TpUM so one can compute :
ϕ∗
UA (p)

(
ξm, (R′

hκ)κ
′ξm + (L′

κh) ξ
h
)

= ϕ′
Uu(m, u)

(
(R′

hκ)κ
′ξm + (L′

κh) ξ
h + (R′

u1) À (m) ξm
)

(R′
u1) À (m) ξm = (R′

hκ) (R
′
κ1) À (m) ξm

(R′
κ1) À (m) ξm ∈ TκU

⇒ ∃−→θ h,
−→
θ l : (R′

κ1) À (m) ξm = R′
κ1

−→
θ l + L′

κ1
−→
θ h

π′
H (κ) (R′

κ1) À (m) ξm = π′
H (κ)R′

κ1
−→
θ l + π′

H (κ)L′
κ1

−→
θ h = R′

κ1
−→
θ l

but λ′u (1,κ) = π′
H (κ)R′

x1 so one can write:

R′
κ1

−→
θ l = λ′g (1,κ) À (m) ξm ⇒ L′

κ1
−→
θ h = (R′

κ1) À (m) ξm−λ′g (1,κ) À (m) ξm
−→
θ h =

(
L′
κ−1κ

) (
(R′

κ1)− λ′g (1,κ)
)
À (m) ξm

−→
θ h is a linear function of ξm, which does not depend on h (but on κ).
Let us define :
ΓH (ϕH (m, 1)) : TmM → T1H :: ΓH (χ (m)) =

(
L′
κ−1κ

) (
(R′

κ1)− λ′g (1,κ)
)
À (m)

(R′
u1) À (m) ξm = (R′

hκ) (R
′
κ1) À (m) ξm = (R′

hκ)
(
λ′u (1,κ) À (m) + (L′

κ1) ΓH (χ)
)
ξm

and going back to :
ϕ∗
UA (p)

(
ξm, (R′

hκ)κ
′ξm + (L′

κh) ξ
h
)

= ϕ′
Uu(m, u)

(
(R′

hκ)κ
′ξm + (L′

κh) ξ
h + (R′

hκ)
(
λ′u (1,κ) À (m) + (L′

κ1) ΓH (χ)
)
ξm
)

= ϕ′
Uu(m, u)

(
(R′

hκ)
(
κ′ + λ′u (1,κ) À (m)

)
ξm
)

+ϕ′
Uu(m, u)

(
(L′

κh) ξ
h + (R′

hκ) (L
′
κ1) ΓH (χ) ξm

)

ϕ′
Uu (m,κ)

(
κ′ + λ′u(1, x (m))À (m)

)
ξm =

(
∇Xκ

)
ξm

(
(L′

κh) ξ
h + (R′

hκ) (L
′
κ1) ΓH (χ) ξm

)
= (L′

κh)
(
ξh +R′

h(1)ΓH (χ) ξm
)

with : R′
h (κ) = R′

κh (1)R
′
κ−1 (κ) = L′

κh (1)Ad(κh)−1R′
κ−1 (κ)

= L′
g (1)Adh−1Adκ−1R′

κ−1 (κ) = L′
u (1)L

′
h−1(h)R′

h(1)L
′
κ−1(κ)R′

κ(1)R
′
κ−1 (κ)

= L′
κ (h)R

′
h(1)L

′
κ−1(κ)

ϕ′
Uu(m, u) (L

′
κh)

(
ξh +R′

h(1)ΓH (χ) ξm
)
= ϕ′

Hh (m, h)
(
ξh +R′

h(1)ΓH (χ) ξm
)

ϕ∗
UA (p)

(
ξm, (R′

hκ)κ
′ξm + (L′

κh) ξ
h
)

=
(
∇Xκ

)
ξm + ϕ′

Hh (m, h)
(
ξh +R′

h(1)ΓH (χ) ξm
)

If
(
∇Xκ

)
= 0 then we have the principal connection

ϕ′
Hh (m, h)

(
ξh +R′

h(1)ΓH (χ) ξm
)

This condition is also necessary (Giachetta [5] 5.10.5).�
The potential of ΓH is :
ΓH (χ (m)) =

(
L′
κ−1κ

)
((R′

κ1)− λ′u (1,κ)) À (m)
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= Adκ−1À (m)−
(
L′
κ−1κ

)
R′
x1
(∑

α

∑m
a=r+1 À

a
α

−→
θ a ⊗ dxα

)

ΓH (χ (m)) = Adκ−1

(∑
α

∑r
a=1 À

a
α

−→
θ a ⊗ dxα

)

3) The condition ∇Xκ = 0 reads :
dx
dm

+ λ′u(1, x (m))À (m) = 0

⇒ dx
dm

= −
(
R′
x(m)1

)(∑
α

∑m
a=r+1 À

a
α

−→
θ a ⊗ dxα

)

With κ (m) = exp l (m) the first step to solve the problem is to find a
map l :M → l0 such that :(

d
dl
exp l

)
dl
dm

= −R′
x(m)1

(∑
α

∑m
a=r+1 À

a
α

−→
θ a ⊗ dxα

)

Using the derivative of exp (Duistermaat [4] 1.5):(
d
dl
exp l

)
dl
dm

=
(
R′
x(m)1

)(∫ 1

0
eτadl(m)dζ

)
dl
dm

= −R′
x(m)1

(∑
α

∑m
a=r+1 À

a
α

−→
θ a ⊗ dxα

)

So the map l(m) is solution of the equation :

(∫ 1

0

eτadl(m)dτ

)
dl

dm
= −

∑

α

m∑

a=r+1

Àaα
−→
θ a ⊗ dxα (114)

The map
−→
θ →

∫ 1

0
eτad

−→
θ dτ is inversible if ad(

−→
θ ) is inversible. It is in-

versible and analytic in a neighbourood of 0 and its inverse is :
∑∞

k=0
Bk

k!

(
ad

−→
θ
)k

where Bk are the Bernouilli numbers.
∫ 1

0
eτadldτ =

∑∞
k=0

∫ 1

0
1
k!
τk (adl (m))k dτ =

∑∞
k=0

(∫ 1

0
τkdτ

)
1
k!
(adl (m))k =

∑∞
k=1

1
k!
(adl (m))k−1

(∫ 1

0
eτadl(m)dτ

)
dl
dm

=
∑∞

k=0
1
k!

1
k
d
dm

(adl (m))k = d
dm

(∑∞
k=1

1
k!

1
k
(adl (m))k

)

Thus : d
dξα α

(∑∞
k=1

1
k!

1
k
(adl (m))k

)
= −

∑m
a=r+1 À

a
α

−→
θ a

21.0.5 The Higgs mechanism

1) As previously the physical characteristics of particles are modelled in a
representation (W,χ) of U and the associated vector bundle WU = UM ×UW
. The restriction (W,χ) to H is a representation of H. With a global section χ
on XM one has a principal fiber bundle HM and the associated vector bundle
WH = HM ×H W which is the restriction of WU to H.
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2) The forces fields are principal connections (G,A) on QM . A induces a
connection Γ on XM and a principal connection ΓH on HM iff ∇Xκ = 0.

3) The lagrangians are the same.

4) We add the variable χ (m) = ϕG (m,κ (m)) to characterize the vacuum.
κ (m) is valued in X=U/H and with Cartan decomposition κ(m) = exp l(m)
where l : M → l0 . The fields act on χ through the covariant derivative
∇Xχ = dx

dm
+ λ′g(1U , x)À (m)

5) The principle of least action works in two steps :
- at the XM level (the vacuum) : the force fields (other than gravitation)

interact with the Higgs field and fix a section χ such that ∇Xχ = 0. This

fixes the components a=r+1 to m of À by :
∑m

a=r+1 À
a−→θ a = −R′

κ−1 (κ)
dκ
dm

- at the HM level (the system) : χ being fixed the gauge group is reduced,
the fields act with the particles through ΓH . The Lagrange equations fix the
r first components of À.

This is equivalent to change the variables, and replace
(
Àa
)m
a=r+1

by dκ
dm

in the lagrangian. Thus one introduces m-r ”bosons” which, besides the
fermions in the Noether currents can get a mass.

6) In the standard model the Higgs mechanism is more complicated, but
the scheme presented above shows the key ingredient of symmetry breakdown
: a structure of the vacuum more complex than expected.

7) This mechanism has been brought up for gravitation : the SO(3,1) struc-
ture would come from a more general GL(4) structure (Sardanaschvily [23])
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Part VI

APPLICATIONS

22 GENERAL RELATIVITY

1) The well known Einstein equation can be deduced by the principle of
least action from a very general lagrangian. Let be :

L =
(
L2 (g, z

i, ziα) + aG

(∑
αβ g

αβRicαβ + Λ
))√

|det g|
The key points are :
a) the metric g is in L2 but not its derivatives, the other variables zi are

not involved here
b) the gravitation / gravitation interaction is modelled by the Palatini

action (the cosmological constant Λ is not significant here). We have seen
that in a gravitational field theory based on the metric and the Lévy-Civita
connection this choice is quite mandatory.

The functional derivative with respect to gαβ gives :
δS
δgαβ =

(
∂L2

∂gαβ + aG
∂

∂gαβ

(
gαβRicαβ + Λ

))√
|det g|

+
(
L2 + aG

(
gαβRαβ + Λ

))
∂

∂gαβ

√
|det g|

∂
∂gαβ

√
|det g| = ∂

∂gαβ (− det |g−1|)−1/2

= 1
2
(− det g−1)

−3/2 ∂
∂gαβ (det g

−1)

= 1
2
(− det g−1)

−3/2
gβα det g

−1 = −1
2
gβα
√

det |g|
(notice that the indexes are reversed)
δS
δgαβ =

((
∂L2

∂gαβ + aGRicαβ

)
− 1

2
gβα
(
L2 + aG

(
gαβRαβ + Λ

)))√
|det g|

And we get the equation :(
∂L2

∂gαβ + aGRicαβ

)
= 1

2
gαβ
(
L2 + aG

(
gλµRλµ + Λ

))

aG
(
Rαβ − 1

2
gαβ
(
gλµRλµ + Λ

))
= − ∂L2

∂gαβ + 1
2
gαβL2

Or with : S2 =
∫
Ω
L2

√
|det g|̟0

δS2

δgαβ =
(
∂L2

∂gαβ − 1
2
gαβL2

)√
|det g|

we have the Einstein equation :

Ricαβ −
1

2
gαβ (R + Λ) = − 1

aG
√
|det g|

δS2

δgαβ
(115)

180



The quantity Tαβ = − 1

aG
√

|det g|

δS2

δgab
is the ”stress energy” tensor. It de-

pends on the system and its specification is based on phenomenological as-
sumptions about the distribution of matter and its velocity, and the other
fields. It should be a symmetric 2-covariant tensor. The Einstein equation
implies ∇αTαβ = 0. Then particles usually follow geodesics (Wald [29] p73).
This equation is local and in the vacuum Tαβ = 0.

2) Our model does not use the Lévy-Civita tensor and g is not a variable,
but is actually present, and the gravitational fields interaction is the same.
So one can compute the stress energy tensor. However some adjustments are
necessary :

a) replace g where it is actually used, meaning in the Dirac operator and
the scalar product 〈FA,FA〉 :

Dψ =
∑

αij (∇αψ
ij)
∑

βl g
αβO′ (m)lβ (ρ ◦Υ (εl) (ei)) (m)⊗ fj (m)

=
∑

αij (∇αψ
ij)
∑

βl g
αβO′ (m)lβ

(
i [γ0]

p
i +

∑3
l=1 [γl]

p
i

)
ep (m)⊗ fj (m)

We keep : γ0 = −iγ0; r = 1, 2, 3 : γr = γr
Dψ =

∑
αij (∇αψ

ij)
∑

βl g
αβO′r

β

∑3
r=0 η

rr [γr]pi ep (m)⊗ fj (m)

[Dψ] =
∑

αβr g
αβO′r

β η
rr [γr] [∇αψ]

aF 〈FA,FA〉 = aF
1
2

∑
a

∑
αβλµ g

αλgβµFa

AαβFa
Aλµ

b) In the model g is computed from O and automatically symmetric.
Rather than using a constraint it is simpler to take gαβ and gβα as distincts
variables and replace gαβ with 1

2
(gαβ + gβα)

c) The Ricci tensor is symmetric only if g is symmetric, so one takes :

Ricαβ =
∑

ijγ [FBαγ ]
i
j O

γ
i O

′j
β → 1

2

∑
ijγ

(
[FGαγ ]

i
j O

′j
β + [FGβγ]

i
j O

′j
α

)
Oγ
i

R = 1
4

∑
ijγ

(
gαβ + gβα

) (
[FGαγ]

i
j O

′j
β + [FGβγ]

i
j O

′j
α

)
Oγ
i

d) With these adjusments the lagrangian becomes :

LM = NaM 〈ψ, ψ〉+NaI Im
〈
ψ, 1

2

∑
λµr

(
gλµ + gµλ

)
O′r
µ η

rr [γr] [∇λψ]
〉

+NaD
∑

λ

〈
ψ, V λ∇λψ

〉√
|det g|

LF = {1
8
aF
∑

a

∑
λµσθ

(
gλσ + gσλ

) (
gµθ + gθµ

)
Fa

AλµFa
Aσθ

+1
4
aG
∑

λµijγ

(
gλµ + gµλ

) (
[FGλγ]

i
j O

′j
µ + [FGµγ]

i
j O

′j
λ

)
Oγ
i }
√

|det g|
and L2 = LM + 1

8
aF
∑

a

∑
λµσθ

(
gλσ + gσλ

) (
gµθ + gθµ

)
Fa

AλµFa
Aσθ

3) The functional derivatives read :
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δS2

δgαβ =
∂L2

√
|det g|

∂gαβ =
(
∂L2

∂gαβ − 1
2
gβαL2

)√
|det g|

δS2

δgβα =
∂L2

√
|det g|

∂gβα =
(
∂L2

∂gβα − 1
2
gαβL2

)√
|det g|

∂L2

∂gαβ = NaI
1
2

∑
λµr

(
δαλδ

β
µ + δαµδ

β
λ

)
O′r
µ η

rr Im 〈ψ, [γr] [∇λψ]〉

+1
8
aF
∑

a

∑
λµσθ

((
δαλδ

β
σ + δασδ

β
λ

) (
gµθ + gθµ

)
+
(
gλσ + gσλ

) (
δαµδ

β
θ + δαθ δ

β
µ

))
Fa

AλµFa
Aσθ

∂L2

∂gαβ = NaI
1
2

∑
r η

rr
(
O′r
β Im 〈ψ, [γr] [∇αψ]〉+O′r

α Im 〈ψ, [γr] [∇βψ]〉
)

+1
4
aF
∑

aλµ

(
Fa

AαλFa
Aβµ + Fa

AβλFa
Aαµ

) (
gλµ + gµλ

)

and
∂L2

∂gβα = NaI
1
2

∑
r η

rr
(
O′r
α Im 〈ψ, [γr] [∇βψ]〉+O′r

β Im 〈ψ, [γr] [∇αψ]〉
)

+1
4
aF
∑

aλµ

(
Fa

AβλFa
Aαµ + Fa

AαλFa
Aβµ

) (
gλµ + gµλ

)
= ∂L2

∂gαβ

4) δS2

δgαβ − δS2

δgβα = 1
2
(gαβ − gβα)L2

√
|det g|

S2 is symmetric with respect to gαβ, gβα so gαβ = gβα
1√
|det g|

δS2

δgαβ = NaI
1
2

∑
r η

rr
(
O′r
α Im 〈ψ, [γr] [∇βψ]〉+O′r

β Im 〈ψ, [γr] [∇αψ]〉
)

+1
2
aF
∑

λµ ((FAβλ,FAαµ) + (FAαλ,FAβµ)) g
λµ−1

2
gαβ

(
LM + 1

2
aF
∑

λµ

(
FAλµ,Fλµ

A

))

Tαβ = 1
2
gαβ

(
1
aG
L− R

)
−N aI

aG

1
2

∑
r η

rr
(
O′r
α Im 〈ψ, [γr] [∇βψ]〉+O′r

β Im 〈ψ, [γr] [∇αψ]〉
)

−1
2
aF
aG

∑
aλµ ((FAβλ,FAαµ) + (FAαλ,FAβµ)) g

λµ

The tensor is symmetric with respect to α, β
With O′r

α = gαγη
rqOγ

q , O
′r
β = gβγη

rqOγ
q∑

r η
rr
(
O′r
α Im 〈ψ, [γr] [∇βψ]〉+O′r

β Im 〈ψ, [γr] [∇αψ]〉
)

=
∑

rqγ

(
ηrrgαγη

rqOγ
q Im 〈ψ, [γr] [∇βψ]〉+ ηrrgβγη

rqOγ
q Im 〈ψ, [γr] [∇αψ]〉

)

=
∑

γq O
γ
q (gαγ Im 〈ψ, [γq] [∇βψ]〉+ gβγ Im 〈ψ, [γq] [∇αψ]〉)

gλµ ((FAβλ,FAαµ) + (FAαλ,FAβµ)) = 2gλµRe (FAαµ,FAβλ)

Tαβ = 1
2
gαβ

(
1
aG
L− R

)
− aF

aG

∑
λµ g

λµRe (FAαλ,FAβµ)

−1
2
aI
aG
V
∑

γq O
γ
q (gαγ Im 〈ψ, [γq] [∇βψ]〉+ gβγ Im 〈ψ, [γq] [∇αψ]〉)

5) With equation 97:
∀α, β : δαβL = NaI Im 〈ψ, γα∇βψ〉+ 2aF

∑
λRe

(
FAβλ,Fαλ

A

)

+2aG
∑

aλFa
Gβλ

(
Oα
qaO

λ
pa −Oα

paO
λ
qa

)

which is equivalent to :

∀q, β : LO′β
q = NaI Im 〈ψ, γq∇βψ〉+ 2aF

∑
λµO

′q
λ Re

(
FAβµ,Fλµ

A

)

+2aG
∑

aλFa
Gβλ

(
δqqaO

λ
pa − δqpaO

λ
qa

)
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NaI Im 〈ψ, γq∇βψ〉 = LO′q
β − 2aF

∑
λµO

′q
λ Re

(
FAβµ,Fλµ

A

)

−2aG
∑

aλ Fa
Gβλ

(
δqqaO

λ
pa − δqpaO

λ
qa

)

So :
NaI

∑
γq O

γ
q (gαγ Im 〈ψ, [γq] [∇βψ]〉+ gβγ Im 〈ψ, [γq] [∇αψ]〉)

=
∑

γq O
γ
q gαγ{LO′q

β − 2aF
∑

λµO
′q
λ Re

(
FAβµ,Fλµ

A

)

−2aG
∑

aλ Fa
Gβλ

(
δqqaO

λ
pa − δqpaO

λ
qa

)
}

+
∑

γq O
γ
q gβγ{LO′q

α − 2aF
∑

λµO
′q
λ Re

(
FAαµ,Fλµ

A

)

−2aG
∑

aλ Fa
Gαλ

(
δqqaO

λ
pa − δqpaO

λ
qa

)
}

= 2Lgαβ − 2aF
∑

λµ

(
gαλRe

(
FAβµ,Fλµ

A

)
+ gβλRe

(
FAαµ,Fλµ

A

))

−2aG
∑

aλµ

(
gαµFa

Gβλ + gβµFa
Gαλ

) (
Oµ
qaO

λ
pa − Oµ

paO
λ
qa

)

And the stress energy tensor reads:

Tαβ = 1
2
gαβ

(
1
aG
L− R

)
− aF

aG

∑
λµ g

λµRe (FAαλ,FAβµ)

−1
2

1
aG
{2Lgαβ − 2aF

∑
λµ

(
gαλRe

(
FAβµ,Fλµ

A

)
+ gβλRe

(
FAαµ,Fλµ

A

))

−2aG
∑

aλµ

(
gαµFa

Gβλ + gβµFa
Gαλ

) (
Oµ
qaO

λ
pa − Oµ

paO
λ
qa

)
}

Tαβ = −1
2
gαβ

1
aG
L

+aF
aG

∑
λµRe

(
gαλ

(
FAβµ,Fλµ

A

)
+ gβλ

(
FAαµ,Fλµ

A

)
− gλµ (FAαλ,FAβµ)

)

+
∑

aλµ

(
gαµFa

Gβλ + gβµFa
Gαλ +

1
2
gαβFa

Gλµ

) (
Oµ
qaO

λ
pa −Oµ

paO
λ
qa

)

with R = −
∑

a,αβ Fa
Gλµ

(
Oλ
paO

µ
qa −Oλ

qaO
µ
pa

)

23 ELECTROMAGNETISM

1) The group U is here U(1) = {z = exp iθ, θ ∈ R},an abelian group (so
the bracket is null) with algebra:

T1U(1) = iR ⇒ −→
θ 1 = i.

The complexified T1U(1)
c = C and the group U c = C.

The only irreducible representations are 1 complex dimensional :

W =
{
σ
−→
f , σ ∈ C

}
, χ (exp iθ)

−→
f = eiθ

−→
f

χ′ (1) = i = [θa] ; [θa]
t = [θa] = i = −

[
θa
]

The state tensor is the sum of 2 right and left components : ψ = ψR+ψL.
If each of these components is decomposable : ψ = φRσR+φLσL where φR, φL
are 2 complex dimensional vectors and σR, σL complex scalar functions.
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2) The moments are :
a)
a < 4 : Pa = Im ([φ∗

R] [σa] [φL] (σLσR))
a > 3 : Pa = −Re (([φ∗

R] [σa−3] [φL]) (σLσR))
b) Jr = −1

2

(
ηrr ([φ∗

R] [σa] [φR]) |σR|2 − ([φ∗
L] [σa] [φL]) |σL|2

)

c) 〈ψ, ψ〉 = −2 Im (([φR]
∗ [φL]) (σLσR))

d) ρ = −2 Im (([φ∗
R] [φL]) (σLσR)) = 〈ψ, ψ〉

e) [µR − µL]
r = ηrr ([φ∗

R] σr [φR]) |σR|2 − ([φ∗
L] σr [φL]) |σL|2 = −2Jr

3) The potential À is a 1-form over M valued in the complexified, so
À = Àαdx

α, Àα ∈ C.

The curvature 2-form FA = dÀ =
∑

{αβ}

(
∂αÀβ − ∂βÀα

)
dxα ∧ dxβ and

we have the first Maxwell equation : dFA = 0.
The equation 94 reads:

∀a, α : −N (aDV
αρ+ 2iaI

∑
rO

α
r Jr) detO

′ = 2aF
∑

β ∂β

(
Faαβ
A (detO′)

)

Taking the real and imaginary parts :

∀a, α : −aDN (V αρ) detO′ = 2aF
∑

β ∂β

(
ReFaαβ

A (detO′)
)

∀a, α : −aIN
∑

r O
α
r Jr detO

′ = aF
∑

β ∂β

(
ImFaαβ

A (detO′)
)

The 2nd Maxwell equation, without spin, is usually written in the General
Relativity picture :

∇βFAβα = −µ0Jα ⇔ µ0J
α
√
− det g =

∑
β ∂β

(
Fαβ
A

√
− det g

)

with the 4-vector current density Jα, which is for a particle ρ
∑
uα∂α with

the velocity measured with respect to the proper time of the particle. So we
are lead to identify the real part of the field with the ”usual” electromagnetic
field, ρ with the electromagnetic charge and the constants are such that :
µ0 =

aD
2aF

.
Here the electromagnetic field has a real and an imaginary part, the latter

acting on the magnetic moment which is parallel to the angular momentum
: −→µ =

∑
r [µA]

r ∂r = −2
∑

r Jr∂r.
Remark : it is common to have an the converse, with the ”real” electro-

magnetic field purely imaginary. The result here is the consequence of the
choice of the signature.

4) The Noether current reads here (equation 91) :
Y α
A = N (aD

∑
α V

αρa∂α − iaI
∑

r [µR − µL]
r
a ∂r)

= N (aD
∑

α V
αρ∂α − iaI

∑
r [µA]

r
a ∂r)
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because the bracket is null. So we have a global conservation of the flow
of current density and magnetic moment which are its real and imaginary
parts.

Furthermore equation 107 reads :
∑

α
d
dξα

((N detO′)V αρ) = 0 so the flow
of the charge current is conserved.

5) Within the same picture the moments for symmetric states would be:
a)
a < 4 : Pa = −ǫra (u2 + v2) Im (σLσR)
a > 3 : Pa = ǫra−3 (u

2 + v2) Re (σLσR)
b)
J0 = −1

2
(u2 + v2)

(
|σR|2 + |σL|2

)
; r > 0 : Jr =

1
2
(u2 + v2) ǫrr

(
|σR|2 − |σL|2

)

Jr = −1
2
(u2 + v2) ǫrr

(
ηrr |σR|2 − |σL|2

)
with r0 = ǫ

c) 〈ψ, ψ〉 = −2 (u2 + v2) Im (σLσR)
d) ρ = 2 (u2 + v2)Re

(
[σL] [i]

t [σR]
∗) = −2 (u2 + v2) Im (σLσR)

e) [µR − µL]
r = −2Jr

So the particle has a charge if Im (σLσR) 6= 0, this emphasizes the need
to use of the complexified of U(1) (with U(1) the charge would be null)
and of different functions for the right and the left side (we know that the
electromagnetic field is part of the larger electroweak field for which chirality
is crucial). The quantities (r1, r2, r3) give the spatial direction of both the
angular and the magnetic momentum. It is also the orientation of the would
be linear momentum, up to a sign. Equation 109 reads :

aD Im
〈
ψ, dψ

dξ0

〉
= 2 Im (σLσR)

(
aM + aD

∑
αa V

αRe Àα

)

+aD
∑

a V
αǫ
∑3

a=1 (ra (Im (σLσR)G
a
α − Re (σLσR)G

a+3
α ))

+aI
1
2
ǫ
(
ηjj |σR|2 − |σL|2

) (∑
αj

(
dN(detO′)Oα

j

N(detO′)dξα
+ 2

(
Im Àj

))
rj + ([r] [Gr])r

)

with (u2 + v2) = 1
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CONCLUSION

Let us sum up the main results :
1) It is possible to model a system with individually interacting particles,

with gravitation and other fields,using the modern concepts of physical theory
(Yan-Mills connections, fiber bundle, Clifford algebra), but standing in the
classical picture. The principle of least action can be implemented, and the
constraints on the lagrangian can be met.

2) It is possible to give a sensible description of gravitation in the general
connection and tetrad framework, without involving a metric. This opens
the path to more general solutions than the Lévy-Civita connection, that
would be required if, as it seems, the connection is not torsion free. Moreover
the calculations are manageable, and can give explicit solutions with respect
to natural variables (the structure coefficients).

3) In the simple model we have seen the crucial role of ”moments”, clearly
identified with respect to the state tensor and clearly related to basic physical
concepts. Noether currents supply the conservation equations useful to a
further study.

4) The framework used to describe particles and fields provides a good
basis to study symmetries, and give hints for a better understanding of some
”paradoxical quantum phenomenon”.

The main outcome of this paper is probably pedagogical, as it covers a
great deal of concepts in theoretical physics, using the tools of the trade. But
beyond this, several issues would be worth of further studies.

1) Is it possible to implement the machinery in the pure gravitational case
? So far General Relativity has suffered both from intractable calculations,
and the metric obsession. It would be immensely useful to have manageable
models, pertinent for the hottest topics such as the movements of large sys-
tems (galaxies notably) which are, after all, at the core of the ”dark matter
issue”.

2) That is good to be able to model the individual movements of particles,
but of course it is mostly theoretical. So the next step is to introduce some
probabilistic particles distributions, this should be easy using the initial state
represented by the f function. In the thermodynamic picture it would be of
great interest to find a link between the moments and the ”function of state”
of the whole system.
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3) If this construction makes any sense, does it provide us with a better
understanding of the fundations of quantum mechanics ? I think so, and it
will be the topic of a next paper.

Some last words on more technical issues :
1) Introduce the velocity in the lagrangian is possible, even in the General

Relativty picture, and probably mandatory. It clearly enhances the under-
standing of the interactions, showing the crucial and distinctive role of the
kinematic and dynamic parts. From this point of view the Dirac operator, as
essential as it is, is not enough as it emphasizes the first part. The solution
implemented here can certainly be improved.

2) Complex fields are mandatory, and they deserve the full treatment,
even if it is cumbersome. Any shortcut is hazardous.

3) The issue of the signature of the metric is still open...
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[14] I.Kolár, P.W.Michor, J.Slovàk Natural operations in differential ge-

ometry Spinger-Verlag (1993)
[15] D.Krupka Some geometric aspects of variational problems in fibered

manifolds Universita J.E.Purkyně v Brně (2001)
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