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Abstract—The core of the Optimized Link State Routing (OLSR)
protocol is the selection of Multipoint Relays (MPRs) as a flooding
mechanism for distributing control traffic messages. A node in
an OLSR network, selects its MPR set such that all two-hop
neighbors are reachable through, at least, one MPR. However,
if an MPR misbehaves during the execution of the protocol,
the connectivity of the network is compromised. Additional
coverage in the selection of the MPRs helps to mitigate the
effect of control traffic attacks. RFC3626 defines the selection
of MPRs with additional coverage. Nevertheless, the overhead
of the network increases due to the added number of control
traffic messages. In this paper, we propose an improved MPR
selection with additional coverage. Every node selects, if it is
possible, k + 1 disjoint MPR sets. The union of those sets, is
a k-robust-MPR set. Thus, given a node, alternative paths are
created to reach any destination two-hops away. We test both
approaches against two kinds of adversaries misbehaving during
the execution of the protocol. Our proposed MPR selection with
additional coverage mitigates the effect of control traffic attacks
by offering equivalent protection compared to the MPR selection
with extra coverage presented in RFC3626, but reducing the
overhead generated by redundant control information.

I. INTRODUCTION

The Optimized Link State Routing (OLSR) [4] protocol, is
a proactive link state routing protocol for Mobile Ad hoc
networks (MANETs). As many other routing protocols, OLSR
did not include security constrains in its original design.
The core of the protocol is the selection, by every node, of
Multipoint Relays (MPRs) among their one-hop symmetric
neighbors. The nodes selected as MPRs are responsible of
generating and forwarding control traffic messages and used
to form optimal routes from a given node to any destination
in the network. Thus, if an MPR fails or misbehaves sending
or forwarding control traffic information, the connectivity of
the network is compromised. The standard OLSR specification
(RFC3626, Section 20), enumerates security considerations for
confidentiality, integrity and interaction with external routing
domains, but does not include security measures. Our research
focus on mitigating control traffic attacks in OLSR.

Selecting the MPR sets as small as possible ensures that
the overhead of the protocol is kept at minimum. However,
adding extra coverage in the selection of the MPRs is an

alternative solution to mitigate the effect of control traffic at-
tacks. Additional MPR coverage, ensures that reachability for
a node is advertised by more nodes. The RFC3626 [4], Section
16, defines an MPR coverage parameter (MPR Coverage) to
specify by how many MPRs any strict two-hop node should
be covered. We present this approach in function k-covered-
MPR. Nevertheless, the overhead of the protocol increases
considerably due to excessive control traffic messages.

We propose function k-robust-MPR, in order to improve
the selection of MPRs with additional coverage. Thus every
node selects, when it is possible, k + 1 disjoint MPRs sets.
The union of the k+ 1 disjoint sets is a k-robust-MPR set, if
we remove a maximum of k elements from the MPR set of a
given node n, all nodes two hops away from node n are still
covered by the remaining elements in the k-robust-MPR set.
We tested the two functions under the presence of two types
of misbehaving nodes. One adversary interrupts the proper
flooding of the control traffic messages, and the second one,
generates them incorrectly. Our results show that our improved
MPR selection offers a better balance between the protection
against control traffic attacks and the overhead generated by
the increased number of messages.

A. Control Traffic Attacks to OLSR

The generation and exchange of critical information are im-
portant vulnerability targets. The control messages flood the
network to allow every node to create optimal paths to any
destination in the network. If a node misbehaves by generating
or forwarding incorrect control traffic information the integrity
of the network is compromised. During the execution of the
protocol, each node broadcasts Hello messages to advertise
their presence among their one-hop neighbors, to learn about
their two-hop neighbors and to select its MPRs. The MPRs
generate and retransmit Topology Control(TC) Messages. The
information from Hello and TC messages allows every node to
construct their routing tables. Thus, in an OLSR network, the
nodes have two principal tasks to perform [15]: (1) to generate
correctly routing information (i.e., Hello and TC messages),
and (2) to correctly relay traffic on behalf of other nodes in
the network.

A target of an attack can be that legitimate nodes never



receive correct control traffic messages or store incorrect infor-
mation to affect negatively the network topology. The attacks
at the routing level can be classified in two categories [6]:
incorrect traffic generation and incorrect traffic relaying.
• Incorrect traffic generation: a node misbehaves by gen-

erating incorrect Hello or TC messages under a false
identity or generating control traffic messages reporting
an incorrect set of links. An attacker can either hide valid
links or insert non-existing links. In all cases, the network
connectivity is disrupted.

• Incorrect traffic relaying: if a node decides to drop valid
packets, e.g., an MPR refuses to forward TC messages,
the network will experience a degradation of communi-
cation. Equally, an attacker misbehaves by resending old
valid control messages (not timestamped), or forwarding
altered control messages. The nodes in the network will
receive wrong information and update their routing tables
with stale information.

Additionally, two or more nodes can collude to perform an
attack. For instance, misbehaving nodes can establish invalid
links and replay valid information in different regions of an
OLSR network mounting a wormhole attack. This type of at-
tack is particularly severe, because it is difficult to detect even
in a network where security constraints (i.e., authentication,
integrity and confidentiality) are implemented.

B. Contributions of the Paper

In this paper, we propose an improved MPR selection with
additional coverage (cf., function k-robust-MPR) to mitigate
the effect of traffic control message attacks. We compare our
function against the MPR selection with additional coverage
(cf., function k-covered-MPR) proposed in the RFC3626.
We analyze the cost and benefit of functions k-covered-
MPR and k-robust-MPR for the selection of MPR with extra
coverage in the presence of misbehaving nodes in an OLSR
network. We also present the correctness of both functions
in Section IV-C. Our function k-robust-MPR, mitigates the
effect of the adversaries performing control traffic attacks and
affecting negatively the construction of the routing tables for
every node in an OLSR network. We also compare functions k-
covered-MPR and k-robust-MPR to measure the level of
mitigation against two types of adversaries. The experiments
show that it is possible to offer equivalent protection but
reducing the overhead due to the excessive number of control
traffic messages generated by function k-covered-MPR. Ad-
ditionally, function k-robust-MPR increases the performance
ratio between the number of nodes with complete routing
tables and the increased number of TC messages.

C. Related Work

The vulnerabilities in the OLSR protocol have been stud-
ied extensively. In general, the aim of security mechanisms
are integrity and service availability(fault-tolerance). We can
classify measurements in two categories [1], [12], [15], [9],
[3]: i) cryptographic mechanisms to avoid attacks such as
impersonation, replay or modification attacks, and ii) Intrusion

Detection Systems (IDS) to prevent altered information from
an authenticated node. Nevertheless, cryptographic models are
challenging because in MANETs they have no centralized au-
thority and reputation models require additional computation,
increase the traffic in the network and need certain period
of time to detect a misbehaving node, and during that time,
the integrity of the network is compromised. Our scheme
focuses on service availability and security by implementing
an improved MPR selection with additional coverage. In the
literature, authors implement the MPR Coverage parameter in
terms of fault tolerance, load balancing, reliability and Quality-
of-Service(QoS) [11], [18]. However, they do not analyze
their approaches with a security perspective. An improvement
of the OLSR flooding method presented in [2] proposes
the transformation of MPRs into Connected Dominating Sets
(CDS). The use of these CDS-based algorithms for the flood-
ing of topological data as a replacement of the standard
flooding procedure of OLSR is claimed by the authors as
a promising trade-off between minimization and reliability.
However, they do not address the use of an additional coverage
in the selection of the MPR sets, for tuning the flooding
process once the CDS has been built. In [16] authors provide
a balance between selecting additional coverage using the
MPR Coverage parameter proposed in [4] and redundancy
in the link-state information (TC Redundancy parameter) to
improve the QoS of the protocol. Nonetheless, they analyze
their approach using the MPR with extra coverage proposed
in [4] and without the presence of misbehaving nodes. In [14],
authors prove that an MPR selection with additional coverage
can be used to preserve k-connectivity in an OLSR network;
based on that approach we improve the selection of MPRs
with additional coverage to reduce the overhead generated
for excessive control messages and to mitigate traffic control
attacks.

Organization of the paper — Section II reviews the OLSR
protocol and its vulnerabilities. Section III describes our
adversaries model. Section IV presents the selection of MPRs
with extra coverage described in the RFC3626 and our k-
robust-MPR selection. Additionally, we present the correctness
of functions k-covered-MPR and k-robust-MPR. Section V
shows our experimental results.

II. OLSR AND ITS SECURITY FLAWS

This section presents an overview of the OLSR protocol and its
security flaws. OLSR is a proactive routing protocol designed
for MANETs. The core of the protocol is the selection, by
every node, of Multipoint Relays (MPRs) among their one-
hop symmetric neighbors. OLSR nodes flood the network with
link-state information messages. The link-state information is
constructed by every node and involves periodically sending
Hello and Topology Control (TC) messages. This information
is used to determine the best path to every destination in
the network. Due to the proactive nature, the routes are
immediately available when needed. The OLSR protocol is
hop by hop routing, i.e., each routing table lists, for all



reachable destinations, the address of the next node along the
path to that destination.

Hello messages are transmitted to one-hop neighbors. These
messages are not retransmitted further. Every node uses the
received information to learn about its one-hop and two-
hop neighbors. That information allows to construct and to
maintain neighbor tables. In the neighbor table, each node
records the information about the one-hop neighbor link status
(unidirectional, bidirectional or MPR). With this information
every node builds its MPR selector set, i.e., the number
of neighbors who have selected that node as their MPR.
The MPRs are selected such that all two-hop neighbors are
reachable through, at least, one MPR.

TC messages are broadcasted and retransmitted exclusively
by the MPRs. These messages allow each node to construct its
topology table and to declare its MPR Selector Set. The MPR
Selector Set is the set of nodes that have selected a given node
as an MPR. A node that has an empty MPR Selector Set does
not send or retransmit any TC message. An MPR forwards
a message if it comes from a node in its MPR Selector Set.
Using the information of TC messages each node maintains a
topology table where each entry consists of: (i) an identifier of
a possible destination, i.e., an MPR selector in a TC message,
(ii) an identifier of a last-hop node to that destination, i.e., the
originator of the TC message, and (iii) an MPR Selector Set
sequence number [8]. Routing tables are constructed using the
information from the neighbor and topology table.

The selection and behavior of the MPRs are critical vul-
nerability targets. As many other routing protocols, OLSR
did not include security measures in its design. A node has
an incorrect behavior if it is either generating or relaying
incorrect control messages in an OLSR network [6]. In the
OLSR protocol, each node needs to construct and maintain
routing tables. A valid entry in a routing table corresponds to a
known path to another node in the network. MPRs are selected
as intermediate nodes for all routes. Thus, all the destinations
to routes partially constructed or broken are excluded from the
routing table. Any failure during the control traffic relaying [5]
affects the link-state information and integrity of the network.
For instance, if a node selected as an MPR is misbehaving and
decides not to retransmit TC messages (e.g., to save energy)
compromises the proper construction of routing tables for the
entire network.

III. ADVERSARY MODEL

In this section, we describe the characteristics of our adver-
saries. Flooding the network with TC messages allows nodes
to construct a path to all destinations. The TC messages are
generated exclusively by the MPRs, each MPR includes in
the messages all its selector nodes. Thus, the receptor of the
message learns that the original sender is the last-hop to all
the nodes included in the message. If an MPR misbehaves
generating or forwarding TC messages, then the connectivity
of the entire network is compromised. In [6], authors define
node profiles according to their behavior in a network during
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Fig. 1. Example of a selfish and a slanderer attack. In (a), node 5 is a selfish
node and has been selected by node 2 as an MPR. In (b), node 3 is a slanderer
node and has been selected by node 1 as an MPR.

the execution of the OLSR protocol. We select the Selfish and
Slanderer node profiles as active attackers.

• A Selfish node, is an MPR that decides neither to generate
nor to retransmit TC messages. Figure 1(a) is an example
of a selfish attack. For instance, consider node 2 as an
MPR of node 0, and node 5 an MPR of node 2. If
node 2 broadcasts a TC message, then node 5 might be
responsible to retransmit the message but may decide not
to do so. In consequence, nodes 7 and 8 will never learn
that the last-hop to reach node 0 is node 2.

• A Slanderer node, is an MPR that generates incorrect
information, i.e., an MPR that does not declare a complete
MPR Selector Set. Figure 1(b), is an example of a
slanderer attack. Node 3 has been selected by nodes 0,1,2
and 4 as an MPR. Node 3 is an attacker and generates
a TC message but without including node 1 in the
message. Node 6 receives and forwards the message. In
consequence, node 8 will never be aware of the presence
of node 1.

These misbehaving nodes affect the integrity and the proper
construction of routing tables for each node in the network.
The nodes can be isolated and will not compute a complete
view of the network topology. We consider that a node’s
routing table is affected if at least one element for a valid
path in the network is missing. In both cases, alternative paths
between nodes can help to mitigate the attacks. For instance,
in Figure 1(a) node 2 can select node 5 or nodes 4 and 6 as
MPRs. Thus, node 2 can reach nodes 7 and 8 trough nodes 4
and 6. We analyze in the sequel two approaches for additional
coverage in the selection of MPRs: the function presented
in the RFC3626 [4] (cf., function k-covered-MPR), and an
alternative selection of disjoint MPR sets (cf., function k-
robust-MPR). The objectives are to minimize the overhead



generated by an increased number of TC messages in the
network and to offer equivalent protection in the presence of
misbehaving nodes.

IV. MPR COMPUTATION WITH ADDITIONAL COVERAGE

This section describes the selection of MPRs with extra
coverage presented in the RFC3626 [4] and our proposed
function k-robust-MPR choosing disjoint groups of MPRs.
In [4], additional coverage is defined as the ability of a node
to select redundant MPRs. The selection of MPRs must be as
small as possible to reduce the overhead due to flooding the
network with TC messages. Nevertheless, additional coverage
allows a node to advertise its presence to more nodes in the
network. In this manner, extra coverage helps to maintain
the integrity of the network in spite of the presence of
misbehaving nodes during the execution of the OLSR protocol.
However, the overhead generated by the increased number
of TC messages reduces the performance of the network.
This problem is addressed with our improved function k-
robust-MPR (cf. subsection IV-B), which balances additional
coverage and traffic overhead.

A. RFC3626’s MPR Coverage Parameter

The RFC3626 [4] defines the MPR Coverage parameter to
specify by how many one-hop nodes any two-hop neighbors
must be covered. If MPR Coverage is equal to one then the
overhead is kept at minimum and the function is equivalent
to the MPR selection without additional coverage specified
in [4], Section 8.3.1. If MPR Coverage is equal to k, a node
selects its MPR set such as any two-hop neighbor is covered
by k one-hop neighbors, whenever possible. A poorly covered
node, is a node in the two-hop neighborhood that cannot be
covered by at least k nodes in the one-hop neighborhood.
The MPR Coverage parameter is local to every node in the
network. Nodes with different values of MPR Coverage may
operate in a same network. Function k-covered-MPR describes
the MPR selection with coverage k defined in [4], Section
16.1. To explain functions k-covered-MPR and k-robust-MPR,
we will use the following notation:
• d(n, u): number of hops between nodes n and u.

• N1(n) := {n1 : d(n, n1) ≤ 1}.
• N≤2(n) := {n2 : d(n, n2) ≤ 2}.
• N2(n) := N≤2(n) \ N1(n).

• degree(n,n1): returns the number of nodes in N2(n) such
that N1(n1) ∩N2(n) 6= ∅, assuming that n1 ∈ N1(n).

• M : M is an MPR set for node n ⇔ M ⊆ N1(n) such
that for every node n2 ∈ N2(n), N1(n2) ∩ M 6= ∅.

• reachability(n, n1, A): returns the number of nodes in
N2(n) such that d(n1, n2) ≤ 1 and N1(n2) ∩ A = ∅,
assuming that A ⊆ N1(n) and n1 ∈ N1(n) \ A.

• required(n,A): returns a set B, such that B ⊆ N1(n),
and for every b ∈ B, d(b, a) ≤ 1, assuming that a ∈ A
and A ⊆ N2(n).

• linked(n,A): returns a set B, such that B ⊆ N2(n), and
for every node b ∈ B, N1(b) ∩ A 6= ∅, assuming that
A ⊆ N1(n).

• nextNode(n,A,B) : returns a node a ∈ A
such that a provides the largest degree(n, a) and
reachability(n, a,B). We assume that A,B ⊆ N1(n)
and A ∩B = ∅.

• PoorlyCovered: subset of N2(n) formed by every node
n2 ∈ N2(n) such that |N1(n2) ∩N1(n)| < k.

• WellCovered: subset of N2(n) formed by every node
n2 ∈ N2(n) such that |N1(n2) ∩ N1(n)| ≥ k.

Function k-covered-MPR, with respect to a given node n
works as follows [4]:

1) First, we obtain the poorly covered nodes in N2(n).
Then, we include in the MPR set M , the nodes in N1(n)
that poorly cover nodes in N2(n).

2) We remove the poorly covered nodes from N2(n).
3) While there exist nodes in N2(n) not yet covered by at

least k nodes in the MPR set:
• We add to M the node n1 in N1(n) not in the MPR

set, that provides the largest reachability(n, n1,M )
and degree(n,n1).

• We eliminate all the nodes in N2(n) now covered
by at least, k nodes in the MPR set.

For instance, according to the example presented in
Figure 2, the MPR sets selected by all the nodes, derived in
polynomial time by function k-covered-MPR, corresponds to
column four in Table I.
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Fig. 2. Consider nodes 2, 3, 6 and 9 as MPRs, selected with no extra
coverage.

Node Possible disjoint No extra k-covered-MPR k-robust-MPR
MPR sets coverage k = 2 k = 2

0 {{2},{3},{1,4}} {2} {2,3} {2,3,1,4}
1 {{6}} {6} {6,5,2,0} {6}
2 {{6},{7,5}} {6} {6,7,5} {6,7,5}
3 {{6},{5,7}} {6} {6,5,7} {6,7,5}
4 {{6}} {6} {6,7,3,0} {6}
5 {{3,9},{6,2,8}} {3,9} {6,3,9,2,8} {3,9,6,2,8}
6 {{2,9},{3,8},{1,10}} {2,9} {2,3,9,8} {2,3,9,8}
7 {{2,9},{6,3,10}} {2,9} {6,2,9,3,10} {2,9,6,3,10}
8 {{6}} {6} {6,5,9} {6}
9 {{6}} {6} {6,5,7} {6}
10 {{6}} {6} {6,7,9} {6}
11 {{9}} {9} {9,8,10} {9}

TABLE I
MPR COMPUTATION EXAMPLES IN FIGURE 2.



Function k-covered-MPR(n, k) →M

1 M ← ∅;
2 WellCovered ← k-covered(n,k);
3 PoorlyCovered ← N2(n) \ WellCovered;
4 M ← required(n,PoorlyCovered);
5 repeat
6 foreach n2 ∈WellCovered : |N1(n2) ∩M | ≥ k do
7 WellCovered ←WellCovered \ {n2};
8 if WellCovered 6= ∅ then
9 n1 ← nextNode(n,N1(n)\M ,M );

10 M ←M ∪ {n1};
11 until (WellCovered = ∅);
12 return M ;

Function k-covered(n , k) → S

1 S ← ∅;
2 foreach (n2 ∈ N2(n)) do
3 if |N1(n2) ∩ N1(n)| ≥ k then
4 S ← S ∪ {n2};

5 return S;

Function k-robust-MPR(n, k) →M

1 M ← ∅;
2 i← 0;
3 Remainder ← N1(n);
4 repeat
5 Maux ←MPR-set(n, Remainder, N2(n));
6 M ←M ∪ Maux;
7 i← i+ 1;
8 Remainder ← Remainder \ Maux;
9 until (Maux = ∅ or i > k or Remainder = ∅);

10 return M ;

Function MPR-set( n, Remainder, S) → Mi

1 Mi ← ∅;
2 if (|linked(n,Remainder)| = |S|) then
3 PoorlyCovered ← N2(n) \ k-covered(n,2);

Mi ← required(n, PoorlyCovered);
4 S ← S \ linked(n,Mi);
5 while (S 6= ∅) do
6 Remainder ← Remainder \ Mi;
7 n1 ← nextNode(n, Remainder, Mi);
8 Mi ← Mi ∪ {n1};
9 S ← S \ linked(n, Mi);

10 return Mi;

B. k-Robust-MPR Selection

In this section, we describe function k-robust-MPR that im-
proves the selection of MPR sets with additional coverage.
Function k-robust-MPR computes an MPR set that is com-
posed of, at most, k + 1 disjoint groups, i.e., every two-hop
node is covered, if possible, by k + 1 disjoint groups of one-
hop neighbors. Function k-robust-MPR works as follows:

1) First, by invoking function MPR-set, we obtain a subset
Mi such that Mi is subset of N1(n) and covers all the
nodes in N2(n).

2) We repeat the function until it is not possible to find
a new disjoint subset Mi that covers all the nodes in
N2(n) or we have found a maximum of k + 1 disjoint
subsets.

3) The MPR set is formed by the union, if it is possible,
of k disjoint subsets Mi.

If we apply function k-robust-MPR to the example depicted
by Figure 2, then we obtain the set of MPRs shown in Table I,
column five. For example, the execution of function k-robust-
MPR on node 0, with parameter k equal to two, returns the
MPR set {2, 3, 1, 4}, which is 2-robust.

C. Correctness of the Functions

In this section, we demonstrate the correctness of functions k-
covered-MPR and k-robust-MPR.

Lemma 1 Let S be the set returned by applying function k-
covered to node n. Every node in N2(n) covered by at least
k nodes in N1(n), is in S.

Proof: Suppose that if we apply the function k-covered
to node n then it is possible to have a node n2 in N2(n)
such that |N1(n2) ∩ N1(n)| is greater than or equal to k
and n2 is not in S. However, according to the definition of
function k-covered, every node n2 in N2(n) is inspected by
the foreach-loop and, if |N1(n2) ∩N1(n)| is greater or equal
to k, we add node n2 to S in the body of the loop. Thus, S
is equal to the union of every node in N2(n) covered by at
least k nodes in N1(n).

Theorem 1 Let M be the set obtained by applying func-
tion k-covered-MPR to node n. Every node in N2(n) with
exactly k′ neighbors in N1(n), such that k′ is less than k, is
covered by exactly k′ nodes in M .

Proof: Consider M as the set obtained by applying
function k-covered-MPR to node n. Then, suppose that there
exists a node n2 in N2(n) with exactly k′ neighbors in N1(n),
k′ less than k, that is not covered by k′ nodes in M . However,
by applying function k-covered-MPR, in line 2, and according
to Lemma 1, we assign to the set WellCovered every node in
N2(n) covered by at least k nodes in N1(n). In line 3, we
assign to the PoorlyCovered set all the nodes in N2(n) not
in the set WellCovered. Then in line 4, for every node n2 in
PoorlyCovered, we assign to M every node n1 in N1(n) such
that N1(n)∩N1(n2) is not equal to the empty set. Therefore,



every node in N2(n) with k′ neighbors in N1(n) is covered
by exactly k′ nodes in M .

Theorem 2 Let M be the set obtained by applying func-
tion k-covered-MPR to node n. Then, every node in N2(n)
with exactly k′ neighbors in N1(n), such that k′ is greater
than or equal to k, is covered by, at least, k nodes in M .

Proof: Consider M as the set with coverage k obtained by
applying function k-covered-MPR to node n. Then, suppose
that there exists a node n2 in N2(n) with exactly k′ neighbors
in N1(n), k′ greater than or equal to k, that is not covered by
at least k nodes in M . However, in line 2, we assign to the set
WellCovered all nodes in N2(n) covered by at least k nodes
in N1(n). We assign to the PoorlyCovered set every node in
N2(n) not in WellCovered. Thus, according to Theorem 1,
we assign to M the nodes in N1(n) that poorly cover all
nodes in the PoorlyCovered set. Then, we repeat the following
procedure until every node in WellCovered is covered by, at
least, k nodes in M :
• In lines 6 and 7, we eliminate every node in the set

WellCovered covered by, at least, k nodes in M .
• If WellCovered is not equal to the empty set, then we add

to M the node in N1(n) that covers the largest number
of elements in N2(n).

Therefore, if k′ is greater than or equal to k, every node in
N2(n) with k′ neighbors in N1(n), is covered by, at least, k
nodes in M .

Lemma 2 Let Mi be a set obtained by applying func-
tion MPR-set to node n, such that Mi is not equal to the
empty set and Mi ⊆ N1(n). Then Mi successfully covers all
nodes in N2(n) (i.e., Mi is a valid MPR candidate).

Proof: Consider that after applying function MPR-set to
node n with parameters Remainder, a subset of N1(n), and
S, equal to N2(n), it is possible to obtain a set Mi not equal
to the empty set, such that Mi does not cover all elements
in N2(n). However, by applying function MPR-set to node
n, if |linked(n,Remainder)| is equal to |S|, then we can
construct a set Mi, such that Mi covers all elements in S.
In function MPR-set line 3, we add to M every node in
Remainder that is the only one to provide reachability to a
node in S. After that, while there exist nodes in S that are not
yet covered by, at least, one node in Mi, we select a new node
n1 from Remainder not in Mi that covers the largest number
of nodes in S. Thus, we obtain Mi such that |linked(n,Mi)|
is equal to |S|. Therefore, if Mi is not equal to the empty set,
we can affirm that every node in S is covered by, at least,
one node in Mi and so that every set Mi returned by function
MPR-set is, indeed, a valid MPR set.

Theorem 3 Let M be a set obtained by applying function k-
robust-MPR to node n. Then M is a valid MPR set, i.e., M
covers all the nodes in N2(n).

Proof: Suppose that by applying function k-robust-MPR
we obtain a set M , such that that M is not a valid MPR
set. However, according to Lemma 2, if Mi is not equal to the

empty set, then Mi is a valid MPR set. Notice that, function k-
robust-MPR invokes function MPR-set k′+1 times, such that
k′ is greater than or equal to zero and less than or equal to k.
Since M is the union of k′ + 1 disjoint valid MPR sets, we
can affirm that M is a valid MPR set.

Corollary 1 Let M be a valid MPR set obtained by applying
function k-robust-MPR to node n. If a node in N2(n) is
covered by k′ nodes in N1(n), with k′ less than or equal to k
and there is no k′′ in N1(n) such that k′′ is less than k′. Then,
it is possible to invoke a maximum of k′ times function MPR-
set and M is a k′-robust-MPR set.

Proof: Suppose that there exists a node n2 in N2(n) such
that n2 is covered by k′ nodes in N1(n), then it is possible
to invoke function MPR-set k times to obtain k-robust-MPR
set. However, by applying function k-robust-MPR to node n,
we invoke function MPR-set with parameters n, Remainder
and S. Initially, in line 3 we assign to Remainder the
set N1(n), and every time a valid Mi is obtained from
function MPR-set, we subtract the set Mi from Remainder.
Thus, if a node in N2(n) is covered by k′ nodes in N1(n),
after invoking function MPR-set k′ times, then there exists a
node n2 in N2(n) that is not covered in Remainder and
|linked(n,Remainder)| is less than |N2(n)|. Then, func-
tion MPR-set returns the empty set and M is equal to the
union of k′ valid disjoint Mi sets.

Theorem 4 Let M be the set obtained by iteratively applying
k′+1 times function MPR-set from function k-robust-MPR with
parameters n and k, such that k′ is greater than zero and less
than or equal to k. Then, for any S subset of M of size k′,
the nodes in M not in S still cover all the nodes in N2(n).

Proof: Suppose that M is a valid MPR set obtained by
applying function k-robust-MPR to node n, and the elements
in M not in S do not cover all nodes in N2(n). However, every
Mi in M is obtained by applying k′ times function MPR-set
to node n. According to Corollary 1, we have k′+1 valid Mi

sets in M . We consider the worst case when every element in
S belongs to a different Mi and we have k′ invalid M ′i sets in
M . Consider M ′ equal to the union of k′ invalid M ′i , i.e., M is
equal to the union of Mk′+1 and M ′ such that, according to the
definition of function MPR-set, |linked(n,Mk′+1)| is equal to
|N2(n)|. Then, Mk′+1 is a valid MPR set and the elements in
M not in M ′ still cover all nodes in N2(n). Therefore, nodes
in M not in S are a valid MPR set.

V. EXPERIMENTS

We conducted simulations to confirm that our k-robust-MPR
set selection allows to minimize the effect of misbehaving
nodes and helps to reduce the overhead generated by the
k-covered-MPR function proposed in the standard OLSR
protocol. To measure the effectiveness of our proposal, we
count the number of nodes that were able to find a path to all
nodes in the network after executing the two different MPR
selection methods, for a certain period of time. Additionally,
we take into account, the number of retransmissions during
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Fig. 3. Comparative of functions k-covered-MPR and k-robust-MPR under
the presence of selfish nodes.

the simulations. We conducted our simulations using the NS-2
simulator [10], version 2.29, with the UM-OLSR [13] package.
We modified the original UM-OLSR code to implement the
k-robust and k-covered MPR functions.

The RFC3626 considers that nodes with different character-
istics can coexist in an OLSR network. For our experiments,
we assume that all the nodes have the same characteristics,
every node has just one interface and all the links between
the nodes are bidirectional. Additionally, all the nodes have
the same willingness to carry and forward traffic on behalf
of other nodes, except for those that have been selected as
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Fig. 4. Comparative of functions k-covered-MPR and k-robust-MPR under
the presence of slanderer nodes.

misbehaving nodes. The misbehaving nodes do not collude
to perform an attack. Table II describes the parameters for
our simulations in NS-2. In our experiments, no data traffic is
generated and all the scenarios are static.

We test functions k-robust-MPR and k-covered-MPR (with
and without additional coverage), against one to five selfish
or slanderer nodes. We test one hundred different topologies
and one hundred nodes in each case. For each topology, we
test all the approaches. In all the topologies, the misbehaving
nodes are selected at random among all the MPRs. For our
experiments, the nodes are distributed in ten clusters. In [17]



Simulator Parameters
Propagation model TwoRayGround
Network type IEEE 802.11 (2Mbps)
Area 1000m x 1000m square
Transmission Range 200 mts
Number of nodes 50, 100
Nodes’ Distribution Clusters
% Misbehaving nodes 1 - 5
Coverage k=1,2
Simulations Time 15 sec
Adversaries Selfish and Slanderer nodes

TABLE II
NS-2 AND SCENARIO PARAMETERS.

authors organize an OLSR network in clusters in a hierarchical
architecture. We can consider our topology as a particular set
of clusters at the same level. The nodes in each cluster follow
a Zipf [7] distribution. Then, following this distribution the
nodes are located in the center of each cluster with higher
probability. Thus, it is possible to obtain topologies where at
least 40% of the nodes have k-robust MPR sets, with k ≥ 1.

Figure 3 depicts the average number of nodes with complete
routing tables and 95% confidence intervals. It shows how our
strategy offers additional protection to mitigate the effect of
misbehaving nodes in contrast with the selection of MPRs
without additional coverage. We point out that is not always
possible to find k-robust MPR sets for all the nodes in the
network. In consequence, if the number of misbehaving nodes
increase the level of protection decrease. Notice that our
k-robust-MPR function mitigates the effect of misbehaving
nodes with a better performance than the k-covered-MPR (cf.
Figure 3(c)). Figure 4 depicts our results, but with one to five
slanderer nodes. Again, we observe that our k-robust-MPR
function mitigates the effect of misbehaving nodes with a
better performance than the k-covered-MPR (cf. Figure 4(c)).

VI. CONCLUSION

In this paper, we proposed an improved MPR selection with
additional coverage (cf., function k-robust-MPR) to mitigate
control traffic attacks in an OLSR network. Our goal is to
provide service availability and security. In our proposal,
every node selects, if it is possible, k+1 disjoint MPR sets. As
a result, we obtain a k-robust-MPR set. The RFC3626 defines
an MPR selection with additional coverage (cf., function k-
covered-MPR), however, the number of topology control
messages increases considerably reducing the performance
of the network. We compared functions k-covered-MPR
and k-robust-MPR in the presence of misbehaving nodes.
We measured the number of nodes with complete routing
tables after the execution of the OLSR protocol. Our
experiments show that our function k-robust-MPR reduces
the amount of traffic generated by function k-covered-MPR,
and offers equivalent protection against control traffic attacks.
Additionally, our function k-robust-MPR increases the
performance ratio of the number of nodes with complete
routing tables over the number of topology control messages.
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