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Abstract

Preserving topological properties of objects during thinning procedures is an important issue in the field of image analysis.
This paper constitutes an introduction to the study of non-trivial simple sets in the framework of cubical 3-D complexes. A
simple set has the property that the homotopy type of the object in which it lies is not changed when the set is removed.
The main contribution of this paper is a characterisation ofthe non-trivial simple sets composed of exactly two voxels,such
sets being called minimal simple pairs.
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1. Introduction

Topological properties are fundamental in many ap-
plications of image analysis. Topology-preserving op-
erations, like homotopic skeletonisation, are used to
transform an object while leaving unchanged its topo-
logical characteristics. In discrete grids (Z2 or Z3),
such a transformation can be defined and efficiently
implemented thanks to the notion of simple point [18]:
intuitively, a point of an object is called simple if it
can be deleted from this object without altering its lo-
cal topology in the vicinity of that point.

A typical topology-preserving transformation based
on simple point deletion, which we callguided homo-
topic thinning[11,10], may be described as follows.
The input data consists of a setX of points in the
grid (called the object), and a subsetK of X (called
the constraint set). LetX0 = X. At each iterationi,
choose a simple pointxi in Xi but not in K accord-
ing to some criterion (e.g., a priority function) and

setXi+1 = Xi \ {xi}. Continue until reaching a stepn
such that no simple point forXn remains inXn\K. We
call the result of this process ahomotopic skeleton of
X constrained by K. Notice that, since several points
may have the same priority, there may exist several
homotopic skeletons for a given pairX,K.

The most common example of a priority function
for the choice ofxi is a distance map which asso-
ciates, to each point ofX, its distance from the bound-
ary of X. In this case, the points which are closest to
the boundary are chosen first, resulting in a skeleton
which is “centered” in the original object. In some par-
ticular applications, the priority function may be ob-
tained through a grey-scale image, for example when
the goal is to segment objects in this image while re-
specting topological constraints (seee.g. [12,25]). In
the latter case, the order in which points are consid-
ered does not rely on geometrical properties, and may
be affected by noise.

One drawback of thinning algorithms that work in
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the manner we have described is that the final setXn

is not always minimal (see discussion in Appendix D)
- as one of the authors found when processing MRI
images of the brain [22]. The problem here is that
even thoughXn contains no simple point outside the
constraint setK, it is still possible forXn\K to include
non-empty subsetsD which have the property thatXn

can be “deformed” over itself, in a sense that will be
made precise in Def. 2, onto the smaller setXn\D (so
that Xn is “homotopy equivalent” in a discrete sense
to Xn \D). A subsetD that has this property will be
called asimple set(for Xn). An example of such a set
is shown in the last figure of Section 4; ifXn is the 14-
point set shown in that figure, then the setD = {x,y}
is simple for Xn. One way to address this problem
would be to try to further reduce the setXn by finding
and deleting some subsetD of Xn \K that is simple
for Xn. (If we are able to do that, and the resulting
setXn\D contains one or more simple points that are
not in K, then the original thinning algorithm can be
used to thin the set even more.) To put this idea into
practice, we need good ways of finding sets inXn\K
that are simple forXn.

Certain classes of simple sets have been studied in
the literature dedicated to parallel homotopic thinning
algorithms [23,1,14]. In these studies, the considered
simple sets are composed exclusively of simple points.
In our case, the situation is radically different since
our setXn does not contain any simple point outside
of K. Our problem may be formulated as follows: does
there exist a characterisation of certain simple sets
composed of non-simple points?

We are indeed interested essentially by simple sets
which are minimal, in the sense that they do not strictly
include any other simple set, since it is sufficient to
detect such sets in order to carry on thinning. Also, we
hope that minimal simple sets have a specific structure
which could make them easier to analyse.

This paper is dedicated to the study of the sim-
plest ones among such simple sets, called simple pairs,
which are those composed of two non-simple points.
These minimal simple sets are the ones which are most
likely to appear in practical applications (an experi-
mental study supporting this assertion is reported in
appendix A), hence the interest in understanding their
structure, and proposing topological reduction algo-
rithms based on their characterisation. After proving
some properties of simple pairs, we give a character-

isation of these sets which allows us to detect and re-
move them when performing homotopic thinning.

We shall develop this work in the framework of ab-
stract complexes. Abstract complexes have been pro-
moted in particular by V. Kovalevsky [19] in order
to provide a sound topological basis for image anal-
ysis. In particular, in this framework we retrieve the
main notions and results of digital topology, such as
the notion of simple point. In order to make the paper
self-contained, we recall in the next two sections some
basic definitions and properties related to complexes
(see also [5,3,4] for more details).

2. Cubical complexes

Intuitively, a cubical complex may be thought of as a
set of elements having various dimensions (e.g.cubes,
squares, edges, vertices) glued together according to
certain rules. For some illustrations of the notions de-
fined hereafter, the reader may refer to Figure 1.

LetZ be the set of integers. We consider the families
of setsF1

0, F1
1, such thatF1

0 = {{a} | a ∈ Z}, F1
1 =

{{a,a+1} | a∈Z}. A subsetf of Zn (n≥ 1) which is
the Cartesian product of exactlym elements ofF1

1 and
(n−m) elements ofF1

0 is called afaceor anm-faceof
Zn, m is thedimensionof f , and we write dim( f ) = m.

We denote byFn the set composed of allm-faces
of Zn (m= 0 to n). An m-face ofZn is called apoint
if m= 0, a (unit) interval if m= 1, a (unit) squareif
m= 2, a (unit) cubeif m= 3. In the sequel, we will
focus onF3.

Let f be a face inF3. We set f̂ = {g∈ F3 | g⊆ f},
and f̂ ∗ = f̂ \ { f}. Any g∈ f̂ is a faceof f , and any
g∈ f̂ ∗ is aproper faceof f . If F is a finite set of faces
of F3, we writeF− =

S

{ f̂ | f ∈ F}, F− is theclosure
of F.

A setF of faces ofF3 is acell or anm-cell if there
exists anm-face f ∈ F, such thatF = f̂ . Theboundary
of a cell f̂ is the setf̂ ∗.

A finite setF of faces ofF3 is acomplex(in F3) if
for any f ∈ F , we have f̂ ⊆ F , i.e., if F = F−. Any
subsetG of a complexF which is also a complex is a
subcomplexof F. If G is a subcomplex ofF, we write
G� F . If F is a complex inF3, we also writeF � F3.

A face f ∈ F is a facet of F if there is nog ∈ F
such thatf ∈ ĝ∗. We denote byF+ the set composed
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Figure 1. (a) Four pointsx,y,z,t of F
2 such that {x,y,z,t}

is a 2-face. (b) A representation of the set of faces
{{x,y,z,t},{x,y},{z}}. (c) A setF of faces inF

2: we see thatF
is not a complex. (d) The setF+, composed by the facets ofF.
(e) The setF−, i.e. the closure ofF, which is a complex.

of all facets ofF.
Observe that(F+)− = F− and thus, that(F+)− =

F wheneverF is a complex.
Thedimensionof a non-empty complexF in F3 is

defined by dim(F) = max{dim( f ) | f ∈ F+}. We say
thatF is anm-complexif dim(F) = m.

Two distinct facesf and g of F3 are adjacent if
f ∩ g 6= /0. Let F � F3 be a non-empty complex. A
sequence( fi)ℓi=0 of faces ofF is a path in F (from
f0 to fℓ) if fi and fi+1 are adjacent, for alli ∈ [0, ℓ−
1]. We say thatF is connectedif, for any two faces
f ,g in F, there is a path fromf to g in F . We say
that G is a connected component of Fif G� F , G is
connected and ifG is maximal for these two properties
(i.e., we haveH = G wheneverG � H � F and H
is connected). We denote byC[F ] the set of all the
connected components ofF. We setC[ /0] = /0.

3. Topology-preserving operations

Collapsing

Collapsing is a well-known operation of topology
that preserves homotopy type. LetF be a complex in
F3 and let f ∈ F . If g∈ f̂ ∗ is such thatf is the only
face ofF which strictly includesg, then we say that the
pair ( f ,g) is a free pair for F . Note that this implies
f ∈ F+ and dim(g) = dim( f )− 1. If ( f ,g) is a free
pair for F , the complexF \ { f ,g} is an elementary
collapseof F.

Let F,G be two complexes. We say thatF collapses
onto G if there exists acollapse sequence from F to
G, i.e.,a sequence of complexes〈F0, . . . ,Fℓ〉 such that
F0 = F, Fℓ = G, andFi is an elementary collapse of
Fi−1, i = 1, . . . , ℓ. An example of a collapse sequence
is shown in Figure 2.

(a) (b)

(c) (d)

Figure 2. (a) A complexF � F
3. (b,c,d) Three subcomplexes ofF

for which 〈a,b,c,d〉 is a collapse sequence.

Let F,G be two complexes. LetH be such thatF ∩
G � H � G, and let f ,g ∈ H \F . The pair( f ,g) is
a free pair forF ∪H if and only if ( f ,g) is a free
pair for H. Thus, by induction, we have the following
proposition.
Proposition 1 ([2]) Let F,G�F3. The complex F∪G
collapses onto F if and only if G collapses onto F∩G.

Topological invariants

Let F be a complex inF3, and let us denote by
ni the number ofi-faces ofF , i = 0, . . . ,3. TheEuler
characteristicof F, writtenχ(F), is defined byχ(F) =
n0−n1 + n2−n3. The Euler characteristic is a well-
known topological invariant, and it is easy to see that
the collapse operation preserves it. This invariant will
play an essential role in the proofs of this paper.

LetF,G�F3. A fundamental and well-known prop-
erty of the Euler characteristic, analogous to the so-
called inclusion-exclusion principle in set theory, is
the following:χ(F ∪G) = χ(F)+ χ(G)−χ(F∩G).

The Euler-Poincaré formula shows a deep link be-
tween the Euler characteristic and the Betti numbers,
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which are topological invariants defined from the ho-
mology groups1 of a complex. Intuitively, the Betti
numbersb0,b1,b2 correspond respectively to the num-
ber of connected components, tunnels and cavities
of F . The Euler-Poincaré formula, in the case of a
complexF in F3, states thatχ(F) = b0−b1+b2. Betti
numbers are also preserved by collapse.

Simplicity

Intuitively, a partG of a complexF is called simple
if there is a topology-preservingdeformation ofF over
itself onto the relative complement ofG in F . We
recall here a definition of simplicity (see [2]) based on
the collapse operation, which can be seen as a discrete
counterpart of the one given by T.Y. Kong [17].
Definition 2 Let G� F � F3. We set F ⊘ G = (F+ \
G+)−. The set F ⊘ G is a complex which is thedetach-
mentof G from F. We say that G issimple forF if F
collapses onto F ⊘ G. Such a subcomplex G is called
a simple subcomplex ofF or a simple set forF.

It has to be noticed that this definition of simple
set is different (and more general) than the one pro-
posed in articles on minimal non-simple sets such as
[20,16,14], where simple sets are iteratively composed
of simple points. For example, if a minimal simple set
in the sense of this paper (see Definition 4 below) con-
tains more than one voxel, then its set of voxels will
not be simple in the sense of [20,16,14].

Let G � F � F3. Theattachmentof G to F is the
complex defined byAtt(G,F) = G∩(F ⊘ G). This no-
tion of attachment leads to a local characterisation of
simple sets: Proposition 3 is a special case of Propo-
sition 1 as(F ⊘ G)∪G = F .
Proposition 3 Let G� F � F3. The complex G is
simple for F if and only if G collapses onto Att(G,F).

4. Minimal simple pairs in F3

In the image processing literature, a digital image
is often considered as a set of pixels in 2-D or voxels
in 3-D. A voxel is an elementary cube, thus an easy
correspondence can be made between this classical
view and the framework of cubical complexes. In the

1 An introduction to homology theory can be founde.g. in [15].

sequel of the paper, we use the termvoxel to mean a
3-cell. If a complexF � F3 is a union of voxels, we
write F ⊑ F3. If F,G⊑ F3 andG� F , then we write
G ⊑ F . From now on, we consider only complexes
which are unions of voxels.

Notice that ifF ⊑ F3 and if f̂ is a voxel ofF , then
F ⊘ f̂ ⊑ F3. There is indeed an equivalence between
the operation on complexes that consists in removing
(by detachment) a simple voxel, and the removal of a
26-simple voxel in the framework of digital topology
(see [16,4]).
Definition 4 Let G⊑ F,G 6= /0. The subcomplex G is
a minimal simple set (forF) if G is a simple set for F
and G is minimal with respect to the relation⊑ (i.e.
H = G whenever H⊑ G and H is a non-empty simple
set for F).

As stated in the introduction, the minimal simple
sets which are most likely to appear in thinning pro-
cesses are those which are composed of only two vox-
els. This statement is supported by an experimental
study reported in Appendix A. In this paper, we will
concentrate on this particular - but very frequent -
case, and provide a definition, some properties and a
characterisation of these sets.
Definition 5 Let P be a minimal simple set for F
which is composed of two voxels. Then we call P a
minimal simple pair, or MSP (forF).

Observe that, if a voxel is a simple cell forF , then it
is also a (minimal) simple set forF . Thus, any minimal
simple set which contains strictly more than one voxel
cannot contain any simple voxel. In particular, ifP is
a simple set which contains only two voxels, thenP is
an MSP if and only if it does not contain any simple
voxel.

Before beginning the study of MSPs (next section),
let us show an example of such a configuration. Con-
sider the complexF depicted in Figure 3a. Another
representation of this object is shown in Figure 3b,
where each cube (voxel) is represented by a black dot.
It can easily be seen that the complexF is connected
and has no cavity and no tunnel; furthermore it can be
reduced to a single voxel by iterative deletion of sim-
ple voxels. Let us now concentrate on the set formed
by the two voxelsx andy.

In Figure 3c, we can see that removingx from F
creates a tunnel. Thusx is not a simple voxel. The
same can be said abouty (see Figure 3d). But if bothx
andy are removed (see Figure 3e), then we see that we
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(a)
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Figure 3. Example of an MSP (voxelsx and y). (a,b): Two rep-
resentations of the same complexF. (c,d,e): Effect of removing
either x, y or both (see text).

obtain a complexG which has no tunnel. It is easily
verified that the union of the cellsx andy is in fact a
simple subcomplex ofF, so that it is an MSP forF .
This can also be deduced from Proposition 15 below.

Of course, the complexF of Figure 3a contains
simple voxels (on its border). In Figure 4, we show
that the same configuration can appear in a complex
H which has no simple voxel. Thus,H can be homo-
topically reduced by deletion of the simple pair{x,y}.
The obtained result could then be further reduced to a
singleton set by iterative simple voxel removal. Notice
that H is made of only 32 voxels; it has been found
by using a randomised homotopic thinning algorithm,
starting from a 5 voxel-width cube.

There exist examples that contain fewer points; the
smallest one we were able to build so far is composed
of only 14 voxels: it has some tunnels (see Figure 5).
We conjecture that 14 is the smallest possible size for
a set that consists entirely of non-simple voxels but
which contains an MSP.

5. Some properties of minimal simple pairs

We begin this section by quoting a characterisation
of 3-D simple voxels proposed by Kong in [17] (see
also [9]), which is equivalent to the following theorem
for principal subcomplexes ofF3; this characterisation

y

x

y

x

Figure 4. Left: a complexH composed of non-simple voxels and
which contains an MSP. Right: another representation ofH. The
subset{x,y} is an MSP forH (the removal of{x,y} from H will
not alter its topology).

x
y yx

Figure 5. Left: a set of 14 non-simple voxels which contains an
MSP {x,y}. It has four tunnels. Right: another representation of
the same set.

will be used in the sequel. Recall that|C[X]| denotes
the number of connected components ofX.
Theorem 6 (Adapted from Kong [17])
Let F⊑ F3. Let g∈ F+. Thenĝ is a simple voxel for F
if and only if |C[Att(ĝ,F)]| = 1 andχ(Att(ĝ,F)) = 1.

We are now ready to state some results regarding the
structure of MSPs. First of all, even though a simple
set need not be connected, any MSP is connected:
Proposition 7 Let P⊑ F be an MSP for F. Then:

|C[P]| = 1.

See Appendix C for a proof of this proposition, as
well as proofs of Propositions 8 and 9, Lemma 12,
and Proposition 15 below.

As discussed before, the voxels constituting an MSP
cannot be simple voxels. Intuitively, the attachment of
a non-simple voxel̂f can either:
i) be empty (isolated voxel);
ii) be equal to the boundary of̂f (interior voxel);
iii) be disconnected;
iv) have at least one tunnel.
Notice that iii) and iv) are not exclusive: the attachment
of a non-simple voxel can both be disconnected and
contain tunnels.

We will see that some of these cases cannot appear
in an MSP. First, we prove that i) and iii) cannot hold
for such a voxel,i.e., the attachment of a voxel in an
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MSP is non-empty and connected.
Proposition 8 Let P⊑ F be an MSP for F. Then:

∀g∈ P+, |C[Att(ĝ,F)]| = 1.

Then, with the next proposition, we show that ii)
cannot hold, hence, the attachment toF of any voxel
ĝ in an MSP has no cavity.
Proposition 9 Let P⊑ F be an MSP for F. Then:

∀g∈ P+, Att(ĝ,F) 6= ĝ∗.

Recall that, according to the Euler-Poincaré for-
mula,χ(Att(ĝ,F)) = b0−b1+b2, whereb0 (resp.b2)
is the number of connected components (resp. cav-
ities) of Att(ĝ,F). From the two previous proposi-
tions, we haveb0 = 1 andb2 = 0. The Betti number
b1, which represents the number of tunnels, is non-
negative. Thus, we haveχ(Att(ĝ,F)) = 1− b1 ≤ 1.
But from Theorem 6 and Proposition 8 we must have
χ(Att(ĝ,F)) 6= 1, otherwise ˆg would be a simple voxel.
This proves the following proposition, which (with
Proposition 8 and Proposition 9) implies that the at-
tachment toF of any voxel in an MSP has at least one
tunnel.
Proposition 10 Let P⊑ F be an MSP for F. Then:

∀g∈ P+, χ(Att(ĝ,F)) ≤ 0.

From Proposition 7, we know that an MSP is nec-
essarily connected. The following proposition tells us
more about the intersection of the two voxels which
compose any MSP.
Proposition 11 Let P⊑ F be an MSP for F, and let
ĝ1, ĝ2 be the two voxels of P. Then, g1∩g2 is a 2-face.

This proposition is an easy consequence of the fol-
lowing lemma: it may be seen that Lemma 12 im-
plies that the intersection ofAtt(P,F) with ĝ1∩ ĝ2 has
at least three connected components. This is possible
only when dim(g1∩g2) = 2.
Lemma 12 Let P⊑ F be an MSP for F, and let̂g1, ĝ2

be the two voxels of P. Then:

χ(Att(P,F)∩ ĝ1∩ ĝ2) ≥ 3.

To illustrate the above properties, let us consider the
attachment of the pairP= {x,y} of Figure 3a, which is
displayed in Figure 6a, and the attachment ofx (resp.
y) displayed in Figure 6b (resp. 6c). We can see in
particular that the intersection ofAtt(P,F) with x∩y

u
v w

(a)

u
v w

(b)

u
v w

(c)

Figure 6. Attachments of configurations of Figure 3. (a): Attach-
ment of {x,y}. (b): Attachment ofx. (c): Attachment ofy.

is indeed composed of three connected components
(the 0-cells ˆu, v̂ andŵ), as implied by Lemma 12.

The two following propositions are necessary con-
ditions for an MSP (similar to the conditions of The-
orem 6 which characterise simple voxels).

From Proposition 3,P collapses ontoAtt(P,F)
wheneverP is an MSP. From Proposition 7,|C[P]| =
1, and since collapsing preserves the number of con-
nected components,|C[P]| = |C[Att(P,F)]|. Conse-
quently we have the following.
Proposition 13 Let P⊑ F be an MSP for F. Then:

|C[Att(P,F)]| = 1.

Sinceχ(P) = 1, and since collapsing preserves the
Euler characteristic, the following proposition is also
straightforward.
Proposition 14 Let P⊑ F be an MSP for F. Then:

χ(Att(P,F)) = 1.

Our final proposition, and the main result of this
paper, is that the properties stated in Propositions 8,
10, 11, 13, and 14 above constitute a necessary and
sufficient characterisation of minimal simple pairs.
Proposition 15 Let P⊑ F be a pair. Then P is an
MSP for F if and only if all the following conditions
hold:

the intersection of the voxels of P is a 2-cell, (1)

∀g∈ P+, |C[Att(ĝ,F)]| = 1, (2)

∀g∈ P+, χ(Att(ĝ,F)) ≤ 0, (3)

|C[Att(P,F)]| = 1, (4)

χ(Att(P,F)) = 1. (5)

Remark 16 Our proof of Proposition 15 (see Ap-
pendix C) will show that (1), (3), (4), and (5) are suf-
ficient to characterise an MSP; condition (2) is a con-
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sequence of the other four conditions. It can also be
shown that, if P is a pair of non-simple voxels, then P
is an MSP for F if and only if conditions (4) and (5)
both hold. Indeed, if the elements of P are non-simple,
and (4) and (5) both hold, then arguments along the
lines of our justification of Propositions 8, 10, and 11
will establish that (2), (3), and (1) also hold, so that P
is an MSP. This gives us a characterisation of MSPs
that is similar to the characterisation of simple voxels
in Theorem 6.

6. Conclusion

Skeletons produced by 3D thinning procedures
which only delete simple voxels (or simple points) are
not always minimal. The detection of MSPs, which
may be done thanks to the characterisation (Propo-
sition 15) given above, allows homotopic thinning
procedures to break non-minimal objects that contain
no simple voxels. Experimental results reported in
Appendix A provide a quantitative evaluation of the
gain in terms of reduction that can be obtained by
considering MSPs in addition to simple points.

Moreover, the problems of searching for MSPs and
searching for simple voxels have the same asymptotic
algorithmic complexity (both being linear with respect
to the number of facets of the processed complex).
Consequently, it is possible to create new thinning pro-
cedures based on the detachment of both simple voxels
and pairs (such as the one proposed in Appendix A)
and whose runtimes have the same order of growth
as the runtimes of thinning procedures that are based
only on simple voxels. Such new algorithms would be
able to produce skeletons that have fewer points than
those produced by current algorithms.

Acknowledgements

We are grateful to the anonymous reviewers for their
constructive comments, which led to significant im-
provement of the quality of this article.

References

[1] G. Bertrand. On P-simple points.Comptes Rendus de
l’Académie des Sciences, Série Math., I(321):1077–1084,
1995.

[2] G. Bertrand. On critical kernels. Comptes Rendus de
l’Académie des Sciences, Série Math., I(345):363–367, 2007.

[3] G. Bertrand and M. Couprie. New 2D parallel thinning
algorithms based on critical kernels. InIWCIA, volume 4040
of LNCS, pages 45–59. Springer, 2006.

[4] G. Bertrand and M. Couprie. A new 3D parallel thinning
scheme based on critical kernels. InDGCI, volume 4245 of
LNCS, pages 580–591. Springer, 2006.

[5] G. Bertrand and M. Couprie. Two-dimensional thinning
algorithms based on critical kernels.Journal of Mathematical
Imaging and Vision, to appear, 2008.

[6] R.H. Bing. Some aspects of the topology of 3-manifolds
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Appendix A: Experimental study

We applied two homotopic reduction algorithms to
cubical objects of varying sizes, ranging from 1000
voxels (10× 10× 10 cube) to about 200000 voxels
(59×59×59 cube). The first algorithm was based on
simple point removal (see Algorithm 1 below); the
second one was based on both simple point and MSP
removal (see Algorithm 2). In both algorithms, the re-
moval order depended on a random priority functionp.

In Figure 7, we can observe and compare the effec-
tiveness of both reduction methods, that is, the num-
ber of cases (computed from 1000 experiments for the
same object size) where the thinning could be per-
formed until only a single voxel remained. These re-
sults show that using the notion of MSP enables us
to significantly improve the effectiveness of topology-
preserving reduction procedures.

We also observed that, among the objects output by
Algorithm 1 which consisted of more than one voxel,
roughly 92 percent contained at least one MSP. This
proportion did not significantly vary with the size of
the original object.

Appendix B: Preliminary properties

Algorithm 1 (based on simple points).
Input: X ⊂ Z

3 and a functionp : X → Z

Output: Y ⊆ X
Y = X
while ∃x∈Y such thatx is simple forY do

choosex such thatx is simple forY and p(x) is minimal
Y = Y\{x}

end while

Algorithm 2 (based on simple points and pairs).
Input: X ⊂ Z

3 and a functionp : X → Z

Output: Y ⊆ X
Y = X
repeat

while ∃x∈Y such thatx is simple forY do
choosex such thatx is simple forY and p(x) is minimal
Y = Y\{x}

end while
if ∃P⊂Y such thatP is an MSP forY then

chooseP = {x,y} such thatP is an MSP forY and
min{p(x), p(y)} is minimal

Y = Y\P
end if

until Y contains no simple point and no MSP
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Figure 7. Effectiveness of reduction algorithms based on only sim-
ple points (Algo 1) and both simple points and MSPs (Algo 2).
Horizontal axis: size (number of voxels) of original objects. Ver-
tical axis: number of objects (over 1000 experiments) whichwere
reduced to a single voxel.

The following properties will be used in the proofs
of the properties of Section 5 (see Appendix C).
Lemma 17 Let F ⊑ F3. Let P⊑ F be a pair, and let
g1,g2 ∈ P+ be the two3-faces of P. Then:

Att(ĝ1,F)∩Att(ĝ2,F) = ĝ1∩ ĝ2 (1)

Att(ĝ1,F)∪Att(ĝ2,F) = Att(P,F)∪ (ĝ1∩ ĝ2) (2)
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The proof of the above lemma easily follows from
the definitions. The following proposition is elemen-
tary.
Proposition 18 Let B,W,X,Y,Z� F3. If W∪X =Y∪
Z and B is a non-empty connected component of W
such that B∩Z = /0 and B∩X = /0, then B is a con-
nected component of Y .

Let F � F3, and let〈F0, . . . ,Fℓ〉 be a collapse se-
quence fromF = F0 toFℓ. LetS= 〈( f1,g1), . . . ,( fℓ,gℓ)〉
be the sequence of pairs of faces ofF such thatFi =
Fi−1\{ fi,gi}, i = 1, . . . , ℓ. We also call the sequenceS
a collapse sequencefor F . The following proposition
gives a condition under which two consecutive pairs
can be permuted in a collapse sequence.
Proposition 19 Let F � F3. Let S = 〈( f1,g1),
( f2,g2)〉 be a collapse sequence for F. If g2 6⊆ f1,
then the sequence S′ = 〈( f2,g2),( f1,g1)〉 is also a
collapse sequence for F.
Proof. We have to prove that i)( f2,g2) is free forF ,
and that ii)( f1,g1) is free forF \{ f2,g2}. By hypoth-
esis( f2,g2) is free forF \{ f1,g1}, thus we know that
g2 ⊆ f2 and thatg2 is not strictly included in any other
face ofF \{ f1,g1}. Since we haveg2 6⊆ f1, we deduce
i). As ( f2,g2) is free for F \ { f1,g1}, f1 and g1 are
faces ofF \ { f2,g2}. Since by hypothesis( f1,g1) is
free forF , we know thatf1 is the only face ofF which
includesg1, and thus also the only face ofF \{ f2,g2}
which includesg1. Hence ii) holds.�

From Proposition 19, we deduce by induction the
following proposition. It gives a condition under which
a particular pair in a collapse sequence may be de-
ferred to the end of the sequence.
Proposition 20 Let F� F3. Let i,n∈ N be such that
1≤ i ≤ n, and let S= 〈( f1,g1), . . . ,( fi ,gi), . . . ,( fn,gn)〉
be a collapse sequence for F such that, for all j
in {i + 1, . . . ,n}, gj 6⊆ fi . Then, the sequence S′ =
〈( f1,g1), . . ., ( fi−1, gi−1), ( fi+1,gi+1), . . .,( fn,gn),
( fi ,gi)〉 is also a collapse sequence for F.
Proposition 21 Let F ⊑ F3. Let g,g′ ∈ F+ be such
that dim(ĝ∩ ĝ′) = 2. Let P= {g,g′}− ⊑ F. If P col-
lapses onto Att(P,F) and Att(ĝ,F) = ĝ∗, thenĝ′ col-
lapses onto Att(ĝ′,F).
Proof. Let S= 〈( fi ,gi)〉

n
i=1 (n≥ 1) be a collapse se-

quence fromP onto Att(P,F). We necessarily have
dim( f1) = 3. Moreover, f1 6= g, since for all f ∈ ĝ∗,
f ∈Att(P,F) or f ⊆ g′, as a consequence of Lemma 17
(2). Consequently,f1 = g′. Let P′ = P\ { f1,g1}. The
sequenceS= 〈( fi ,gi)〉

n
i=2 is a collapse sequence from

P′ onto Att(P,F). There must existk ∈ {2, . . . ,n}
such that fk = g. It can be easily seen that for all
i ∈ [k + 1,n], since Att(ĝ,F) = ĝ∗ and in view of
Lemma 17 (2),gi * g = fk. Thus, from Propo-
sition 20, the sequence〈( f2,g2), . . . ,( fk−1,gk−1),
( fk+1,gk+1), . . . ,( fn,gn),( fk,gk)〉 is a collapse se-
quence from P′ onto Att(P,F), and then, S′ =
〈( f1,g1),( f2,g2), . . ., ( fk−1, gk−1), ( fk+1, gk+1),
. . ., ( fn,gn)〉 is a collapse sequence fromP onto
Att(P,F)∪{ fk,gk} = Att(P,F)∪{g,g∩g′}. It can be
easily seen thatS′ is also a collapse sequence from ˆg′

ontoAtt(ĝ′,F). �

The following theorem has been proved by Chill-
ingworth in the framework of simplicial complexes.
Both the result and its proof easily extend to cubical
complexes.
Theorem 22 (Adapted from Chillingworth [8])
Let P⊑ F3 be a topological ball, embedded rectilin-
early as a convex subset of the Euclidean3-space. Let
G be a subcomplex of Att(P,F3) such that|C[G]| =
χ(G) = 1 and G 6= Att(P,F3). Then, P collapses
onto G.

Appendix C: Proofs of the results of Section 5

Proof of Proposition 7. Suppose that|C[P]| 6= 1;
thus|C[P]| = 2. Let g1,g2 ∈ P+ be the two 3-faces of
P. Theng1 andg2 are not adjacent,i.e. ĝ1∩ ĝ2 = /0.
From Lemma 17,Att(ĝ1,F) ∩ Att(ĝ2,F) = /0 and
Att(P,F) = Att(ĝ1,F)∪Att(ĝ2,F). Consequently, the
fact that P collapses ontoAtt(P,F) implies that ˆg1

collapses ontoAtt(ĝ1,F) and that ˆg2 collapses onto
Att(ĝ2,F). But then, ˆg1 and ˆg2 are simple voxels for
F, which is contradictory with the definition of an
MSP.�

Proof of Proposition 8. Let g1,g2 ∈ P+ be the two
3-faces ofP. From Proposition 7, we have|C[P]| =
1, thus ˆg1 ∩ ĝ2 6= /0. From Lemma 17 (1) we have
ĝ1∩ ĝ2 ⊆ Att(ĝ1,F), thus|C[Att(ĝ1,F)]| ≥ 1.
Suppose now that|C[Att(ĝ1,F)]| > 1. Since ˆg1∩ ĝ2 ⊆
Att(ĝ1,F), one connected componentA of Att(ĝ1,F)
includes ˆg1∩ ĝ2, and there exists another connected
componentB of Att(ĝ1,F) such thatB∩(ĝ1∩ ĝ2) = /0,
henceB∩ ĝ2 = /0 (sinceB⊆ ĝ1). From Lemma 17 (2)
and Proposition 18,B is also a connected component
of Att(P,F). From Proposition 7 and since collapse
preserves the number of connected components, we
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have |C[Att(P,F)]| = 1. Hence,Att(P,F) = B. Let
A′ = A\ (ĝ1 ∩ ĝ2). Note thatA′ ⊆ Att(P,F) = B and
that A′ ∩B = /0 (since A∩B = /0); thus A′ = /0, and
henceA = ĝ1∩ ĝ2. SinceAtt(P,F)∩ ĝ2 = B∩ ĝ2 = /0,
from Lemma 17 (2) we must haveA = ĝ1 ∩ ĝ2 =
Att(ĝ2,F), and obviously ˆg2 collapses ontoAtt(ĝ2,F).
The voxel ˆg2 is then simple forF , which is contra-
dictory. Therefore|C[Att(ĝ1,F)]| = 1, and the same
reasoning holds forg2. �

Proof of Proposition 9. Let g1,g2 ∈ P+ be the two
3-faces ofP. Suppose thatAtt(ĝ1,F) = ĝ1

∗. By defini-
tion, P collapses ontoAtt(P,F). Sinceg1 6∈ Att(P,F),
any collapse sequence fromP to Att(P,F) involves
a free pair(g1,h), with h∈ ĝ1

∗. Thenh∈ Att(ĝ1,F)
and h /∈ Att(P,F). From Lemma 17 (2),h ∈ ĝ1∩ ĝ2

(i.e., h⊆ g1∩g2), and from the very definition of a
free pair, dim(h) = dim(g1)− 1 = 2. Consequently,
we haveg1∩g2 = h. From Proposition 21, we know
that ĝ2 collapses ontoAtt(ĝ2,F), i.e., ĝ2 is a simple
voxel for F , which is contradictory.�

Proof of Lemma 12. Let g1,g2 ∈ P+ be the two 3-
faces ofP. From Lemma 17 (2), we haveχ(Att(P,F)∪
(ĝ1 ∩ ĝ2)) = χ(Att(ĝ1,F) ∪ Att(ĝ2,F)) which leads
to χ(Att(P,F)) + χ(ĝ1 ∩ ĝ2) − χ(Att(P,F) ∩ ĝ1 ∩
ĝ2) = χ(Att(ĝ1,F)) + χ(Att(ĝ2,F))− χ(Att(ĝ1,F) ∩
Att(ĝ2,F)). From Lemma 17 (1), we then have
χ(Att(P,F)) + 2χ(ĝ1∩ ĝ2)− χ(Att(P,F)∩ ĝ1∩ ĝ2) =
χ(Att(ĝ1,F)) + χ(Att(ĝ2,F)). From Proposition 10,
χ(Att(ĝ1,F)) ≤ 0 and χ(Att(ĝ2,F)) ≤ 0. More-
over, as P collapses ontoAtt(P,F), we necessar-
ily have χ(Att(P,F)) = χ(P) = 1, and we obvi-
ously haveχ(ĝ1 ∩ ĝ2) = 1. Consequently, we ob-
tain 1+ 2 × 1 − χ(Att(P,F) ∩ ĝ1 ∩ ĝ2) ≤ 0, i.e.
χ(Att(P,F)∩ ĝ1∩ ĝ2) ≥ 3. �

Proof of Proposition 15.
“⇒” side of the proof. We suppose thatP is an MSP
for F. Conditions 1, 2, 3, 4, and 5 follow from Propo-
sitions 11, 8, 10, 13, and 14, respectively.
“⇐” side of the proof. Suppose that 1, 3, 4 and 5 hold.
Proof of simplicity. Let dP = Att(P,F3). We cannot
haveAtt(P,F) = dP, otherwise 5 would not hold. Let
h be a 2-face indP\Att(P,F). Then Theorem 22 tells
us thatdP\{h} collapses ontoAtt(P,F). This implies
thatP collapses ontoAtt(P,F), sinceP evidently col-
lapses ontodP\{h}. So it follows from Proposition 3

thatP is simple forF .
Proof of minimality. From Theorem 6, if a voxel ˆg is
simple forF thenχ(Att(ĝ,F)) = 1. Thus from Condi-
tion 3, for anyg∈P+, ĝ is not a simple voxel forF . �

Appendix D: Lumps and simple sets

Let us consider the guided homotopic thinning pro-
cedure described in Section 1. When performing such
a procedure, the result is expected to fulfill a prop-
erty of minimality. By construction, the resultXn is
minimal in the sense that it contains no simple point
outside ofK. However, we could formulate a stronger
minimality requirement, which seems natural for this
kind of transformation: informally, the resultXn should
not strictly include any setY which is “topologically
equivalent” toX, and which containsK. We say that a
homotopic skeleton ofX constrained byK is globally
minimal if it fulfils this condition.

Now, a fundamental question arises: is any homo-
topic skeleton globally minimal? Let us illustrate this
problem in dimensions 2 and 3. InZ2, consider a full
rectangleX of any size, and the constraint setK =
/0. Obviously, this objectX is topologically equiva-
lent to a single point, thus only homotopic skeletons
which are singletons are globally minimal. A. Rosen-
feld proved in [24] that any homotopic skeleton ofX
is indeed reduced to a single point.

However, in dimension 3, this property does not
hold: if X is e.g. a full 10× 10× 10 cube, we may
find a homotopic skeleton ofX (with empty constraint
set) which is not reduced to a single point. A classical
counter-example is Bing’s house with two rooms [6],
illustrated in Figure 8. One can enter the lower room
of the house by the chimney passing through the upper
room, and vice-versa. A discrete versionB of Bing’s
house is displayed in Figure 9. It can be seen that
Bing’s house can be carved from a full cube by itera-
tive removal of simple points. It can also be seen that
B contains no simple point: deleting any point fromB
would create a “tunnel”.

It could be argued that objects like Bing’s house are
unlikely to appear while processing real (noisy) im-
ages, because of their complex shape and their size.
However, we found that there exists a large class of
objects presenting similar properties, some of them
being quite small (less than 50 voxels). Let us call a
lump relative to Kany objectX which has no simple
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Figure 8. Bing’s house with two rooms.

Figure 9. A discrete version of Bing’s house, decomposed into its
five planar slices for visualisation. The 26-adjacency relation is
used for object points. This object is made of 135 voxels.

point outside ofK, and which strictly includes a sub-
setY containingK and topologically equivalent toX
(i.e., a homotopic skeleton which is not globally mini-
mal). More formally, a lump can be defined as follows,
thanks to the notion of simple-equivalence.
Definition 23 Let F,G⊑ F3. We say that F and G are
simple-equivalentif there exists a sequence of com-
plexes〈F0, . . . ,Fℓ〉 such that F0 = F, Fℓ = G, and for
any i∈ {1, . . . , ℓ}, we have either
i) Fi = Fi−1 ⊘ xi , where xi is a voxel which is simple
for Fi−1 ; or
ii) Fi−1 = Fi ⊘ xi , where xi is a voxel which is simple
for Fi.
Definition 24 Let G⊑ F ⊑ F3 be such that F and
G are simple-equivalent. If F6= G and F does not
contain any simple voxel outside G, then we say that
F is a lump relative toG, or simply alump.

For example, the Bing’s house of Figure 9 is a lump
(relative to any one of its voxels), which is composed
of 135 voxels (represented by black dots). Also, the
configurations displayed in Figures 4 and 5 are lumps,
made respectively of 32 and 14 voxels.

An even smaller example of a lump is shown in
Figure 10a (see in Figure 11 some steps of a sequence
which shows that 10a and 10b are simple-equivalent).
The complex of Figure 10a is a lump made of 11 vox-
els. It can be seen that, contrarily to the two previous
examples, this lump contains no simple set. A vari-
ant of this configuration, found by J. Chaussard [7], is
displayed in Figure 12a: it is a lump made of only 10
voxels. We conjecture that 10 is the smallest possible

size for a lump.
Remark 25 The existence of lumps that contain no
simple set leads us to consider the following gener-
alization of the notion of simple set. A subcomplex
G ⊑ F is called SE-simple forF (where SE stands
for Simple-Equivalence) if F and F⊘ G are simple-
equivalent. For example, the voxel x in the complex F
of Figure 10a is SE-simple for F, although it is not
a simple voxel for F. (This kind of configuration has
previously been considered [21,13]). Of course, any
simple set is SE-simple, and the preceding example
proves that the converse is not true in general. How-
ever, it is not possible to characterise locally, in the
manner of Proposition 3, a voxel or a set which is SE-
simple: whereas x is SE-simple for the complex F of
Figure 10a, x is not SE-simple for the complex F′ that
is given by the union of x and the six other voxels in
F that intersect x, even though Att(x,F ′) = Att(x,F).

x

(a) (b)

Figure 10. A lump made of 11 voxels is depicted in (a). It contains
no simple voxel, and is simple-equivalent to the complex in (b),
made of 10 voxels. Both objects have three tunnels.

x

Figure 11. Some steps of a sequence showing the simple-equiva-
lence between the objects of Figure 10.
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x

(a) (b)

Figure 12. A lump made of 10 voxels is depicted in (a). It contains
no simple voxel, and is simple-equivalent to the complex in (b).
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