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Non quadratic local risk-minimization for
hedging contingent claims in the presence of

transaction costs

Frédéric Abergel∗ and Nicolas Millot†

Chair of Quantitative Finance, École Centrale Paris, Grande Voie des Vignes,
92290 Châtenay-Malabry, France.

Summary. Following up on the new criterion introduced in Abergel and Millot
[1] for hedging contingent claims in incomplete markets, we extend the approach
to the case where there are transaction costs on the stock component. The local
risk is a convex function of the local costs process. We derive corresponding optimal
strategies in both discrete time and continuous time settings. Finally we give an
application of our hedging method in the stochastic volatility case as well as in the
jump diffusion case.

1 Motivations

While the non-quadratic local risk-minimization method is flexible in that it
allows to choose a function f to assess risk, one of its strengths is also to
enable the consideration of market imperfections, namely liquidity costs.

In the quadratic framework introduced by Schweizer [17], introduction of
bid/ask spread into the picture has been tackled in a discrete time setting
by Lamberton, Pham and Schweizer [14] and its extension to continuous time
does not seem obvious. On the other hand, taking liquidity costs into account
while using self-financing strategies was nicely undertook by Cetin, Jarrow
and Protter [5] through the introduction of a stochastic supply curve.

We propose to use their idea to model liquidity costs in the recently in-
troduced non-quadratic local risk-minimization framework [1] and derive the
equations driving the optimal hedge together with the theoretical portfolio
value. Numerical implementation should demonstrate the robustness of this
approach even with the presence of market imperfections and help choose the
best function for assessing risk.

∗ frederic.abergel@ecp.fr
† nicolas.millot@ecp.fr
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2 Discrete time setting

To better motivate our continuous time presentation we start by investigating
the discrete time setting and study existence and uniqueness of solutions to
the minimization problem. We first place ourselves in a multi-period model
where the evolution of the stock price is given by a strictly positive semi-
martingale Sk, (k = 0, · · · , T ) on some probability space (Ω,F , P ). Let Fk

denote the σ−field of events which are observable up to and including time k.
We assume that Sk is adapted and square-integrable and that the conditional
variance of its returns E

(

(Sk+1 − Sk)
2|Fk

)

−E (Sk+1 − Sk|Fk)
2 is strictly pos-

itive P almost surely. In order to avoid complicated notations, we work with
zero interest rates but this is not a loss of generality as it basically amounts
to having discounted stock prices with the existence of a riskless asset.
A contingent claim is described by a square-integrable random variable
H ∈ L2(P ) that will be assumed of the following form H = δHST + βH

with δH and βH being FT−measurable random variables. Thus we are con-
sidering European type options that can have a cash settled component and
a deliverable one.
For example, a call option with strike K would correspond to H = (ST −
K)+ = 1ST≥KST −K1ST≥K , so that δH = 1ST≥K and βH = −K1ST≥K .

2.1 Trading strategies

A trading strategy Φ is given by two stochastic processes δk, (k = 0, · · · , T )
and βk, (k = 0, · · · , T ). δk is the amount of stock held in period k, (=
[tk, tk+1)) and has to be fixed at the beginning of that period, i.e. we as-
sume that δk is Fk−measurable (k = 0, · · · , T ).
The amount βk held in the market account in period k is fixed at the beginning
of this period too, i.e. we assume that βk is Fk-measurable (k = 0, · · · , T ).
We further assume that both δ and β are in L2(P ).
For such a trading strategy, the theoretical value of the portfolio at time k is
given by

Vk = δkSk + βk, (k = 1, · · · , T )

and so it is its value just after applying the strategy. We admit only strate-
gies such that each Vk is square-integrable and such that the contingent claim
H is produced in the end, i.e. we require VT = H , which can always be met
with our measurability requirements upon taking δT = δHT and βT = βH

T .

2.2 Costs and risk processes

Liquidity costs

The costs ∆Ck incurred at time tk, k > 0 from applying the strategy Φ,
so from changing the stock amount that we hold from δk−1 to δk and from
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changing the amount invested in the money market account from βk−1 to βk,
are given in the presence of liquidity costs on the stock by

∆Ck(Φ) = L ((δk − δk−1), Sk, tk) + (βk − βk−1) ∀k ∈ {k = 1, · · · , T }

where the function L gives the costs of adjusting the stock part and ac-
counts for the liquidity effect:

- If (δk − δk−1) > 0, meaning that we have to buy more stocks, we might
not necessarily be able to do so at the theoretical price Sk but rather at
a higher price, so that the bigger the quantity to acquire the greater the
marginal costs.

- If on the contrary (δk − δk−1) < 0, meaning that we have to sell more
stocks, we might not necessarily be able to do so at the theoretical price
Sk but rather at a lower price, so that the bigger the quantity to sell the
greater the marginal costs (costs are negative in this case, so that they
are smaller in absolute value).

Assumptions on Liquidity Costs

As a consequence of the liquidity effect observed on real markets and described
above, it is legitimate to assume that L : (R,R+,R+) → R is a strictly
increasing and convex function of its first variable, with L(0, ., .) = 0 and that
it is differentiable with respect to its first variable, with ∂L

∂x
(0, S, .) = S. As

a matter of fact we don’t take into account bid/ask spread at this level. We
also neglect the transaction’s impact on the price process meaning that there
is no feedback effect no matter the quantity. This amounts to assuming that
the period of trading is much greater than the relaxation time of the market
impact function.
If there exists an adapted function g, i.e. g = g(x, t, ω) with ω ∈ Fk, such that
the liquidity costs can be written as L((δk−δk−1), Sk, tk) = (δk−δk−1)g((δk−
δk−1), tk), then g is called the supply curve. We refer to Cetin et al [5] for
more details on the self financing approach in case there is a supply curve.
In our case, we will assume that there exists an increasing density function
l : (R,R+,R+) → R, l ∈ C1 which represents the price to pay for buying a
marginal amount of stock so that L takes the following form:

L (∆δk, Sk, tk) =

∫ ∆δk

0

l(x, Sk, tk)dx

with then l(0, Sk, tk), the marginal costs for entering a transaction what-
ever its sign being equal to Sk in the absence of bid/ask spread.
It corresponds to smoothing the orderbook profile which gives the quantity
available for a given price. In order to make calculus in continuous time more
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tractable whilst not narrowing the scope of the paper we shall assume that the
marginal costs can be written as a stationary function times the theoretical
spot price S, i.e. l(x, S, t) = l(x)St. We now note that with these assumptions
on the liquidity costs function together with the convexity of the risk function
f we cannot be sure that (x, y) 7→ f(L(x)S + y) is a convex function, unlike
the case of “infinite” liquidity.

We then define the local risk ∆Rk at time k associated with the costs
incurred at time k + 1:

∆Rk(Φ) = E (f(∆Ck+1)|Fk)

or with obvious notation

∆Rk(Φ) = Ek (f(∆Ck+1))

Our objective is now to find trading strategies that will sequentially min-
imize the risk process. We state the corresponding minimization program in
the next section.

2.3 Locally risk-minimizing strategies

The sequential minimization program runs backward in time, i.e. given
(δ∗k+1, δ

∗
k+2, · · · , δ

∗
T ) and (β∗

k+1, β
∗
k+2, · · · , β

∗
T ) (or equivalently (V

∗
k+1, V

∗
k+2, · · · , V

∗
T )),

we look for δ∗k and β∗
k (or V ∗

k ) such that ∆Rk is minimized.

Problem (*) Given a contingent claim H , find Φ∗, admissible strategy
such that

∀k ∈ (0, · · · , T − 1), ∆Rk(Φ) ≥ ∆Rk(Φ
∗)∀Φ admissible,

with δk+1 = δ∗k+1 and βk+1 = β∗
k+1

Given the conditions imposed on f , L, h, Sk and βk (or Vk) we have only
the existence of the optimal strategy which solves the first-order optimality
equations

{

Ek (f
′ (∆Ck+1(Φ

∗))) = 0
Ek (f

′ (∆Ck+1(Φ
∗))L′((δk+1 − δk), Sk+1, tk+1)) = 0

⇔

{

Ek (f
′ (∆Ck+1(Φ

∗))) = 0
Ek (f

′ (∆Ck+1(Φ
∗)) l (δk+1 − δk)Sk+1) = 0

(1)

where we have used the notation L′ for the partial derivatives of L(x, y, z)
with respect to its first variable.
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Theorem 1. Problem (*) has a at least one solution Φ∗ whose components
δ∗ and β∗ solve the set of equations (1).

Proof Let h(x, y, ω) ≡ Ek (f(L((U − x), S, tk+1) + (V − y))) (ω) with U ,
V and S ∈ L2(P ). We first observe that because of our assumptions on the
liquidity costs, for a fixed ω, h is a continuous and differentiable function of
(x, y) so that it reaches a minimum (x∗, y∗) only if (x∗, y∗) is a critical point
of h, i.e. ∇h(x∗, y∗) = 0. Secondly we have lim||(x,y)||→∞ h(x, y, ω) = +∞,
P − a.e. so that h has a global minimum P−almost surely. Finally we show
that (x∗, y∗) is Fk−measurable: let Dn = {j2−n|j ∈ Z} be the set of dyadic
rational of order n, we define

(xn(ω), yn(ω)) = inf{(x, y) ∈ Dn×Dn, h(x, y, ω) ≤ h(x′, y′, ω)∀(x′, y′) ∈ Dn×Dn}

Since ω 7→ h(x, y, ω) is Fk−measurable, (xn, yn) is also Fk−measurable.
As (xn, yn) is bounded in n P−a.e. and h is continuous in (x, y), (x̃, ỹ) =
lim infn→∞(xn, yn) is a Fk−measurable minimizer of h, satisfying ∇h(x̃, ỹ) =
0.

The set of equations (1) is equivalent for the process
(

C
f
k

)

k
with C

f
k =

∑k

i=1 f
′(∆Ci), C

f
0 = 0, and which we will refer to as the f−costs process, to

being a martingale strongly orthogonal to the martingale part of the process
(

SS
k

)

k
with SS

k =
∑k

i=1 (l (∆δi)Si − l(0)Si−1) =
∑k

i=1 (l (∆δi)Si − Si−1),

SS
0 = S0, which we will refer to as the supply price process.

We name this property pseudo-optimality as was done in Abergel and Millot[1]
after Schweizer[17] and it will be in this extended case also the main ingredi-
ent of the extensions to the continuous time setting. We also note that in the
original case of “infinite” liquidity, so with l(.) = 1, the supply price process
is just the stock price S, as is expected.

3 Continuous time setting

Now let (Ω,F , P ) be a probability space with a filtration (Ft)0≤t≤T satisfying
the usual conditions of right-continuity and completeness. T ∈ R

+ denotes a
fixed and finite time horizon. Furthermore, we assume that F0 is trivial and
that FT = F . Let S = (St)0≤t≤T be a semimartingale with a decomposition

S = S0 +M +A

such that M = (Mt)0≤t≤T is a square-integrable martingale with M0 = 0
and A = (At)0≤t≤T is a continuous and adapted process of finite variation |A|
with A0 = 0. Throughout the article, we use a right-continuous version of S.



6 Frédéric Abergel and Nicolas Millot

3.1 Trading strategies

A trading strategy Φ is a pair of processes δ = (δt)0≤t≤T , β = (βt)0≤t≤T

satisfying the following conditions

{

δ is càdlàg and adapted
β is càdlàg and adapted

An option is again described by a square-integrable random variable
H ∈ L2(P ), with H = δHST +βH , δH and βH being FT−measurable random
variables.
So as to make precise what strategies can be considered, we use the same clas-
sical notations and definitions regarding quadratic variations and covariations
as in Abergel and Millot [1].
Likewise we introduce the same restrictions on our strategies so that the opti-
mality conditions are well-defined. We shall therefore concentrate on strategies
which are H−admissible in the sense that























δT = δH P − a.s.

βT = βH P − a.s.

δ has finite and integrable quadratic variation
β has finite and integrable quadratic variation
δ and β have finite and integrable quadratic covariation

Local risk-minimization

We briefly recap the definition used to extend the idea of local risk-minimization
in discrete time to the continuous time framework.

Small perturbations

Definition A small perturbation is a bounded admissible3 strategy φ = (β, δ)
such that βT = 0 and δT = 0.

Local risk along a partition

We start with an H−admissible strategy Φ and we want to study the increase
of risk when the strategy is perturbed at some discrete times. To do so, given
a partition τ of [0, T ], where τ = {0 = t0, t1, · · · , tk = T }, and a small
perturbation ∆, we define a process rτf the following way

3 Admissible means that it satisfies the same regularity requirements as an
H−admissible strategy with different terminal conditions.
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rτf [Φ, φ](t, ω) =
∑

ti,ti+1∈τ

∆Rti(Φ+ φ|[ti,ti+1()(ω)−∆Rti(Φ)(ω)

ti+1 − ti
1[ti,ti+1((t)

with ∆Rti(Φ) = E
(

f(∆Cti+1)|Fti

)

.

Now we can define the local risk-minimization in the same way as we did
for the discrete time setting:

Definition An H−admissible strategy Φ is called locally risk-minimizing
for the option H if for every small perturbation φ and every increasing sequence
of partitions (τn)n∈N tending to the identity, we have

lim inf
n→∞

rτn [Φ, φ] ≥ 0 P − a.e.

3.2 The f−costs process

Now we proceed with defining the process f−costs process which will allow
us to characterize locally risk-minimizing strategies by analogy with discrete
time.

For a replicating trading strategy Φ we define the f−costs process Ct(Φ)
as the following limit, whenever it exists

lim
n→∞

ln
∑

k=1

f ′(L(δτ
n

k − δτ
n

k−1 , Sτn

k ) + βτn

k − βτn

k−1)

where convergence happens in ucp topology, for any sequences Pn of Rie-
mann partitions of [0, T ] of length ln. We used the notation XT for the process
stopped at T .

We now focus on a H−admissible strategy Φ and state a theorem relative
to the existence of the f−costs process.

Theorem 2. The f−costs process of a H−admissible strategy Φ is well de-
fined and is given by the following formula

Ct(Φ) =

f ′′(0)
(

Vt − V0 −
∫ t

0+ δs−dSs +
1
2 l

′(0)
∫ t

0+ Ss−d[δ, δ]
c
s

)

+ f(3)(0)
2

(

[β, β]ct + 2
∫ t

0+
Ss−d[β, δ]

c
s +

∫ t

0+
S2
s−d[δ, δ]

c
t

)

+
∑

0<s≤t f
′(∆βs + L(∆δs, Ss))− f ′′(0)(∆βs +∆δsSs) (2)

with notation [X,Y ]c standing for the continuous part of the (càdlàg)
quadratic covariation process.
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Proof The proof relies on the same ingredients as in theorem 2 of Abergel
and Millot[1] where the basic case without transaction costs is thoroughly
studied, effectively following the lines of Itō formula’s proof for general semi-
martingales in Protter[16]. The changes are in the application of the Taylor’s
theorem with remainder term which we apply first on f ′ as a function of
L(x)S + y and then on L itself.

Corollary 1. The f−costs process of a H−admissible strategy Φ can also be
expressed in terms of the portfolio value V

Ct(Φ) =

f ′′(0)
(

Vt − V0 −
∫ t

0+ δs−dSs

)

+f ′′(0)l′(0)
(

1
2

∫ t

0+
Ss−d[δ, δ]

c
s

)

+ f(3)(0)
2

(

[V, V ]ct − 2
∫ t

0+ δs−d[V, S]
c
s +

∫ t

0+ δ2s−d[S, S]
c
t

)

+
∑

0<s≤t f
′(∆Vs − δs−∆Ss + L(∆δs, Ss)−∆δsSs)

−
∑

0<s≤t f
′′(0)(∆Vs − δs−∆Ss) (3)

Proof The proof follows easily from applying the definition of V in the
formula (2) and straightforward calculations using quadratic variation prop-
erties.

The additional term in the expression of Ct(Φ) due to the finite liquidity

is f ′′(0)l′(0)
(

1
2

∫ t

0+
Ss−d[δ, δ]

c
s

)

and it is non-decreasing given the convexity

of both f and L.

3.3 The supply price process

We define the the supply price process required to characterize locally risk-
minimizing strategies by analogy with discrete time.

For a replicating trading strategy Φ we define the supply price process
SS
t (Φ) as the following limit, whenever it exists

lim
n→∞

ln
∑

k=1

(

l(δτ
n

k − δτ
n

k−1)Sτn

k − Sτn

k−1

)

where convergence happens in ucp topology, for any sequences Pn of Rie-
mann partitions of [0, T ] of length ln.

For H−admissible strategy Φ we have a similar theorem relative to the
existence of the supply price process as for the f−costs.

Theorem 3. The supply price process of SS a H−admissible strategy Φ is
well defined and is given by the following formula
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SS
t (Φ) = St + l′(0)

(

δtSt − δ0S0 −
∫ t

0+ δs−dSs

)

+ 1
2 l

′′(0)
∫ t

0+ Ss−d[δ, δ]
c
s

+
∑

0<s≤t (l((∆δs)− 1)Ss − l′(0)∆δsSs) (4)

Proof The proof follows the same lines as theorem 2 so we don’t detail it
here.

4 Application to stochastic volatility models

In this section we will assume further hypotheses on the trading strategies
so that we can derive explicit formula for the f−cost process and completely
characterize the the pseudo-optimal strategies for the local risk-minimization.
We model the evolution of S through a set of SDE with stochastic volatility

dSt = µtdt+ σtdW
1
t (5)

dσt = γtdt+ΣtdW
2
t (6)

with smooth µt, γt and Σt, W
1 and W 2 standard Wiener processes under P

with constant instantaneous correlation ρ, i.e. d < W 1,W 2 >t= ρdt.
We shall also assume that appropriate conditions hold for the functions µt, γt
and Σt so that the system of SDE (5, 6) admits a unique strong continuous
solution for S and σ, with S > 0 and σ > 0. With these diffusion assumptions
we will now place ourselves in a Markovian framework and look for the optimal
strategy Φ as a smooth function of the state variables

δt = δ(t, St, σt)

Vt = V (t, St, σt)

4.1 PDE formulation

We first derive a PDE formulation. For that purpose we firstly express the
costs process as a function of the diffusion parameters and the strategy

Ct(Φ) =

∫ t

0

[

f ′′(0)

(

∂V

∂u
+

∂V

∂S
µu +

∂V

∂σ
γu +

1

2

∂2V

∂S2
σ2
u +

1

2

∂2V

∂σ2
Σ2

u +
∂2V

∂S∂σ
ρσuΣu − δuµu

)

+ f ′′(0)l′(0)Su

2

(

(

∂δ
∂S

)2
σ2
u +

(

∂δ
∂σ

)2
Σ2

u + 2 ∂δ
∂S

∂δ
∂σ

ρσuΣu

)

+ f(3)(0)
2

(

(

∂V
∂S

)2
σ2
u +

(

∂V
∂σ

)2
Σ2

u + 2∂V
∂S

∂V
∂σ

ρσuΣu

)

− f (3)(0)δu
(

∂V
∂S

σ2
u + ∂V

∂σ
ρσuΣu

)

+ f(3)(0)
2 δ2uσ

2
u

]

du

+

∫ t

0

f ′′(0)

(

∂V

∂S
− δu

)

σudW
1
u +

∫ t

0

f ′′(0)
∂V

∂σ
ΣudW

2
u
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which we have obtained from equation (3).
Secondly we express the supply price process

SS
t (Φ) = St + l′(0)

(

δtSt − δ0S0 −

∫ t

0

δuµudu−

∫ t

0

δuσudW
1
u

)

+ 1
2 l

′′(0)

∫ t

0

(

(

∂δ

∂S

)2

σ2
u +

(

∂δ

∂σ

)2

Σ2
u + 2

∂δ

∂S

∂δ

∂σ
ρσuΣu

)

du

which we have obtained from equation (4). Now, applying to the strategy
Φ the first pseudo-optimality criterion, i.e. that C must be martingale under
the measure P , we find a first fully non-linear PDE satisfied by the strategy
(V, δ)

f ′′(0)

(

∂V

∂u
+

∂V

∂S
µu +

∂V

∂σ
γu +

1

2

∂2V

∂S2
σ2
u +

1

2

∂2V

∂σ2
Σ2

u +
∂2V

∂S∂σ
ρσuΣu − δuµu

)

+f ′′(0)l′(0)
Su

2

(

(

∂δ

∂S

)2

σ2
u +

(

∂δ

∂σ

)2

Σ2
u + 2

∂δ

∂S

∂δ

∂σ
ρσuΣu

)

+
f (3)(0)

2

(

(

∂V

∂S

)2

σ2
u +

(

∂V

∂σ

)2

Σ2
u + 2

∂V

∂S

∂V

∂σ
ρσuΣu

)

−f (3)(0)δu

(

∂V

∂S
σ2
u +

∂V

∂σ
ρσuΣu

)

+
f (3)(0)

2
δ2uσ

2
u = 0

with terminal condition corresponding to VT = δHST + βH .

In order to apply to the strategy Φ the second pseudo-optimality criterion,
i.e. that the martingale C must be orthogonal to the martingale part of the
supply price process SS , we first identify its martingale part

SS
t (Φ) − E

(

SS
t (Φ)

)

=

∫ t

0

(

1 + l′(0)S
∂δ

∂S

)

σudW
1
u +

∫ t

0

l′(0)S
∂δ

∂σ
ΣudW

2
u

so that the second PDE satisfied by the strategy (V, δ) is

(

∂V

∂S
− δ

)(

1 + l′(0)S
∂δ

∂S

)

σ2 +
∂V

∂σ

(

1 + l′(0)S
∂δ

∂S

)

ρσΣ +

(

∂V

∂S
− δ

)

∂δ

∂σ
l′(0)SρσΣ +

∂V

∂σ

∂δ

∂σ
l′(0)SΣ2 = 0

With some rearrangements, the pseudo-optimal strategy Φ finally solves
the following system of PDEs
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





























































∂V
∂u

+ ∂V
∂S

µ+ ∂V
∂σ

γ + 1
2
∂2V
∂S2 σ

2 + 1
2
∂2V
∂σ2 Σ

2 + ∂2V
∂S∂σ

ρσΣ =

δµ+ α
(

(

∂V
∂S

σ + ∂V
∂σ

ρΣ − δσ
)2

+ (1− ρ2)
(

∂V
∂σ

)2
Σ2
)

+l′(0)S2

(

(

∂δ
∂S

σ + ∂δ
∂σ

ρΣ
)2

+ (1− ρ2)
(

∂δ
∂σ

)2
Σ2
)

(

∂V
∂S

− δ
) (

1 + l′(0)S ∂δ
∂S

)

σ2 + ∂V
∂σ

(

1 + l′(0)S ∂δ
∂S

)

ρσΣ

+
(

∂V
∂S

− δ
)

∂δ
∂σ

l′(0)SρσΣ + ∂V
∂σ

∂δ
∂σ

l′(0)SΣ2 = 0

(7)

with VT = δHST + βH .

Complete markets case

The case of complete markets allows us to recover an extension of the Black
and Scholes PDE ([4], [15]) which does not depend on the choice for the
function f . Indeed, by taking Σ the volatility of volatility equal to zero, the
equation for the hedge ratio δ reduces to

(

∂V

∂S
− δ

)(

1 + l′(0)S
∂δ

∂S

)

= 0

We can rule out the second factor 1 + l′(0)S ∂δ
∂S

being zero since it yields
an unbounded hedge ratio when S approaches to zero. Therefore we are left
with the following system

δ =
∂V

∂S
(8)

∂V

∂u
+

1

2

∂2V

∂S2
σ2

(

1 + l′(0)S
∂2V

∂S2

)

= 0 (9)

Equation (8) gives the perfect hedging strategy in that context, provided
that the PDE (9) has a solution, which is expected when the contingent claim
has a convex payoff. One can verify that in this case the f−cost process
would be identically zero, which amounts to having a self-financing strategy
incorporating liquidity costs that perfectly replicates the contingent claim H .
Another remark is that the PDE (9) shows that the value of the portfolio being
an increasing function of the volatility for a convex payoff, in the presence of
liquidity costs, is increased proportionally to the slope of the marginal costs

and to the Γ = ∂2V
∂S2 of the option.
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4.2 The minimization problem

Despite the fact that in discrete time a pseudo-optimal strategy, satisfying the
set of equations (1), might not be optimal, in continuous time, when working
with continuous path processes we have a correspondence between the two
concepts. As a matter of fact we show that a strategy solving system of equa-
tions (7) is locally risk-minimizing for the function f .

Given the smoothness of the risk function f and the liquidity costs function
L we can rewrite the process rτf by using a Taylor development around the
non-perturbed strategy Φ. Let us fix t ∈ [0, T ], because of the definition of the
process rτf [Φ, φ] and as we work with increasing sequences of partitions, we
may assume that t is one of the tn

i(n) (we will thereafter drop the superscript

n and simply write ti instead), we have:

rτf [Φ, φ](t, ω) =
∆Rti(Φ+ φ|[ti,ti+1()(ω)−∆Rti(Φ)(ω)

ti+1 − ti

=
Eti

(

f(∆Cti+1(Φ+ φ|[ti,ti+1())
)

(ω)− Eti

(

f(∆Cti+1(Φ))
)

(ω)

ti+1 − ti

Applying Taylor’s formula with remainder term to g : (x, y) 7→ f(L(x)+y)
in the expectation, we have that

f(∆Cti+1(Φ + φ|[ti,ti+1())) =

f(∆Cti+1(Φ)) − βtif
′(∆Cti+1(Φ)) − δtiL

′(Φ)f ′(∆Cti+1(Φ)) +
1

2
δ2tih(φ̃)

+
1

2
(βti + δtiL

′(φ̃))2g(φ̃)

where g(φ̃) = f ′′(∆Cti+1 (φ̃)) and h(φ̃) = L′′(φ̃)f ′(∆Cti+1(φ̃)) with φ̃ =

(β̃, δ̃) such that |β̃| ≤ β and |δ̃| ≤ δ. With the assumptions on f , namely
f ′(0) = 0 and f ′′(0) > 0, the remainder term δ2tih(φ̃) + (βti + δtiL

′(φ̃))2g(φ̃)
will remain strictly positive in a neighborhood of ti for δti and βti small
enough.

Rearranging and simplifying we get

rτf [Φ, φ](t, ω) = βti

Eti

(

f ′(∆Cti+1(Φ))
)

(ω)

ti+1 − ti
+ δti

Eti

(

L′(Φ)f ′(∆Cti+1(Φ))
)

(ω)

ti+1 − ti

+
1

2

Eti

(

δ2tih(φ̃)
)

(ω)

ti+1 − ti

+
1

2

Eti

(

(βti + δtiL
′(φ̃))2g(φ̃)

)

(ω)

ti+1 − ti
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Because we work with Itō processes, the following stands:

lim
ti+1→ti

Eti

(

f ′(∆Cti+1 (Φ))
)

(ω)

ti+1 − ti
= Λ (f ′ ◦∆C)ti

lim
ti+1→ti

Eti

(

L′(Φ)f ′(∆Cti+1 (Φ))
)

(ω)

ti+1 − ti
= Λ (L′ · f ′ ◦∆C)ti

and

lim
ti+1→ti

Eti

(

h(φ̃)
)

(ω)

ti+1 − ti
= Λhti

lim
ti+1→ti

Eti

(

g(φ̃)
)

(ω)

ti+1 − ti
= Λgti

lim
ti+1→ti

Eti

(

L′g(φ̃)
)

(ω)

ti+1 − ti
= Λ (L′ · g)ti

lim
ti+1→ti

Eti

(

L′2g(φ̃)
)

(ω)

ti+1 − ti
= Λ

(

L′2 · g
)

ti

where Λ is the infinitesimal generator associated with the diffusion:

Λh =
∂h

∂S
µ+

∂h

∂σ
γ +

1

2

∂2h

∂S2
σ2 +

1

2

∂2h

∂σ2
Σ2 +

∂2h

∂S∂σ
ρσΣ

Finally the process rτf evaluated in t is worth

rτf [φ,∆](t, ω) = βtΛ (f ′ ◦∆C)t + δtΛ (L′ · f ′ ◦∆C)t

+ 1
2

(

β2
tΛgt + 2βtδtΛ (L′ · g)t + δ2tΛ

(

L′2 · g + h
)

t

)

Now we first take the component δ of the perturbation equal to zero, that
is we perturb only β, so that we have the following first condition for the
strategy φ to be locally risk-minimizing :

βtΛ (f ′ ◦∆C)t +
1

2
β2
tΛgt ≥ 0 P − a.e. ∀βt

As a consequence we must have Λ (f ′ ◦∆C)t = 0.
Likewise we take the component β equal to zero and we get the following

second condition for the strategy φ to be locally risk-minimizing :

δtΛ (L′ · f ′ ◦∆C)t +
1

2
δ2tΛ

(

L′2 · g + h
)

t
≥ 0 P − a.e. ∀δt
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Therefore we must have Λ (L′ · f ′ ◦∆C)t = 0. But we observe that

{

Λ (f ′ ◦∆C)t = 0
Λ (L′ · f ′ ◦∆C)t = 0

⇔











































f ′′(0)
(

∂V
∂u

+ ∂V
∂S

µu + ∂V
∂σ

γu + 1
2
∂2V
∂S2 σ

2
u + 1

2
∂2V
∂σ2 Σ

2
u + ∂2V

∂S∂σ
ρσuΣu − δuµu

)

+f ′′(0)l′(0)Su

2

(

(

∂δ
∂S

)2
σ2
u +

(

∂δ
∂σ

)2
Σ2

u + 2 ∂δ
∂S

∂δ
∂σ

ρσuΣu

)

+ f(3)(0)
2

(

(

∂V
∂S

)2
σ2
u +

(

∂V
∂σ

)2
Σ2

u + 2∂V
∂S

∂V
∂σ

ρσuΣu

)

−f (3)(0)δu
(

∂V
∂S

σ2
u + ∂V

∂σ
ρσuΣu

)

+ f(3)(0)
2 δ2uσ

2
u = 0

(

∂V
∂S

− δ
) (

1 + l′(0)S ∂δ
∂S

)

σ2 + ∂V
∂σ

(

1 + l′(0)S ∂δ
∂S

)

ρσΣ

+
(

∂V
∂S

− δ
)

∂δ
∂σ

l′(0)SρσΣ + ∂V
∂σ

∂δ
∂σ

l′(0)SΣ2 = 0

Finally, as announced in the beginning of this section, we see that in this
context of stochastic volatility model, the optimal strategies with respect to
the local risk-minimization problem are the same as the pseudo-optimal strate-
gies. Like in the original article with “infinite” liquidity, the only requirement
to obtain this result is the existence of the infinitesimal generator and its ex-
pression in terms of the parameters of the SDE driving the process so as to
identify the sets of two equations, which therefore allows again for a straight-
forward generalization to Itō processes.

5 Application to stochastic volatility/jump diffusion
models

In this section, we want to provide an example of a situation where the non-
quadratic risk definitely implies a different hedging strategy, not only through
the Taylor expansion around zero of the risk function. We therefore model the
evolution of S through an SDE with stochastic volatility and Poisson jumps
in the vein of the Bates model [3]

dSt = µtdt+ σtdW
1
t + kdNt

dσt = γtdt+ΣtdW
2
t

with W 1 and W 2 Wiener processes under P and d < W 1,W 2 >t= ρdt, Nt a
Poisson process of intensity λ and the amplitude of the jumps k having proba-
bility distribution K. We also assume that Wt, Nt and k are independent. As
in the case of stochastic volatility we shall assume that appropriate conditions
hold on the adapted processes µ, σ, γ and Σ so that the set of SDE has a
unique strong solution.
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With these assumptions we will again place ourselves in a Markovian frame-
work and look for the optimal strategy Φ as a smooth function of the state
variables

δt = δ(t, St, σt)

Vt = V (t, St, σt)

5.1 PIDE formulation

We first derive a PIDE formulation. For that purpose we express the costs
process as a function of the model parameters and the strategy

Ct(Φ) =
∫ t

0

(

f ′′(0)
(

∂V
∂u

+ ∂V
∂S

µu + ∂V
∂σ

γu + 1
2
∂2V
∂S2 σ

2
u + 1

2
∂2V
∂σ2 Σ

2
u + ∂2V

∂S∂σ
ρσuΣu − δuµu

)

+ f(3)(0)
2

(

(

∂V
∂S

)2
σ2
u +

(

∂V
∂σ

)2
Σ2

u + 2∂V
∂S

∂V
∂σ

ρσuΣu

)

+ l′(0)Su

2

(

(

∂δ
∂S

)2
σ2
u +

(

∂δ
∂σ

)2
Σ2

u + 2 ∂δ
∂S

∂δ
∂σ

ρσuΣu

)

− f (3)(0)δu−
(

∂V
∂S

σ2
u + ∂V

∂σ
ρσuΣu

)

+ f(3)(0)
2 δ2uσ

2
u

)

du

+
∫ t

0 f ′′(0)
(

∂V
∂S

− δu−
)

σudW
1
u

+
∫ t

0 f ′′(0)∂V
∂σ

ΣudW
2
u

+
∫ t

0

∫

R
f ′(∆Vu − δu−∆Su + L(∆δu, Su)−∆δuSu)K(k)dkdNu

which we have again obtained from equation (3), and with ∆Vu the jump
in V when there is a jump ∆Su of size k on S at time u being equal to
V (u−, Su− + k, σu−)− V (u−, Su−, σu−) and likewise for ∆δu.

Now, applying to the strategy Φ the first pseudo-optimality criterion, i.e.
that C must be martingale under the measure P , we find the PIDE satisfied
by the portfolio value V

f ′′(0)

(

∂V

∂u
+

∂V

∂S
µu +

∂V

∂σ
γu +

1

2

∂2V

∂S2
σ2
u +

1

2

∂2V

∂σ2
Σ2

u +
∂2V

∂S∂σ
ρσuΣu − δu−µu

)

+
f (3)(0)

2

(

(

∂V

∂S

)2

σ2
u +

(

∂V

∂σ

)2

Σ2
u + 2

∂V

∂S

∂V

∂σ
ρσuΣu

)

+
l′(0)Su

2

(

(

∂δ

∂S

)2

σ2
u +

(

∂δ

∂σ

)2

Σ2
u + 2

∂δ

∂S

∂V

∂σ
ρσuΣu

)

−f (3)(0)δu−

(

∂V

∂S
σ2
u +

∂V

∂σ
ρσuΣu

)

+
f (3)(0)

2
δ2u−σ

2
u

+

∫

R

f ′(∆Vu − δu−∆Su)K(k)dkλu = 0
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with the terminal conditions corresponding to VT = δHST + βH .

In order to apply to the strategy Φ the second pseudo-optimality criterion,
i.e. that the martingale C must be orthogonal to the martingale part of the
supply price process SS , we first identify its martingale part

SS
t (Φ) − E

(

SS
t (Φ)

)

=

∫ t

0

(

1 + l′(0)S
∂δ

∂S

)

σudW
1
u +

∫ t

0

l′(0)S
∂δ

∂σ
ΣudW

2
u

+
∫ t

0

∫

R
((l(∆δu)− 1)Su + k)K(k)dkdÑu

with Ñ the compensated Poisson process of N .

Therefore the second PDE satisfied by the strategy (V, δ) is

(

∂V

∂S
− δ

)(

1 + l′(0)S
∂δ

∂S

)

σ2 +
∂V

∂σ

(

1 + l′(0)S
∂δ

∂S

)

ρσΣ

+

(

∂V

∂S
− δ

)

∂δ

∂σ
l′(0)SρσΣ +

∂V

∂σ

∂δ

∂σ
l′(0)SΣ2

+

∫

R

f ′(∆Vu − δu−∆Su + L(∆δu, Su)−∆δuSu) ((l(∆δu)− 1)Su + k)K(k)dkλu = 0

with the terminal conditions corresponding to VT = δHST + βH .

Contrarily to the stochastic volatility case, where only the local behaviour
of the risk and liquidity costs functions f and L in 0 mattered, the optimal
strategy in the jump-diffusion model requires the knowledge of both functions
on their whole support.

Conclusion

In this article we have extended the new methodology which we introduced
in Abergel and Millot [1] in order to hedge contingent claims in incomplete
markets. As was expected this methodology not only gives more flexibility in
the choice of the function used to assess the risk of the strategy but it also
allows to include part of the transaction costs, namely liquidity costs, in the
picture. So it is especially suited for traders hedging large book or if trading
occurs on illiquid markets. It also makes the link with the recent research on
the orderbook modelling and on the market impact by using a liquidity costs
function seen as the smoothing of the orderbook profile. Further extensions
will include the study of existence of solutions to the system of PDEs and
linking the fully non-linear PDE obtained with a second-order FBSDE to
allow for a more tractable numerical scheme.
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