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ABSTRACT

This paper considers the reliability of usual assent methods when evaluating virtual synthesizeds/in the multi-
view video context. Virtual views are generatedrfrbepth Image Based Rendering (DIBR) algorithmsaBee DIBR
algorithms involve geometric transformations, nexpes of artifacts come up. The question regardsathiity of
commonly used methods to deal with such artifatiés paper investigates how correlated usual ne#are to human
judgment. The experiments consist in assessingnseiferent view synthesis algorithms by subjectared objective
methods. Three different 3D video sequences arg insthe tests. Resulting virtual synthesized seges are assessed
through objective metrics and subjective protoc®esults show that usual objective metrics can datessing
synthesized views, in the sense of human judgment.

Keywords: Virtual view synthesis, multi-view video, 3DTV, glity assessment, quality metrics

1. INTRODUCTION

Any new device or method needs to be assessedgthradapted and reliable tools. 3D Video technology brought
out new challenges such as the question of DIBRéagews evaluation. 3D Video applications, suclB@sTelevision

(3DTV) or Free viewpoint Television (FTV) providae users a novel type of experience thanks to ddedvalue

(depth, or immersion), compared to conventionalv&i2o. However, the success of these applicatiepgids on their
ability to offer high-quality visual content. FTVhd 3DTV require virtual view generation, which issered by the use
of DIBR algorithms. This process induces new typésrtifacts and consequently impacts on qualiyt thas to be
identified considering various contexts of use.ifadts from 2D video compression have been widtldied, but DIBR

deals with new types of distortions that are magdpmetric distortions.

Yet, synthesized views, generated either from dedahd distorted data or from original data, neeblet assessed. The
best assessment tool remains the human judgméon@ss the right protocol is used. Subjective igpalssessment is
still delicate while addressing new types of condié because one has to define the optimal waetadliable data.
Subjective tests are time-consuming consequentystiould draw big lines on how to conduct such expt to save
time and observers. Since DIBR is introducing nemditions, the right protocols to assess the visuallity with
observers are still an open question. Protocolghtmvary according to the purpose (impact of corsgimm, DIBR
techniques comparison ...).

Objective metrics are requested because subjegtiabty assessment tests are cumbersome. Theyeaet o predict
human judgment and to facilitate the quality evatra However, the evaluation of their performancelges on their
closeness to subjective assessment results. Agyaheo conduct the subjective quality assessmeatbpols is already
guestionable, reliable objective quality metricsoag existing ones that could be useful in DIBR eanhtare all the
more uncertain.

Yet, trustworthy working groups partly base theitufe specifications, concerning new strategies3farvideo, on the
outcome of objective metrics. Considering the tstditions may rely on usual subjective and objecprotocols
(because of their availability), the outcome of mgachoices could result to a poor quality of exgece for users, or
worse, the failure of 3D Video for industrials.



This study is motivated by two main questions: amial requirements for subjective evaluation profocstill
appropriate for assessing 3D synthesized views? s&adnd, are usual metrics sufficient for asses3ihgynthesized
views?

Previous studies' ) already proposed to answer our second questipnéggrding the reliability of usual objective
metrics. However, often, objective metrics are egapbn single distorted views and these measurenagatcompared to
subjective assessments on 3D displays whose syitpescess is blind. Irf, artifacts from both synthesis and
compression are assessed without distinction.

This study aims at answering the two questions @bbut considering the complexity of 3D Video, d@ndorder to
precisely keep in check what is being measureiisiapproach is to be independent from the 3L, ithto say both the
stereopsis and the 3D display whose technologiflis snajor factor of quality degradation. Thusetstudy presented in
this chapter focuses on the quality evaluation éBRbased synthesized views in 2D conditions. Besidhese
conditions are plausible in a Free Viewpoint VideEYV) application.

The problem we consider has not been treated ih auway in the literature. In our context, the fessof our study
confirm the common idea that 3D video is not jingt éxtension of 2D video and that commonly used/i2leo metrics
are not sufficient to assess the synthesized viopedity. The synthesized images quality is meastinedugh pixel-
based or perceptual-like metrics. The images anthegized with seven different DIBR algorithms. @tation with
human perception is estimated thanks to subjeaigessments.

The document is organized as follows: Section Zhlights the challenges brought by 3D in the conte#xquality
assessment. Section 3 presents the material usdtefexperiments. Section 4 considers the firsistjan regarding the
subjective assessment protocols while Section 8ietuthe reliability of the objective tools. Seati6 concludes the

paper.

2. NEW CHALLENGESIN TERMSOF QUALITY ASSESSMENT

Recently, the complexity of 3D video has been abersd. It is now admitted that 3D Video is not thieial extension
of 2D to 3D, thanks to studies such as Seuntierls’ the latter, Seuntiens claims that not only ithage quality should
be addressed in a quality evaluation, but as wal factors such as naturalness, visual experieangk presence. This
suggests the use of a multidimensional measurethahtdoes not exist yet as an objective tool, &ad has not been
deployed yet in subjective quality assessment ofriédia.

Indeed, it is a tough task designing subjectivelifuassessment frameworks, when new concepts rdreduced.
Besides, Chen et &l.proposed new requirements from this perspeciitiey proposed to reconsider several conditions
in this context, such as the viewing conditiong@ing distance, monitor resolution), the test mat€depth rendering
according to the chosen 3D display), viewing doratietc. This certainly reinforces our assumptioncerning the fact
that 3D Video is much more complex than 2D conweal video, and that tools usually thought of agrapriate in the
context of 2D conventional video should be recomsd.

As a matter of fact, the study of artifacts ocaugrivhen generating a novel view from DIBR algorithraveals that the
distortions are mainly located around strong dificaities, transitions of depth. They are quitfet#nt from artifacts
we are used to deal with in 2D video compressidiis Tomes from the fact they arise from the vemtlsgsis process,
and are then geometric distortions.

These distortions are directly related to the dqualf the incoming data values (e.g. quality of ihepstimation) and the
synthesis process strategies. The latter mainlyedimt dealing with the critical problem in DIBR, mely the

disocclusion. This term refers to the discoveredia®s during the synthesis of a new viewpoint. r&xolation

techniques are meant to fill the disoccluded regjidn this section, we comment the artifacts fraewem different
synthesis process strategies. These seven DIBRtalgs are referenced from Al to A7:

- Al: based on Feht where the depth map is pre-processed by a low-jites. Borders are cropped, and then an
interpolation is processed to reach the originsg.si

- A2: based on Fehh Borders are inpainted by the method proposeddigaf.



- A3: Tanimoto et al’, it is the recently adopted reference softwarettierexperiments in the 3D Video group of
MPEG.

- A4: Miiller et al.®, proposed a hole filling method aided by deptbiinfation.

- AS5: Ndjiki-Nya et al.’, the hole filling method is a patch-based texsyethesis.
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- A6: Koppel et al=™, uses depth temporal information to improve thalsgsis in the disoccluded areas.

- A7: corresponds to the unfilled sequences (i.eh Witles).

Commonly encountered artifacts, in DIBR-based sgsitted images are described in the following. Isthod the cases,
these artifacts are located around strong disceitis, but are more perceptible when the contkegtveen the
background and the foreground is important.

Object shifting: a region may be slightly translated or resizeghehding on the chosen extrapolation method (if the
method chooses to assign the background valuée tmissing areas, object may be resized), or orrtheding method
(blocking artifacts in depth data results in objgfting in syntheses).

Blurry edges. when data is pre-processed by low pass filtéfteads to blurry synthesized regions. Indeedyvtida the
lack of information in disoccluded areas, it is ptimg to low pass filter the per-pixel depth infation, as proposed in
Al. However, this smoothes out the discontinuiied results in blurry regions in synthesis. Thiangsoying especially
around the edges that are expected to be shaip.dlbvious around the background/foreground traorst These
remarks are confirmed on Figure 1-Al, where we alete the curved stairway, and on Figure 1-A3 agdothe
disoccluded areas.

Texture synthesis: inpainting methods can falil in filling complexxtared areas. A2 and A3 use the inpainting method i
®, However, this inpainting method fails to reconstrcomplex textures. A4 also fails in renderingnptex textures. To
overcome these limitations, a hole filling appro&ased on patch-based texture synthesis is propos®sl However,
candidate patches may not be perceptually closbetalisoccluded region and then lead to artifdetsthermore, the
rectangular patches can lead to blocky artifacts.

Flickering: when errors occur randomly in depth data alorggbgquence, pixels are wrongly projected: somelgixe
suffer slight changes of depth, which appears iakefls in the resulting synthesized pixels. To dvtiis effect,
proposed the use of a background sprite is propwséd. Background image information is stored le tsprite and
updating by the original and the synthesized imadermation of previous frames to provide depth sistency. All
along the frames, background texture is copied frlmenstored information to the disoccluded regitme copy relies on
depth data, and is then still dependent on depthglzality

Tiny distortions: in synthesized sequences, a large number ofgeéaynetric distortions and illumination differencee
temporally constant and perceptually invisible. ldeer, pixel-based metrics may penalize these désta@ones.
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Figure 1: DIBR-based synthesized frames of the "bodd" sequence.

3. EXPERIMENTAL MATERIAL

3D Video involves many factors that are not conglletinder control yet. Among them, the stereopksnpmenon, or
the relationship between depth rendering and tladityof experience over 3D-adapted displays, carcited. To be
independent of combination of uncontrolled paransetithe quality of images synthesized from DIBRoaihms is first
assessed in 2D conventional conditions. This isninabe a preliminary experiment, and it is alsolausible context
for an FVV application.



Three different MVD sequences are used. The segsesneBook Arrival (1024x768, 16 cameras with 6.5cm spacing),
Lovebirdl (1024x768, 12 cameras with 3.5 cm spacing) Eedspaper (1024x768, 9 cameras with 5 cm spacing).
These sequences are also involved in the test bearkk of 3DV Group of MPEG.

Seven DIBR algorithms processed the three MVD secpgeto generate, for each one, four different p@nts. Six of
the DIBR algorithms, from Al to AB, are cited incien 2, and the seventh correspond to the unfdleguences (i.e.
with holes) is labelled A7.

Subjective and objective evaluations were procegsedaluate the synthesized views quality.

As for the subjective quality evaluations, staddsed methodologies for subjective multimedia dgyatissessment,
such as Absolute Categorical Rating (A&Rhave proved their efficiency regarding the qya#waluation of 2D
conventional images. ACR was then used to collectgived quality scores. The tests were conductedni ITU

conforming test environment. The stimuli were disfeld on a TVLogic LVM401W, and according to ITU-TB00*

As for the objective quality metrics, measuremevese realized over the 84 synthesized views byribans of MetriX
MuX Visual Quality Assessment Packajexcept for two metrics: VQM and VSSIM. VQM wereadlable at™*

VSSIM was implemented by the authors, according®tdrhe reference was the original acquired videdl iBtage
metrics were applied on each frames of the seqseanue then averaged by the number of frames.

4. SUITABILITY OF SUBJECTIVE QUALITY ASSESSMENT PROTOCOLS

ACR is selected as an example of subjective assaggmotocol to reconsideACR methodology consists in presenting
test objects (i.e. images or sequences), one iateaand in a random order, to the observers. Obseiscore the test
item according to a discrete category rating sceths quality scale is depicted in

Table 1: ACR quality scale.

Excellent
Good
Fair
Poor
Bad

R N W b~ O

A semantic meaning is assigned to the five integérthe quality scale. The results of an ACR test @btained by
averaging observers' opinion scores for each stispuh other words, by computing mean opinion s£¢k0S). ACR

requires many observers to minimize the contexifatts (previously presented stimuli influence ¢iiserver opinion,
i.e. presentation order influences opinion rating$e accuracy increases with the number of ppdits. The efficiency
of ACR methodology is proved as soon as at leasthiaérvers participate, according to VQEG.

ACR test was conducted over the 84 video sequesygkesized from the seven DIBR algorithms.

Table 2 shows the ranking of the algorithms fromdbtained subjective scores. The obtained vahdisate the quality
of the presented sequences is perceived as “poaverage.

Table 2: Ranking of algorithms according to subjectcores.

Al A2 A3 Ad A5 A6 A7
ACR 2.70 2.41 2.14 2.03 1.96 2.13 1.2§
Rank order 1 2 3 5 6 4 7

Although ACR scores allow the ranking of the altfuris, they do not directly provide knowledge on shatistical
equivalence of the results. Student's t-test haa performed over the scores to meet this need.



Table 1 depicts the results of the Student’s t{estessed with the values. The number in paregsheslicates the
required minimum number of observers that allow staistical distinction (VQEG recommends 24 pgtots as a
minimunt®, values in bold are higher than 24 in the tabitedeems that in some cases, 24 participants drsufiicient

to provide a sharp distinction. This may be duethie fact that some of the algorithms induce the esaype of

distortions. Then, the perceived quality is simitapobservers.

Table 3: Results of Student's t-test with ACR resukgiend:t: superior,]: inferior, O: statistically equivalent. Reading:
Line"1" is statistically superior to column "2". finction is stable when "less than 7 observersqgizate.

Al A2 A3 A4 A5 A6 A7
Al 1(7) 1(3) 1(3) N0) 1(3) (1)
A2 T0) 12 1(2) (1) 12 (1)
A3 13 1(2) °(>32) 12(9) °(>32) (D)
A4 13) 12 °(>32) °(>32) | °(>32 (1)
A5 1) 1) 19) | 932 1(15) (1)
A6 13) 12) °>32) | °(>32) | 1(15) (1)
A7 1) 1) 16) 1) 16) 16)

5. RELIABILITY OF OBJECTIVE METRICS

Different objective metrics are used in the preseémxperiments:

- Peak Signal to Noise Ratio (PSNR) measures thalsigielity of a distorted image compared to a refiee. It is
based on the measure of the Mean Squared Error \MSE

- As an alternative to pixel-based methods, Unive€uadlity Index UQI'" is a perceptual-like metric. It models

the image distortion by a combination of three dest loss of correlation, luminance distortion, asuhtrast
distortion.

- PSNR-HVS*® based on PSNR and UQI, is meant to take into uacthe Human Visual System (HVS)
properties.

- PSNR-HVSM?™ is based on PSNR but takes into account Contrassi®ity Function (CSF) and between-
coefficient contrast masking of DCT basis functions

- Single-scale Structural SIMilarity (SSIMJ combines image structural information: mean, varéa covariance
of pixels, for a single local patch. Multi-scale IBS(MSSIM) is the average SSIM scores of all paklé the
image.

- Video Structural Similarity Measure (V-SSIM)s a FR video quality metric which uses structutigtortion as
an estimate of perceived visual distortion. At pagch level, SSIM score is a weighted function 8t\ of the
different component of the image (i.e. luminanagd ahromas). At the frame level, SSIM score is &hted
function of patches’ SSIM scores (based on the riderk of the patch). Finally at the sequence |&¥8E5IM
score is a weighted function of frames’ SSIM scdbesed on the motion).

- Visual Signal to Noise Ratio (VSNRY is also a perceptual-like metric: it is based owisual detection of
distortion criterion, helped by CSF.

- Weighted Signal to Noise Ratio (WSNR) that usesedghting function adapted to HVS denotes a weighted

Signal to Noise Ratio as applied’fiand expressed .
- Visual Information Fidelity (VIF)* uses a statistical model and an image distortiodahto assess an image.
VIFP is a pixel-based version of VIF.

- Information Fidelity Criterion (IFCf° uses a distortion model to evaluate the infornmatibared between the
reference image and the degraded image.



- Noise quality measure (NQMJ quantifies the injected noise in the tested image.

- Video Quality Metric (VQM) was proposed by Pinsondawolf in ?°. VQM combines different perceptual
calculated parameters (motion, blurring, globakaotolor distortion) to compute the final quatitgasure.

Table 4 shows the rankings obtained from the objeccores (and the subjective scores as a renj)in8abjective-
based ranking points Al as the best out of thersaigorithms. But objective-based rankings judgasithe worst. As
well, A6 obtains the best results for numerous cbje metrics, but subjective assessments judgsyththesized views
as “poor”. From the observation of this table, assumption is that objective metrics detect norogimy artifacts.
Note, that objective metrics are coherent to orwtesr. They are correlated.

The consistency between objective and subjectivesores is evaluated by computing the correlation
coefficients for the whole fitted measured points.

Table5 shows the results. None of the tested metric ¥ Blbse to human judgment when assessing syntloegie®s.
According to MOS and PC scores, the most correlatetlics are VSNR, VIFP and IFC (47.3%, 46.9%, 455%).

In order to consider further the consistency, Fégrshows the ACR values over the VSNR scores.figlnee shows
that a difference of nearly 3dB (A3 and A6) leadsnearly the same ACR score. However the rangeonfidence
intervals is quite important for cases such as ABf8s can be explained by the fact that the requiésented in Figure 2
are obtained from the twelve synthesized sequeotesch algorithm whose quality scores varied ddjpenon the
baseline distance between reference cameras aya W@ewpoints, and also depending on the sequences

Table 4: Rankings according to measurements.

Al A2 A3 A4 A5 A6 A7
ACR 2.70 241 2.14 2.03 1.96 2.18 1.28
Rank order 1 2 3 5 6 4 7
PSNR 19.0z | 24.9¢ | 23.227| 25.99¢| 26.03¢ | 26.0< | 20.8¢
Rank order 7 4 5 3 2 1 6
SSIM 0.64¢| 0.84< | 0.78€¢ | 0.85¢ | 0.85¢ | 0.85¢ | 0.82¢
Rank order 7 4 6 1 1 1 5
MSSIM 0.66<| 0.93Z | 0.82F | 0.94¢ | 0.94¢ | 0.94¢ | 0.88¢
Rank order 7 4 6 1 1 1 5
VSNR 13.14| 20.41 | 18.7¢ | 21.78¢| 21.96¢ | 21.96¢ | 20.7¢
Rank order 7 5 6 3 2 1 4
VIF 0.12¢| 0.397 | 0.31¢ | 0.42% | 0.42 | 0.42¢ | 0.39¢
Rank order 7 5 6 2 2 1 4
VIFP 0.15%| 0.41f | 0.34Z | 0.44¢ | 0.44¢ | 0.44¢ | 0.41¢
Rank order 7 5 6 1 1 1 4
uol 0.35¢| 0.66< | 0.5&¢ | 0.59¢ | 0.59¢ | 0.59¢ | 0.667
Rank order 7 5 6 3 3 3 1
IFC 0.77¢| 2.39¢ | 1.92¢ | 2.562z | 2.56z | 2.56¢ | 2.40¢
Rank order 7 5 6 2 2 1 4
NOM 8.6€ | 15.930| 13.41f| 16.63¢| 16.73¢ | 16.73¢ | 10.6:
Rank order 7 4 5 3 1 1 6
WSNR 14.41| 20.8% | 18.85:| 21.7€¢ | 21.83¢ | 21.84« | 16.4¢
Rank order 7 4 5 3 2 1 6
PSNR HSVM | 13.9¢| 19.37 | 18.36: | 21.27¢| 21.31¢| 21.32¢ | 16.2¢
Rank order 7 4 5 3 2 1 6
PSNR HSV |13.74| 19.52 | 17.95¢ | 20.79* | 20.82% | 20.83: | 15.9]
Rank order 7 4 5 3 2 1 6
VSSIM 0,6€2| 0,819 | 0,80¢ | 0,89¢ | 0,88 | 0,83 | 0,85¢
Rank order 7 4 6 1 2 3 5
VOM 0.8€8| 0623 | 0.581 | 0.57z | 0.55€ | 0.557 | 0.652
Rank order 7 5 4 3 1 2 6
Table 5: Correlation coefficient between objectine aubjective scores.
PSNR | SSIM | MSSIM | VSNR | VIF | VIFP | UQI IFC | NOM | WSNR [ PSNR PSNR | VSSI | VOQM
HVSM HVS | M
ACR |34.5 45.2 27 47.3 43)946.9 20.2 | 45.6 36.6 32.9 34.5 33.9 33 33.6
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Figure 2: Correlation between MOS and VSNR.

These results show inconsistencies between sugeatid objective scores. This suggests that obgeatietrics are not
able to reliably predict human judgment, in thedgdsonditions.

6. CONCLUSION

This paper addresses the issue of evaluating Vstudhesized views with tools usually appropriat¢he context of 2D
conventional video quality assessment. The assedsmé the seven test algorithms by objective mesasants and
subjective ratings show that among all tested dbjanetrics, VSNR VIFP and IFC are the most cated with
perceptual evaluation provided by MOS scores, Wit correlation scores though. As well, the resatso show
metric's inability to predict human experience thie tested conditions. The objective metrics celaindicated the
presence of distortions, but they were not ablg@redict annoying distortions in the sense of huropmion. New
methods are then required for assessing virtualhsgized views as pixel-based and perceptual-bassdcs fail.
Because view synthesis induces geometric distatiamew model should take into account depth aladaparticularly
the preservation of coherent edges after the sygisthe
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