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LIFL/IRCICA - Univ. Lille 1

Abstract
In an ad-hoc network, client-server based application cenoenter some problems due to the dy-
namic topology. One of these problems is when the netwoikssf#ading the server and the client to
be physically unreachable from each other. Predictingethpastitions could be a very useful feature
that can be provided to applications. Indeed, being awaeefofure disconnection in the network can
help to ensure a better quality of service by adapting trentknd/or the server behavior. Algorithms
already exists to do this, but they are based on trajectéeygolation which need position information to
be provided by a positioning system. This paper propose igimat link robustness evaluation method
based on the notion of disjoint paths set that allow effiguamtition detection without using any kind of
positioning system. After showing that the use of disjoiattpis relevant for detecting network parti-
tions, we propose a distributed algorithm that collectfiis paths available between the server and the
client and thus show that our partition detection metric banused in a real network. Moreover, those
set of disjoint paths could be used in multipath routing pecots.

1 Introduction

Wireless networks such as Bluetooth [3] or WiFi (Wireledsdfhet IEEE 802.11b) [2] can grant users data
access regardless of their location without wired conoacti

Nowadays, those networks are mostly used by directly conrating with a base station linked to
a wired network and internet. Another application of suaht®logies are networks based neither on a
base station nor any kind of fixed infrastructure. Those neta/are useful when no wired link is available
such as in disaster recovery or more generally when a fasbylapnt is necessary. In those applications,
mobile computers, or nodes, will communicate by routingsages through the network by multi-hopping
protocols [19, 21, 23]. These networks are called MANET farldile Ad-hoc NETworks [1].

In that context, client-server based application can enysome problems due to the dynamic topol-
ogy. One of these problems is when the network splits, lepttia server and the client to be physically
unreachable from each other. If connection breaks are adatd in a wired environment, in ad-hoc net-
works, we must consider it as a normal network behavior beedcan occur after a node has moved or a

user has turned his device off.
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Figure 1: Network partition caused by topology changes

In the case of node movement (Figure 1), it can be useful @igirpartitioning and notify applications.
Indeed, being aware of a future disconnection in the netwarkhelp to ensure a better quality of service



by adapting the client and/or the server behavior. Alganghalready exists to do this but they are based
on trajectory interpolation which need position infornoatito be provided by a positioning system. As
those systems are often expensive and bulky [4], it may lewaat to provide algorithms that can be used
in a “standard” ad-hoc network.€¢. with objects that only have a wireless communication debiteno
positioning system and without centralized infrastruejuiln this paper, we propose a metric that can be
used to detect partitions based on a multiple disjoint psghsnd a distributed algorithm that collects this
set using an original directed flooding protocol. The firstt jpé this work has already been presented in
[9].

The paper is organized as follows. First, we describe thatiagiwork on partition detection in section
2. Then, section 3 propose and evaluate two metrics basedjomtlpaths. Section 4 describe and evaluate
our distributed algorithm. Finally we conclude our work iec8on 5.

2 Related works

2.1 Partition detection

In [16], Parket al. proposed TORA, an adaptive routing protocol for ad-hoc peta. In this protocol,
the authors use a method to detect network partitions dfesr dccur. The aim of this detection for their
routing algorithm is to find the nodes that are no more redehatd thus, erase the deprecated routes that
lead to them. In this paper, we do not focus on detectingtpartafter its occurrence bubefore, so that
applications can react by modifying their behavior while tfodes are still connected. Detecting network
partition before they happen give some time to seamlesslst fgy finding a new route and/or adapt the
application behavior.

In[20], Shahet al. aimed at enhancing data access in an ad-hoc network by idetpettitions before it
happens. In their scenario, a nade needs data that are stored in another node (saymgd€&or allowing
ny to access the data even if its connection withphysically breaks, they propose a data replication
mechanism based on partition detection. Every node embpdsitioning system (such as GPS) and by
successive measures computes its velocity. Regularlpréasls those information to the other nodes.
Thus, each node of a connected group knows the behavior aftiiee members of this group. So, they
canpredict when a node storing a particular data will leave the groupteeit effectively does it. At this
point, the owner of the data elects a node of the group to bthanbost of the data and replicates it on
this node. The main advantage of this method is that each kroales exactlywhen the partition occurs
if node movements are almost regular (no brutal directicanges). On the other hand, this method has
two main disadvantages. First, they need a positioningesy,sbften expensive and bulky. Second, the
network has a continuous and relatively high load of the natwlue to the exchange of position and speed
information. Moreover, as the trajectory of nodes are puéated, it involves some computation that would
not be insignificant in the case of small devices such as mpbibnes.

Wanget al. proposed a roughly similar partition prediction in [25]thalugh their solution is more
centralized. Itis based on an extension offieference Point Group Mobility (RPGM) by Honget al. [10].
They extend this model to handle the velocity of the nodesthusd regroup the node according to their
position and speed. For achieving this, each node sendssign and velocity to a server. Then, this
server runs a sequential clustering algorithm from the fiéloattern recognition [8] to regroup the nodes.
Then, as the server knows the groups position and velotign inform nodes of a future partition. Their
method has the same problems than those in [20] with one nisadwhntage for the need of a centralized
server.

Although those algorithms are giving good results, thgiuits are depending on expensive and bulky
hardware (GPS) or/and on a node that can be reached by ttre.dtheould be preferable to use a method
working on every kind of mobile node equipped with wirelesside. So, we want to focus our work on
a totally distributed network that does not use any poditigrsystem. Indeed, it then can be applied on
every ad-hoc network regardless of the hardware or softpranaded by the nodes. We think that disjoint
paths set can also lead to efficient network partition detects they have good robustness properties. A
set of disjoint paths is a set of paths that have no commonsned=ept the source and the destination. So
if a direct link (also called a one hop link) between two nobie=aks, it can discard one and only one path.



Thus, all the other paths are not affected by the failure hashbdes can go on communicating. Moreover,
finding disjoint paths set can help developing QoS multipathing protocols [7, 12, 13, 14].

2.2 Digoint paths computation

In [15], Haaset al. propose a distributed algorithm to compute a disjoint pa#tis They computes them
iteratively by merging previous paths and an incoming p#ths containdackward links (i.e. links that
goes from destination to source, see Figure 2). When a nagé/es a new path, it check it against the
paths it already knows. If a link belongs to both paths, fumevard (i.e. from source to destination) and
the othetbackward (i.e. from destination to source), two new disjoint paths can breegeted by removing
the common link and replace it as shown in Figure 2.b wher@&tdink is the forward one and CB the
backward one.
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Figure 2: Iterative computing of disjoint paths using baaksvinks

But in the context of our experiments, those kind of path areused to be generated by standard
route request methods and so only a few paths are generatkally, route request protocol used by most
routing protocols are usirtgind flooding protocols [17, 24]. A sequence number is used togrgvackets
to be broadcast twice or more by each node. The problem optbiscol is that backward links can’t be
generated in a single flood. Indeed, if we look at Figure 2uhen the first path (ABCE) is generated, node
B and C will store the sequence number associated with the reguest. If another instance of the route
request reaches the node C, it will discard the request kedtbas already forwarded one with the same
sequence number. So, the path ACBDE can’t be generatediyyaisingle flood. Thus, to use this method,
we need to send multiple route requests. But sending senard requests has two main problems, the
time needed to compute the disjoint paths set and the higlbeuof generated packets. A good disjoint
paths computation protocol will then be a protocol thattgligincrease the number of packets forward in
order to generate the highest disjoint paths number but &eemceptable network congestion.

In [7], Daset al. used a flooding protocol no more based on sequence numbeos bé path the
packetis currently following. Here is the protocol’s aljlom. Lets andd be the source and the destination
node respectively. The packet contains a hop count whickdsednented at each hop and a route record
that store the current path followed by the packet. When &medeives a route request, it performs the
following steps :

1. If the node is the destination, a route reply packet isrnetd to the source along the selected route,
as given in the route record that now contains the compldteipbormation between andd.

2. If maximum hop = 0, the route request packet is discarded.

3. If this node’s id is already listed in the route record in the request, theeroajuest packet is
discarded to avoid looping.

4. The node’s id is appended to the route record of the regaeget and this request is rebroadcast.

As the node discards the packet only if there were too mang bojf the path is looping, the protocol
is more likely to generate a lot of paths. Indeed, a node damagicast a request more than once. Thus, all
loop free paths whose length are less than the hop humberfaisseinding the request are found by this

1the node’s identity which is a unique number associated thithnode



method as only path length and test of previous node in it aitlaebroadcast. The main problem is that
the number of generated packet is very high. Actually, iléarcto see that the complexity of the number
of forward for each node i§(d™) wheren is the number of hops from the source node digithe density
of the network. Thus, this protocol can be used only in smatisity and short distance (in hop count).

Leeet al. extend the blind flooding protocol in [12]. They still usingggience numbers but the decision
of a node to forward a packet or not is no more based only orsggsience number. When receiving a
packet, a node runs the following algorithm :

1. If the node is the destination, a route reply packet isrnetd to the source.

2. If a packet with the same sequence number has already éeeimed from the same neighbor, the
packet is discarded.

3. The node’s id is appended to the route record and the repaelset is forwarded.

Here, the complexity of the number of forward for each nodelyei O(d). We think that we can lower
this while generating disjoint paths using an original flmgdmethod.
In the next section, we present how disjoint paths can be tasgetect network partition.

3 Link robustness metrics

We consider the following scenario as the application fiélolw work. One node of the network is consider
as a provider of a given service. Thus, itis acting as serviér potentially several clients. Another node
is using the service provided by this server, and is the tlidfe want to give to the client node a method
that is able to detect when the server node will be unreaetetan by multi-hops routing. To detect this
partition, we introduce the notion of link robustness andonggpose two metrics based on multiple disjoint
paths set to evaluate it. We call link between two nodes thefsgaths allowing them to communicate.
This link robustness can be seen as its capacity to mainteminication between the two nodes. We
will say that a link is strong if the physical disconnectidskris weak.

3.1 Preiminaries

Our evaluation methods are based on neighborhood and patimns that are to be defined. We use
G(V, E) as a graph representing the ad hoc network wherepresents the set of wireless mobile hosts
andFE represents the set of edges. betndw be two nodes. A path betweerv andw is a series of nodes
01,02,...,0, SUChasy =v,0, =wandforalli € [1,n[, 0;11 € N(0;). Letp = J;_,{0;}, we denote
by |p| the number of hops in the patfp[ = n — 1). The set of all paths betweenandw is denoted by
P(v,w).

Itis straightforward that each path is not interesting famenunications. For instance, extra-long paths
or paths with loops are not interesting. Moreover, it is walbwn that optimal paths in terms of numbers of
hops are few, weak and sensible to topological modificafi®k That is why in this paper, for two given
nodesv andw, we will consider a subset d?(v, w) which will be calledsub-optimal loop-free paths.

Let v andw be two nodes, angd € P(v,w). p will be called anoptimal path if and only ifvp’ €
P(v,w) |p'| > |p|. If pis optimal,|p| is calleddistance betweenv andw and is denoted byi(v, w).
Notice that an optimal path is also a loop-free pa#t last, p is calledk-sub-optimal (k£ > 0) if and only
if p is loop-free andp| < d(v,w) + k. k represents the number of hops added to an optimal path. We
denote bySO P, (v, w) the set ofk-sub-optimal paths betweerandw.

Defining SO P, is motivated by the need of loop-free paths betweemdw. Indeed, since optimal
paths are few and weak, we need to take account of some ottier pa@ar the optimality in number of
hops. The set dfoop-Free-Paths (denoted byl F'P(v, w)) can then be determined by

LFP(v,w) = klgiolo SOP;(v,w) (1)

2Apathp € P(v, w) is calledloop-freeif and only if Vi, j € [1,n], 0; = 0; = i = j.



For a network of sizél/|, the longest loop-free path is at most of §iké—1. So, we havd. F P (v, w) =
SOPy|-1(v,w). We think that there exists a maximal valuekadbove whichSO P, does not change sig-
nificantly in our evaluation. Decreasirkgwill help us to efficiently compute the metric. Indeed, a fewe
k would reduce the network congestion produced by a distibatgorithm computing a set of disjoint
paths. Moreover, it is not desirable to store a lot of patheaxh node of an ad hoc network.

3.2 Link robustness

Our evaluation method is based on the following idea. Theenpaths there is between two nodes, the
stronger is the path allowing them to communicate. Inddedpath breaks, the nodes can go on commu-
nicating if and only if it stills being a valid path betweereth. Figure 3 shows two possible cases.

Node 1 Q{Failure node ---- Available link

. Node 2 O Intermediate node —— Available path
Figure 3: Topology examples

In, Figure 3.a, the nodes have got three paths. If one of threakb, the nodes can go on communicat-
ing. On the other hand, Figure 3.b, it exists only one patmeoting node 1 and node 2. If it breaks, the
communication will be physically interrupted. In Figure &wnly consider disjoint paths that seems to
be a good robustness criteria as evoked by Haas [15]. Agteakbn if it exists hundreds of paths between
two nodes, if all of them use the same intermediate node, plsifailure of this node would invalidate all
those paths.

For two nodes andw and a given constarit, the set of parts a§O Py (u, v) (25°7+(%)) containing
only disjoint path containing only disjointed paths is detbby DS P, (v, w) (Digjoint Sub-optimal Paths)
and is defined by :

DSPy(v,w) = {S € 290w | yp e S png # {v,w} =p :p’}. (2)

Thus, if a node disappear, one and only one paths will bregkthB fact, as it stills more than one
available disjoint path, one can break without physicaligaking the connection. Using this notion of
disjoint path, we will propose two link evaluation methods.

We considek as a fixed system parameter for the definition of our metri¢ghaothe notations remain
light.

The first one is only based on the number of disjoint pathdabial. Indeed, if we have only one paths
whereas there were more before, it is strongly possiblettiibne disappears too, resulting to a physical
disconnection. This first metric is denotéd; (for Link Robustness) and is defined by :

L = Al}. 3
Ri(u,v) R {1Al} ®3)
For the second one, we aimed at refining the measure givenihy We can actually notice that the
longer is a path, the weaker it is. Thus, all paths do not gveaihtribute to the link robustness. Then,
We evaluate the probability that at least one path compdbmgink remains available. The set of disjoint
paths that gives the best probability that a path survivessgis our second metric denotefs :



L = 1-— P, 4
RQ(U,U)) AEDHSl%z{(u,U) H b(p) ) ( )

pEDS Py (v,w)

whereP, (p) is the probability thap breaks. The rough calculation & (p) is given by the probability

that each direct connection composing the path breaks=Ifo1, 0, ..., 0,,), we define :
Py(p)=1- [] nloi,0ir1), (5)
1<i<n

wherep(z, y) represents the probability that the direct connection betwthe nodes andy remains
available. This probability has to be evaluated too. For,weavwill consider thaj: is a constant.

3.3 Experiments

The aim of this section is to propose and evaluate the met8os we compute our robustness using the
global knowledge of the network and generating disjoinhpatsing a depth first search algorithm. The
distributed algorithm used to compute the disjoint pathsviiébe discussed in Section 4.

To evaluate the metrics, we did the following experiments :

1. arandom graph is generated in a rectangular area,
2. we randomly choose a server node and one of its neighbtie atient nodg,

3. nodes move according to the random way-point model [14¢hEhode choose a random destination
and goes for it. When he reaches it, he waits for a random timegse another destination and so
on,

4. periodically, we compute the link robustness given bytliemethods,

5. when a partition occurs, we go back to step 2 until we reh80@ partitions.

We did our experiments at densities of 4, 6 and 8 nodes by caniwation area. With higher densi-
ties, the network is almost always connected so the phydisabnnection is not an important problem.
With smaller density, the opposite problem occurs, the agtiis too unstable to predict anything. We
used speeds of 1, 1.5 and 2 meters per second which correstmudifferent walking speeds. Nodes
communication range are set to 10 meters.

Figure 4 and 5 show the evolution of the value computed by bwthods. The density used was 8
nodes by communication area. Nodes’ speed was 2 metersquardsehich is a fast walk speed leading
to sudden disconnections.

We can observe that robustness values computed by both dsefdlés just before the physical dis-
connection. What is observed at this density and this speathiost the same with other speeds and
densities.

To detect if a partition occur, we introduce the notion ofestrold. If the metric falls under a given
value (called threshold) during a given amount of time (aldosecond in our experiments), we raise a
“warning” flag. The relevance of this warning flag will depeond the efficiency of the metrid.6. the
number of disconnections it predicted) and on the average tietween the prediction and the effective
disconnection. If this time is too important, the applioatiwould always need to change its behavior
according to the warning flag. If this time is too short, th@lagation would not have enough time to
changes its behavior and some QoS criterion potentiallgt bgeapplication would not be respected.

So, to achieve evaluating the metrics, we have computedeffiency and the time spent in alert for
a range of thresholds. Figures 6 to 11 show the results fomthenetrics. Figures 6 to 9 show how the
speed influences on those metrics whereas Figures 10 anadw/tsh density’s one.

3We this, we are sure that the nodes are connected at thefsttaetsimulation
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Figure 7: Evaluation of the first metric at 2.0 m/s with deynS§it
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Figure 8: Evaluation of the second metric at 0.5 m/s with dgi6s
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General observations For both metrics, we can say about speed influence that ttez fae nodes move,
the worse is the prediction. Indeed, if nodes move fastertdpology is less stable so it is harder to have a
good prediction. Concerning the influence of the densitit, g®ws, the stability of the link grows because
the number of disjoint paths is potentially higher. This baobserved in Figures 10 and 11.

Metricscomparisons Bypassing the general observations, we can say that thetsic, that only takes
care about disjoint paths, produces far better resultsuagt the gap between the efficiency and the alert
time is far more important in the first metric. If we want 90 %edficiency, in the first metric we can take a
threshold of 1 and we will only spent 30 to 50 % of connectiomgtiin alert depending on the density and
on the speed of the nodes. To reach the same efficiency witkettend metric, we would need to spend
more than 80 % of the total connection time in alert which isaszeptable and tends to always raise an
alert flag. Figure 12 shows in an even better way fh&t has a better efficiency/alert time ratio thafk,
using a density of 6 nodes by communication area and 0.5 re&dsprhis can be explained by the fact
that this metric is not as stable as the first one and so, tggatmdification could cause great fluctuation
of its value.

4 Digoint paths computation

After having shown by our experiments that disjoint pattigsevides interesting information which allow
efficient partition prediction, we need to find a distribuprdtocol which computeg R,. The main prob-
lem of the definition ofL R, is that it is rather impossible to compute its exact value asiged to know alll
possible disjoint paths leading to the server. For instaifieee consider a client/server link with distance
5, the number of optimal pathsd. £ = 0) grows up quickly with the density (see Figure 13).

100

" Number of optimal paths —+—

Number of paths
» @
5 g

a 6 8 10 12 14 16 18 20
density

Figure 13: Average number of optimal paths with 5 hops distan

Itis clear that finding all paths and compute the subset wimakimizesL R, requires a lot of network
load, memory and CPU time. We must then find an algorithm tivasgis an approximative value 6f?;
at low cost in term of network congestion. Moreover, findingjant paths set can help developing QoS
multipath routing protocols [7, 12, 13, 14].

4.1 Protocol description

Our protocol is based on a blind flooding and improved by twemaaism. The blind flooding has two
main problems for our purpose. First, as we said in sectidhdes not generate a lot of disjoint paths
because each node forwards the packet once and only onamdsé&dloods all the network, even nodes
that are notinvolved. Thus, if we increase the number of &wdyper node in order to generate more paths,
it will jam the whole network.

For the first probleml_ee et al. send abou#/ packets per node (whetkis the density). The result of
this is an increase of the number of paths found but also advigihead. Our protocol works legntrolling
the maximum of forward per node using multiple sequence raimb
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To solve the second problem, we used hops information tavalldy the nodes which are susceptible
of being in a path to forward the packet. As a result our regisefirected towards the destination node
and does not overhead the whole network.

Our method works in two steps. First, the client sends a idisjzaths set request to the server. This
request can be done using a efficient broadcast [6, 18] or aagesent by a routing protocol [5]. When
the server receives the request, he sends a reply back. fli@eeket contains the following information :

e the id of the server,
e the id of the client,

¢ the distance between the server and the client (in hop colini§ distance is the one acquired from
the request packet,

e the number of hops,

e the current sequence number, used to restrict the rebrstaafcthe packet (as in the blind flooding
protocol),

e a set of sequence numbers, initially filled by the server,
¢ the path followed by the packet.

Let d(c, s) be the distance between the client and the sefvéine number of hops followed by the
packet andi(c, u) the distance between the client and the ned&very nodeu receiving this reply runs
the following algorithm :

1. if the node has already forward a packet with the same seguaimber, the packet is discarded,
2. ifh+d(c,u) >d(c, s) + k (wherek is a protocol’s parameter), the packet is discarded,

3. if the number of hops done by packet is equals to half thiudie between the server and client,
the node selects a random sequence number in the sequenbersw®t included in the packet and
rebroadcast the packet using this sequence number elsadketps rebroadcast according to the
blind flooding algorithm.

The first rule of the protocol is similar to the blind floodirithe second one is usedtarget the client
with the broadcast as shown in figure 14 where thick blaclsliaxe the radio link involved by the reply.
As we can see, only a few part of the network is disturbed bypootocol.

For this rule, we need to know the distance between every andehe client node. This can be done
in several ways. The simplest is to used an optimized bradoathe request. Each node forwarding the
request stores its distance from the client. But it can aésadhieved using periodic hello messages (the
ones used by a routing protocol for example). The third rulesied to generate a bit more packets and thus,
more paths. As the server sets how many sequence numbess i ecen control the overhead generated
by the reply. This overhead can also be controlled by chanihiek value. Ifk is big, there will be more
paths and they will be longer. But, on the other hand, thelieb@imore node that will forward the reply
and thus, more overhead.

With our sequence number change policy and our limited @drast, we are able to compute an almost
large disjoint paths set by generating a small overhead i$hehat we show in the next section.

4.2 Experiments

Our experiments were done at several densities using a 2srgraph in a 600 meters by 400 meters
rectangular area. The nodes’ range is adjusted to have thectdensity. As in section 3.3, the nodes are
following the random way point model. We evaluated one ofttte protocols depicted in section 2.2, the
one given in [12], and ours. The reason why we do not reporetiaduation of the protocol given in [7]
is because as we said above, the complexity of this protscabout9(d") forward per node. Thus, we
were unable to reach the end of the simulation for densitpdipé node per communication area. To have
accurate results, we proceed as the following :
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Figure 14: Directed broadcast

1. arandom graph is generated,

2. two nodes are selected for being the client and the sekerchoose them so that they are at a
distance of 5 hops and that there is at least 3 disjoint pattveden them (checked by a DFS). If no
nodes verifying those conditions are found, a new graphnegeed and so on,

3. we simulate the two protocols and store the number of fatwé every node and the number of
disjoint paths found by each protocols,

4. above steps are repeated for 100 different graphs andsh#s are averaged.

Thek parameter was set to 5 in our protocol and the number of seqguemmbers included in the reply
packet was equal to the density. Figures 15, 16 and 16 refpertesults of our experiments.

Figure 15, reports the number of disjoint paths found by gaotocol. As we can see, ours find more
than the one depicted in [12].

Figure 16 shows the average number of forward for each ndus ré&presents the amount of overhead
in the network. We can notice that what we said in section @riterning the complexity dfee et al.’s
protocol is confirmed by the graph. Indeed, the plot of the bemnof forward per node is roughly asymp-
totic to the f(d) = d line. Thanks to our directed broadcast, this number is fgpbe for our protocol.
Depending on the number of disjoint path we want, we can tumgmtocol and thus generate more or
less overhead by modifying thievalue.

Finally, figure 17 shows the average number of forward perenaekded to find disjoint paths. Our
experiments shows that our protocol is a real improvemeffinoing multiple disjoint paths set as the
overhead generated is rather small and the number of pathd fagh.
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5 Conclusion

This paper propose two things. At first, we show through ogreexnents that multiple disjoint paths set
can be used to detection network partition between two nodéthough the prediction could be more
accurate, it is a first step to detect the partition withoubgiany kind of infrastructure. This partition
detection must rely on an efficient distributed algorithmakttan gather as much disjoint paths as possible
without jamming the network. We presented such protocahégecond part of the paper and compared
it with the ones depicted in the literature. Our experimeshitsws that our protocol can efficiently find
disjoint paths by involving only a small overhead.
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