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Abstract

In this paper we prove that every random variable of the form F (MT ) with
F : Rd → R a Borelian map and M a d-dimensional continuous Markov mar-
tingale with respect to a Markov filtration F admits an exact integral repre-
sentation with respect to M , that is, without any orthogonal component. This
representation holds true regardless any regularity assumption on F . We ex-
tend this result to Markovian quadratic growth BSDEs driven by M and show
they can be solved without an orthogonal component. To this end, we extend
first existence results for such BSDEs under a general filtration and then obtain
regularity properties such as differentiability for the solution process.

AMS 2010 subject classifications: 60J25, 60H05, 60H10
Key words and phrases: Martingale representation, existence of quadratic BSDEs,
differentiability of BSDEs, continuous Markov martingale.

1 Introduction

One of the most useful and striking property in stochastic calculus is probably the
martingale representation property (MRP). Given a d-dimensional martingale M :=
(M1, · · · ,Md) with respect to a filtered probability space (Ω,FT ,F := (Ft)t∈[0,T ]),P),
we say that M enjoys MRP if for every F -(local) martingale Y , there exists an inte-
grable predictable process Z such that Y can be decomposed as:

Y = Y0 +

∫ ·

0

ZsdMs. (1.1)

∗CEREMADE, CNRS UMR 7534, Place du Maréchal De Lattre De Tassigny, 75775 PARIS
CEDEX 16 - FRANCE, anthony.reveillac@ceremade.dauphine.fr
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Alternatively, MRP entails that for every integrable FT -measurable random variable
ζ , there exists an integrable predictable process Z such that

ζ = Y0 +

∫ T

0

ZsdMs, (1.2)

which is a direct consequence of (1.1) by representing the martingale Y := IE[ζ |F·].
This second formulation is well-known under the name of Clark-Haussmann-Ocone
formula. Relations of the type (1.1)-(1.2) are very useful in applications, like for
example in Financial Mathematics, where ζ represents a contingent claim and Z a
strategy which loosely speaking allows one to replicate ”optimally” (in some sense
to be precised) in a dynamic and predictable way this claim. MRP is a very strong
property and unfortunately usually fails to hold for a given martingale M . Indeed,
according to the, by now, classical theory (see e.g. [18, Theorem 4.6] or [6]), MRP
is basically equivalent to the fact that P is an extreme point of the set of martingale
measures for M . Since this is usually not the case, a relation of the form (1.1) can
not hold true for a given F -martingale Y and one as to consider in addition of Z, a
martingale N strongly orthogonal to M (i.e. 〈M i, N〉 = 0, i = 1, · · · , d) such that
(1.1) is replaced with the so-called Galtchouk-Kunita-Watanabe decomposition:

Y = Y0 +

∫ ·

0

ZsdMs +N. (1.3)

Note, besides, that the absence of MRP for a martingale M is not a quantitative
statement, that is, we do not know a priori which are the martingales Y for which
the component N is really needed. This remark leads to the following question.
Can we characterize the martingales Y (or the random variables ζ) on (Ω,FT ,F =
(Ft)t∈[0,T ]),P) for which a representation of the form (1.1) (or (1.2)) holds? Or, at
least, can we provide a class of martingales Y or of variables ζ which fulfill (1.1)-(1.2)?
An even more complex question, related to the first one, is to study a generalization of
martingale representation property, namely to study existence/uniqueness/regularity
of solutions of Backward Stochastic Differential Equations (BSDEs), which in our
context, given an FT -measurable random variable ζ and a predictable process f :
[0, T ] × R × R → R, consists in finding a triple (Y, Z,N) such that the following
equation is satisfied:

Yt = ζ +

∫ T

t

f(s, Ys, Zs)d〈M,M〉s −

∫ T

t

ZsdMs −

∫ T

t

dNs, ∀t ∈ [0, T ] (1.4)

where Y and Z are predictable processes and N is a martingale strongly orthogonal
to M (here for simplicity we wrote the equation for d = 1). One is then interested, in
giving conditions on the data of the equation, namely, the terminal condition ζ and
on the generator (or driver) f , under which the orthogonal component of the solution
N vanishes.
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The objective of this paper is three fold. First for specific martingales M , we provide
a class of martingales Y or of random variables ζ for which their representation with
respect to M holds without any orthogonal component like in (1.1) or (1.2). More
precisely, assuming thatM is a square-integrable martingale which is at the same time
a strong Markov process with respect to a filtration (Ft)t∈[0,T ], we prove in Theorem
3.1 that every integrable random variable of the form F (MT ) where F : Rd → R

is just a Borelian function admits a representation of the form (1.2), and also that
(1.1) holds for the martingale Y := IE[F (MT )|F·]. At this point, we stress that no
regularity assumption whatsoever is assumed on the map F . We will say that M
admits a weak martingale representation property since all martingales of the form
Y := IE[F (MT )|F·] admits an integral representation against M without an orthogo-
nal component. In a second time, we turn to the same type of properties for quadratic
growth BSDEs (qgBSDEs for short), meaning that the map f in (1.4) has quadratic
growth in the z variable. Before, proving that the component N of the solution van-
ishes (under some conditions) we have to fill a gap in the existence theory of such
BSDEs and we have to prove existence of solutions in that context. Note that this is
not covered by the literature up to now, since the only existence results in this area
are those obtained by Morlais [13] and very recently by Barrieu and El Karoui [2]
under the assumption that the filtration F is continuous (so there are no discontinu-
ous martingales on such spaces). This assumption is really needed in both mentioned
papers. Hence in our second main result: Theorem 4.1, we fill this gap and prove
that under a general right-continuous filtration F , equations of the form (1.4) admit
at least one solution (Y, Z,N) (in the good space) when the terminal condition ζ is
a bounded random variable and the driver f has quadratic growth in z. Note that
for this property we simply assume that M is a continuous martingale under F and
in particular we do not assume that M is a Markov process. We are able to prove
this result by combining arguments of [2] and of [13], and by replacing a monotone
stability result obtained in [2] for a special class of continuous semimartingales with
a compactness type argument derived by Barlow and Protter in [1] valid for general
semimartingales. Finally, the third main result of this paper is to show in Theorem
5.5 that in a continuous Markovian setting (i.e. M is a continuous martingale and
a Markov process with respect to F ; and the terminal condition ζ is of the form
F (XT ,MT ) with F any bounded Borelian map, and X denotes the strong solution of
an SDE driven by M), the solution N vanishes (we refer to Section 5.3 for a precise
statement). This property requires additional results on the regularity of the solution
(Y, Z,N) (given in Sections 5.1 and 5.2) which once again are not contained in the
literature.

We would like to make some comments about results in the literature. While we
were writing the Note [17] which was a pre-version of the present paper, we realized
that related results have been obtained in the literature. For instance we mention
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the paper by Jacod, Méléard and Protter [7] where the authors prove (among other
things) a Clark-Haussmann representation formula for random variables of the form
F (MT ) where M is a càdlàg Markov martingale and F is a deterministic map reg-
ular enough. Basically the Markov setting allows one to represent the martingale
Y := IE[F (MT )|F·] as a deterministic function u of time and M (i.e., Yt = u(t,Mt)).
Then the smoothness on F , transfers to u so that one can deduce that the orthogonal
component N in (1.3) vanishes. In [7], the authors basically assume that F is such
that u is differentiable in time and twice differentiable in space. As we will see, in the
continuous case this regularity is not needed and especially the regularity in time. Our
method is also based on the representation of Y as u(t,Mt) but our analysis differs
from the one presented in [7]. Another technology presented in the literature consists
in combining the Markovian structure and the Malliavin calculus for some particular
càdlàg Markov martingales to get an exact representation for F (MT ) but once again
under some regularity properties for F (especially if M is continuous), we refer to the
monograph by Privault [15, Section 3.7].

We proceed as follows. First in Section 2 we present the main notations and def-
initions that we will be used in our framework. Then, we derive in Section 3 the
representation property for a continuous Markov martingale. Then in Section 4 we
give an existence result for a qgBSDEs driven by a continuous martingale with respect
to a not necessarily continuous filtration F . Finally, we prove in Section 5 that such
BSDEs can be solved without any orthogonal component in a Markovian context for
general terminal conditions.

2 Preliminaries

Fix T in (0,∞). LetM := (Mt)t∈[0,T ] be a d-dimensional continuous square integrable
martingale (d ≥ 1) with respect to a right-continuous completed filtration (Ft)t∈[0,T ]

(so satisfying the usual conditions), both defined on a probability space (Ω,F ,P). The
expectation with respect to P will be denoted by IE. In the following we will assume
that F = FT . The Kunita-Watanabe inequality implies that there exists a Rd×d-
valued predictable process q := (qt)t∈[0,T ] such that [M,M ]t =

∫ t

0
qsq

∗
sdCs, t ∈ [0, T ]

with C := arctan(
∑d

i=1[M
(i),M (i)]) (for more details we refer to [13]) and where q∗

denotes the transpose of the matrix q. Throughout this paper, [P1, P2] will denote the
quadratic co-variations between two semi-martingales P1 and P2, and 〈P1, P2〉 stands
for its compensator. For a given martingale P , we denote by P c the continuous mar-
tingale part of P . In addition if P is continuous, we denote by E(P ) the stochastic
exponential of P , i.e. the stochastic process defined as: E(P ) := exp(P − 1

2
〈P, P 〉).

Remark that by definition, q∗q is a positive semidefinite matrix and thus by Cholesky’s
decomposition we can assume that q is a lower triangular matrix with non-negative di-
agonal entries meaning that q itself is positive semidefinite. We use the notation |·| for
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the Euclidian norm on Rd. We introduce several spaces of interest in our context. For
any p > 1, we denote by Sp the set of one-dimensional predictable processes Y such
that IE[(supt∈[0,T ] |Yt|

2)p/2] <∞, by Hp the set of d-dimensional predictable processes

Z such that IE

[(∫ T

0
|Zsq

∗
s |

2dCs

)p/2
]

< ∞, and by Op the space of one-dimensional

càdlàg martingales N strongly orthogonal to M (i.e. 〈M i, N〉 = 0, i = 1, . . . , d)

such that N0 = 0, P-a.s. and such that IE[[N ]
p/2
T ] < ∞. Note that since M

is continuous, we also have for N in Op that [M i, N ] = 0, i = 1, . . . , d. By
Galtchouk-Kunita-Watanabe’s decomposition, every square integrable càdlàg mar-
tingale on (Ω,F , (Ft)t∈[0,T ],P) starting from zero at time zero can be decomposed
as:

∫ ·

0

ZsdMs +N =

d∑

i=1

∫ ·

0

Z i
sdM

i
s +N

where Z = (Z1, . . . , Zd) is a d-dimensional process in H2 and N belongs to O2. In
this paper, by martingale we always mean a martingale with respect to the filtration
(Ft)t∈[0,T ].

At the exception of Section 4, we will always assume in addition, that M is a strong
Markov process with respect to (Ft)t∈[0,T ] and that the filtration is a Markov filtration
in the sense of [4, (3.4)]. For (t,m) in [0, T ] × R we denote by M t,m the process M
starting at m at time t defined asM t,m

s := m+Ms−Mt, s ∈ [t, T ]. For any stochastic
process α = (αt)t∈[0,T ], we write α ≡ 0 for αt = 0, dP⊗ dCt − a.s..

Throughout this paper, c will denote a positive constant which can differ from line to
line. Given non-negative integers p, q, r, we set Cp,q([0, T ] × Rr) the set of Borelian
functions u : [0, T ] × Rr → R such that the map [0, T ] ∋ t 7→ u(t, x) is p times con-
tinuously differentiable for every element x in Rr, and the map Rr ∋ x 7→ u(t, x) is q
times continuously differentiable for every t in [0, T ]. We finally introduce the space
of BMO martingales. A càdlàg martingale P is said to be a BMO martingale is the
there exists a constant α > 0 such that |∆P |2 ≤ α (where ∆P denotes the jumps of
P ) and

esssupτ∈[0,T ] IE[[P ]T − [P ]τ ] ≤ α, P− a.s.

where the essential supremum is taken over all the F -stopping times τ in [0, T ].

3 Weak martingale representation property for con-

tinuous Markov processes

This section is devoted to prove the following theorem which constitutes one of the
main results of this paper. We use the definitions, assumptions and notations of
Section 2.
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Theorem 3.1. Let F : Rd → R be a Borelian function such that F (MT ) is a square
integrable FT -measurable random variable. Let Y be the square integrable martingale
defined as Y := IE[F (MT )|F·]. Then Y admits the following martingale representation
(without orthogonal component):

Y = Y0 +

∫ ·

0

ZsdMs

where Z is an element of H2.

We will say that M admits a weak martingale representation property. The proof of
Theorem 3.1 will be given at the end of this Section and requires several intermediary
results including the following Lemma which is a key result in our approach and which
is a refinement of the main result of the Note [17].

Lemma 3.2. Let m ≥ 1 be an integer. Let L := (Lt)t∈[0,T ] be a square integrable
continuous semimartingale with values in Rm. Let (Yt)t∈[0,T ] be a one-dimensional
càdlàg semimartingale with decomposition:

Yt = Y0 +

∫ t

0

ZsdLs +Nt + At, t ∈ [0, T ] (3.1)

where Z is a predictable process such that the stochastic integral
∫ ·

0
ZsdMs makes

sense and is a local martingale, N is a one-dimensional square integrable martingale
satisfying [Li, N ] = 0, i ∈ {1, . . . , m} and A is a continuous predictable process
with finite variation. If there exists a bounded Borelian deterministic function u :
[0, T ] × Rm → R with x 7→ u(t, x) differentiable for every element t in [0, T ], with
derivative ∂xu continuous in (t, x), such that Y = u(·, L·). Then N ≡ 0.

Proof. First note that since u is a Borelian function and since L is a predictable
process (since continuous), the process Y = u(·, L) is a predictable process. Then
by [8, Proposition I.2.24] the jump times of Y are predictable times. Since the later
are exactly the jump times of N it entails that N is a continuous martingale (see [8,
Corollary I.2.31]). This remark is crucial in our proof where we mimic a technique
used in [5] and in the Note [17]. The core idea is the following. Since N is continuous,
N ≡ 0 if and only if [N,N ] ≡ 0. By (3.1) it holds that [N,N ] = [Y,N ], which can be
computed using the Markovian representation of Y .
Let π(n) := {0 = t

(n)
0 ≤ t

(n)
1 ≤ · · · ≤ t

(n)
N = T} be a sequence of subdivisions of [0, T ]

whose mesh |π(n)| tends to zero as n goes to the infinity such that

lim
n→∞

sup
t≤s≤T

∣
∣
∣
∣
∣
[Y,N ]s −

ϕs−1
∑

j=0

(u(t
(n)
j+1, Lt

(n)
j+1

)− u(t
(n)
j , L

t
(n)
j

))∆jN

∣
∣
∣
∣
∣
= 0 (3.2)

where the limit is understood in probability with respect to P, ∆jN := N
t
(n)
j+1

−N
t
(n)
j

and ϕs = j such that t
(n)
j ≤ s < t

(n)
j+1. For simplicity we will drop the superscripts (n)
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in the rest of the proof except when its absence could lead to a confusion. We will
show that [Y,N ] ≡ 0. We have that

[Y,N ]s =

ϕs−1
∑

j=0

(u(tj+1, Ltj+1
)− u(tj , Ltj ))∆jN

=

ϕs−1
∑

j=0

(

(u(tj+1, Ltj )− u(tj, Ltj ))∆jN

+

ϕs−1∑

j=0

(u(tj+1, Ltj+1
)− u(tj+1, Ltj ))∆jN

)

=: A
(n)
s,1 + A

(n)
s,2 . (3.3)

We consider the two summands above separately. We start with the term A2 and we
prove that

lim
n→∞

sup
0≤s≤T

|A
(n)
s,2 | = 0, in P− probability.. (3.4)

For i in {1, . . . , d}, we denote by M i the ith component of M . We have

A
(n)
s,2 =

ϕs−1
∑

j=0

(u(tj+1, Ltj+1
)− u(tj+1, Ltj ))∆jN

=

ϕs−1
∑

j=0

m∑

i=1

∆jN
(
u(tj+1, L

1
tj
, . . . , Li−1

tj
, Li

tj+1
, . . . , Lm

tj+1
)

−u(tj+1, L
1
tj
, . . . , Li

tj
, Li+1

tj+1
, . . . , Lm

tj+1
)
)

=

ϕs−1
∑

j=0

m∑

i=1

∂xi
u(tj, Ltj )∆jM

i∆jN +Rs,j,n (3.5)

where Rs,j,n is defined as

Rs,j,n :=

m∑

i=1

∆jL
i∆jN

(
∂xi
u(tj+1, L

1
tj
, . . . , Li−1

tj
, X̄ i, Li+1

tj+1
, . . . , Lm

tj+1
)− ∂xi

u(tj , Ltj )
)
,

X̄ i is a random point between Li
tj
and Li

tj+1
, and ∆jL

i := Li
tj+1

− Li
tj
. Now consider

the remainder term
∑n

j=0Rs,j,n. We set:

δ(n) := sup
a∈[s,t], |t−s|≤|π(n)|

m∑

i=1

∣
∣∂xi

u(c, (L1
b , . . . , L

i−1
b , Li

a, L
i+1
c , . . . , Ld

c))− ∂xi
u(b, Lb)

∣
∣

We have that
∣
∣
∣
∣
∣

n∑

j=0

Rs,j,n

∣
∣
∣
∣
∣
≤ δ(n)

m∑

i=1

n∑

j=0

|∆jM
i∆jN | ≤ 2δ(n)

m∑

i=1

n∑

j=0

|∆jL
i|2 + |∆jN |2.
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Now by continuity of ∂xu and of X , it is clear that limn→∞ δ(n) = 0, P-a.s. whereas
∑m

i=1

∑n
j=0 |∆jL

i|2 + |∆jN |2 converges in P-probability to
∑m

i=1[M
i,M i]T + [N,N ]T

has n goes to infinity, hence

lim
n→∞

∣
∣
∣
∣
∣

n∑

j=0

Rs,j,n

∣
∣
∣
∣
∣
= 0, in P− probability.

Then it follows using (3.5) that

lim
n→∞

A
(n)
s,2 = lim

n→∞

ϕs−1
∑

j=0

(u(tj, Ltj+1
)− u(tj, Ltj ))∆jN =

m∑

i=1

∫ s

0

∂xi
u(r, Lr)d[L

i, N ]s = 0

by strong orthogonality between L and N which proves (3.4). Then (3.2) and (3.3)

entail that limn→∞ sup0≤s≤T |A
(n)
s,1 − [Y,N ]s| = 0, in P− probability and so

lim
n→∞

sup
0≤s≤T

|A
(n)
s,1 − [N,N ]s| = 0, in P− probability.

We will prove that P := [N,N ] is a martingale, since it is by definition of finite
variation and continuous this will show that [N,N ] ≡ 0. We know that IE[|[N,N ]s|] <
∞, ∀s ∈ [0, T ]. Now fix 0 ≤ s1 ≤ s2 ≤ T . For an element tj of the subdivisions
considered above we let δju := u(tj+1, Ltj )− u(tj , Ltj ). We have that

IE[Ps2 |Fs1] = IE



 lim
n→∞

ϕs2−1
∑

j=0

δju ∆jN |Fs1



 = IE



 lim
n→∞

ϕs2−1
∑

j=0

δju ∆jN + (Ns2 −Ntϕs2
)|Fs1





(3.6)

where the last equality is a consequence of the continuity of the martingale N . In

addition the sequence of random variables
(
∑ϕs2−1

j=0 δju ∆jN + (Ns2 −Ntϕs2
)
)

n
is uni-

formly integrable. Indeed, since the function u is bounded we have that

IE





∣
∣
∣
∣
∣
∣

ϕs2−1
∑

j=0

δju ∆jN + (Ns2 −Ntϕs2
)

∣
∣
∣
∣
∣
∣

2

 =

ϕs2−1
∑

j=0

IE
[

|δju|
2|∆jN |2 + |(Ns2 −Ntϕs2

)|2
]

≤ c





ϕs2−1
∑

j=0

IE
[

|Ntj+1
|2 − |Ntj |

2 + |Ns2|
2 − |Ntϕs2

|2
]





= c IE[|Ns2|
2],

thus supn IE

[∣
∣
∣
∑ϕs2−1

j=0 δju ∆jN + (Ns2 −Nϕs2
)
∣
∣
∣

2
]

≤ c IE[|Ns2|
2] <∞. Applying Lebesgue’s

dominated convergence Theorem in (3.6) we get

IE[Ps2 |Fs1] = lim
n→∞

IE





ϕs2−1
∑

j=0

δju ∆jN + (Ns2 −Ntϕs2
)|Fs1
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= lim
n→∞

( ϕs1−1
∑

j=0

δju ∆jN + IE[(δϕs1
u) ∆ϕs1

N |Fs1]

+ IE

[ ϕs2−1
∑

j=ϕs1+1

δju ∆jN + (Ns2 −Ntϕs2
)|Fs1

])

= Ps1 + lim
n→∞

(

(δϕs1
u) (Ns1 −Ntϕs1

)
)

= Ps1

where for the last equality we have used the fact that u is bounded and the conti-
nuity property of the martingale N . Putting all the previous facts together, P is a
continuous martingale which by definition has finite variations so

[N,N ]s = [N,N ]0 = 0, for all s ∈ [0, T ], P− a.s.

which entails that N ≡ 0.

The proof of Theorem 3.1 will be given thanks to an approximating procedure.
More precisely, let F : R → R be a bounded Borelian function. For ε in (0, 1) we set:

φε(x) :=
exp

(

−
∑d

i=1
x2
i

2ε

)

(2πε)d/2
, ∀x ∈ Rd,

and

Fε(x) := (F ∗ φε)(x) :=

∫

R

F (y)φε(x− y)dy, ∀x ∈ Rd. (3.7)

Hence Fε is a Borelian bounded function which is infinitely differentiable. This regu-
larity will ensure the representation of Fε(MT ) without orthogonal component.

Lemma 3.3. For any ε in (0, 1) let Y ε := IE[Fε(MT )|F·]. There exists a bounded
deterministic function uε : [0, T ]× Rd → R in C0,1([0, T ]× Rd) such that

Y ε
t = uε(t,Mt), t ∈ [0, T ], P− a.s..

Proof. Using the Markov property of M we directly have that uε(t, x) := IE[Fε(M
t,x
T )]

where we recall that M t,x
s := x +Ms −Mt for every s ∈ [t, T ]. To show that uε is

Borelian we will prove that it is continuous. Indeed, let (s, t, x, y) in [0, T ]2 × (Rd)2.
The fact that Fε is bounded and Lebesgue’s dominated convergence Theorem yield

lim
(s,x)→(t,y)

|uε(s, x)− uε(t, y)| ≤ lim
(s,x)→(t,y)

IE[|Fε(M
s,x
T )− Fε(M

t,y
T )|]

= IE[ lim
(s,x)→(t,y)

|Fε(M
s,x
T )− Fε(M

t,y
T )|]

= IE[ lim
(s,x)→(t,y)

|Fε(x+MT −Ms)− Fε(y +MT −Mt)|] = 0

9



since Fε and M are continuous. We now deal with the differentiability in space. To
this end we prove that Fε is Lipschitz. Let x in Rd and i ∈ {1, . . . , d}. We have

|∂xi
Fε(x)| = |(F ∗ ∂xi

ϕε)(x)|

=

∣
∣
∣
∣

∫

Rd

F (y)∂xi
Φε(x− y)dy

∣
∣
∣
∣

=
1

ε

∣
∣
∣
∣

∫

Rd

F (y)(xi − yi)Φε(x− y)dy

∣
∣
∣
∣

≤
c

ε

∫

Rd

|xi − yi|Φε(x− y)dy

=
c

ε

∫

R

|xi − yi| exp

(

−
(xi − yi)

2

2ǫ

)

(2πε)−1/2dyi

≤
c

ε

∣
∣
∣
∣

∫

R

|xi − yi|
2 exp

(

−
(xi − yi)

2

2ǫ

)

dyi

∣
∣
∣
∣

1/2

=
c

ε1/2

which proves that Fε is Lipschitz continuous. For every element x in Rd, 1 ≤ i ≤ d,
and ei := (0, . . . , 0, 1, 0, . . . , 0) where the 1 is at the ith component, we write M i,t,x

for the ith component of M t,x, ∂xi
Fε for the partial derivative of Fε with respect to

xi and ∇xFε for the vector (∂x1Fε, . . . , ∂xd
Fε). We have

lim
α→0

u(t, x+ αei)− u(t, x)

α

= lim
α→0

IE[Fε(M
t,x+αei
T )− Fε(M

t,x
T )]

α

= lim
α→0

1

α
IE[∂xi

Fε(M
1,t,x
T , . . . ,M i−1,t,x

T , M̄ ,M i+1,t,x
T ,Md,t,x

T ) (M i,t,x+αei
T −M i,t,x

T )
︸ ︷︷ ︸

=M
i,t,x+αei
T

−M i,t,x
T

=α

]

= lim
α→0

IE[∂xi
Fε(M

1,t,x
T , . . . ,M i−1,t,x

T , M̄ ,M i+1,t,x
T ,Md,t,x

T )]

where M̄ := z +M i
T −M i

t with z between x + α and x, and M i,t,x
T = x +M i

T −M i
t

(M i being the ith component of M). Hence by continuity of ∂xi
Fε and since ∂xi

Fε is
bounded, Lebesgue’s dominated convergence Theorem implies that

lim
α→0

u(t, x+ αei)− u(t, x)

α
= IE[∂xi

Fε(M
t,x
T )].

Hence ∇xu(t, x) = IE[∇xFε(M
t,x
T )]. We finally prove that ∇xuε is continuous. For this

we prove that ∇xFε is Lipschitz continuous. Let 1 ≤ i, j ≤ d. For z in Rd, it holds
that

∂xixj
Fε(z) = (F ∗ ∂xixj

Φε)(z) =
1

ε2

∫

Rd

F (y)Φε(x− y)((xi − yi)(xj − yj)− ε1i=j)dy ≤
c

ε
.
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Fix (t, x) in [0, T ]× Rd. Let s in [0, T ] and y in Rd such that |(s, y)− (t, x)| ≤ 1. We
have

lim
(s,y)→(t,x)

|∇xu(t, x)−∇xu(s, y)| ≤ lim
(s,y)→(t,x)

IE[|∇xFε(M
t,x
T )−∇xFε(M

s,y
T )|]

≤ c lim
(s,y)→(t,x)

IE[|M t,x
T −Ms,y

T |]

= c lim
(s,y)→(t,x)

IE[|x− y − (Mt −Ms)|] = 0

where for the last equality we have used Lebesgue’s dominated convergence Theorem,
since, |Mt−Ms| ≤ 2 supr∈[0,T ] |Mr| which is square integrable by Doob’s inequality.

We are now in position to prove Theorem 3.1.

Proof of Theorem 3.1: The proof is done in two steps.

Step 1: We first assume that F is bounded. We define as in Lemma 3.3, for every
ε in (0, 1), the square integrable martingale Y ε := IE[Fε(MT )|F·] where Fε is defined
by (3.7). The martingale Y ε admits the representation: Y ε = Y ε

0 +
∫ ·

0
Zε

sdMs + N ε

with N ε a square integrable càdlàg martingale such that [M,N ε] = 〈M,N ε〉 ≡ 0. In
addition, from Lemma 3.3, there exists a deterministic function uε ∈ C0,1([0, T ]×Rd)
such that Y ε = uε(·,M). Hence Y ε fulfills the assumptions of Lemma 3.2 and so
N ε ≡ 0 which means that Y ε = Y ε

0 +
∫ ·

0
Zε

sdMs. Let δε be the square integrable
martingale δε := Y ε − Y . Then Burkholder-Davis-Gundy’s inequality and Doob’s
inequality imply that there exists a constant α > 0 independent of ε such that

IE
[
[N ε −N ]2T

]
≤ IE

[∫ T

0

|(Zε
s − Zs)q

∗
s |

2dCs + [N ε −N ]2T

]

≤ α IE[|(Fε − F )(MT )|
2].

Now since Fε and F are supposed to be bounded, we get using Lebesgue’s dominated
convergence Theorem that

lim
ε→0

IE
[
[N ε −N ]2T

]
≤ α IE[| lim

ε→0
(Fε − F )(MT )|

2] = 0

since for every x in Rd, it holds that limε→0 Fε(x) = F (x). Thus N ≡ 0 and

Y = Y0 +

∫ ·

0

ZsdMs

(note that we get at the same time that Z = limε→0Z
ε in H2). So the representation

holds true without orthogonal part.

Step 2: Now we consider a Borelian function F . Let F n(x) := max(−n,min(F (x), n))
for every integer n ≥ 1. Then the sequence (|F n − F |)n is decreasing. Since every

11



function F n is bounded, the result of Step 1 implies that each square integrable mar-
tingale Y n := IE[F n(MT )|F·] can be represented as Y n = Y n

0 +
∫ ·

0
Zn

s q
∗
sdMs with Zn

in H2. Using once again Burkholder-Davis-Gundy and Doob inequalities applied to
the martingale Y n − Y , we get that

IE
[
[N ]2T

]
≤ α IE[|(F n − F )(MT )|

2]

and limn→∞ IE[|F n − F (MT )|
2] = 0 by monotone convergence Theorem which con-

cludes the proof. �

Remark 3.4. We have assumed that M is a square-integrable martingale. Obviously,
the results of this section hold true if one considers only a local martingale. Then all
the proofs are unchanged up to a localization argument and naturally, the process Z
obtained in the decomposition only belongs to H2

loc.

4 Existence of solutions of quadratic growth BS-

DEs under general filtration

We have proved that every random variable of the form F (MT ) where F is a Borelian
map andM a continuous Markov processes can be represented (up to a constant) as a
stochastic integral of a predictable process againstM , and we refer to such a property
as a weak martingale representation property for M . The usual martingale repre-
sentation property is the basic ingredients to solve Backward Stochastic Differential
Equations which can be viewed as a non-linear version of martingale representation.
We will prove in Section 5 that the representation (without orthogonal component)
we have obtained in the previous section can be extended to solving BSDEs driven
by a continuous martingale without an orthogonal part in the continuous Markovian
realm. But before that we need to fill some gap about the existence of BSDEs (with
quadratic growth) driven by a continuous martingale with respect to a general filtra-
tion, that is a filtration which allows for discontinuous martingales. This program is
realized in this Section.

More precisely, in this section, we will prove existence of a solution for quadratic
growth BSDEs driven by a continuous martingale M with respect to a general filtra-
tion (Ft)t∈[0,T ], and M is not assumed (in this Section only) to be a Markov process
anymore. We just assume that M is a d-dimensional martingale with respect to a
right-continuous complete filtration (Ft)t∈[0,T ]. We use the notations and assumptions
of Section 2 (once again except the Markovian one). Note that the first results about
existence and uniqueness of solutions for quadratic growth BSDEs with respect to
a continuous martingale are given by Morlais in [13], and rely on the fact that the
filtration is continuous, whereas the Lipschitz case has been treated by El Karoui and
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Huang in [9]. We will prove existence of a triple (Y, Z,N) in S2 ×H2 × O2 solution
to:

Yt = ζ −

∫ T

t

f(s, Ys, Zs)dCs −

∫ T

t

ZsdMs −

∫ T

t

dNs, t ∈ [0, T ]. (4.1)

Here ζ is an FT -measurable bounded random variable and f satisfies a quadratic
growth condition of the form |f(z, y, z)| ≤ c(|y| + γ

2
|z|2). Note that the terminal

condition ζ and the driver f are the data of the equation. The important feature
here is that a priori the martingale N is only càdlàg and not continuous. In [13],
the proof of existence of a solution relies on the assumption that N is continuous
since the filtration is. The key argument consists in showing that if (4.1) admits a
solution, then the process Y is bounded. This is proved in [13, Lemma 3.1 (i)] (see
also [3, Theorem 2] when M is a Brownian motion), by showing that a well-chosen
process depending on Y is a submartingale whose terminal value depends only on
ζ and on some constants related to the growth condition of the driver f , which al-
lows one to conclude that Y is bounded (we refer to [13, Lemma 3.1 (i)] for more
details). However, the computations (which involve Itô’s-Tanaka’s formula) leading
to this submartingale break if the orthogonal component is not continuous any more,
since in that case, extra terms introduced by the use of Itô’s-Tanaka’s formula make
the analysis intractable. One possible way to avoid this technicality is to assume that
the driver f does not depend on Y (see e.g. [14, Lemma 3 (i)]). Once the boundedness
of Y is established one can combine a so-called Cole-Hopf transform with a mono-
tone approximation procedure to deduce the existence of a solution. Very recently,
Barrieu and El Karoui [2] have described a new method for providing solutions to
quadratic growth BSDEs under continuous filtration, by simultaneously approximat-
ing the driver by a sequence of Lipschitz growth ones, and by controlling the norm of
Y uniformly. They then conclude using a pretty general monotone stability argument
for so-called ”quadratic semimartingales”. The existence result for qgBSDEs is then
in their paper a by-product of this monotone stability property for quadratic semi-
martingales.

We will follow the main stream of the proof of [2] concerning the uniform control
of the norm of the Y process and the monotone approximation, and replace the sta-
bility argument by a result on compactness for general semimartingales due to Barlow
and Protter in [1], and refine the estimates used in [13]. Note that in a sense, the
compactness result established by Barrieu and El Karoui can be viewed as a deeper
analysis of the result of Barlow and Protter in the continuous filtration framework.

The main result of this section is the theorem below.

Theorem 4.1. Let f : [0, T ] × R × Rd → R be a continuous function in (y, z) such
that the following growth condition is satisfied:

|f(t, y, z)| ≤ ηt + b|y|+
γ

2
|z|2, ∀(s, y, z) ∈ [0, T ]× R× Rd,
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with b a positive constant and, η = (ηt)t∈[0,T ] a non-negative predictable process
bounded by a positive constant a. Let ζ an FT -measurable bounded random vari-
able. Then there exists a triple of processes (Y, Z,N) ∈ S2 ×H2 ×O2 solution to the
BSDE:

Yt = ζ +

∫ T

t

f(s, Ys, Zsq
∗
s)dCs −

∫ T

t

ZsdMs −

∫ T

t

dNs, t ∈ [0, T ].

In addition Y is bounded by a positive constant which only depends on a, b and ‖ζ‖∞.
Finally, the process

∫ ·

0
ZsdMs +N is a BMO martingale.

Proof. The proof is done in several steps.

Step 1: Let p ≥ 1 be an integer and set

qp(s, y, z) :=
γ

2
|z2|1|z|≤p + (γp|z| −

γ

2
p2)1|z|>p + b|y|+ ηs, (s, y, z) ∈ [0, T ]×R×Rd.

Since qp is uniformly Lipschitz in (y, z), there exists (see [9, Theorem 6.1]) a (unique)
triple (Up, V p,W p) ∈ S2 ×H2 ×O2 solution to

Up
t = ζ +

∫ T

t

qp(s, U
p
s , V

p
s q

∗
s)dCs −

∫ T

t

V p
s dMs −

∫ T

t

dW p
s , t ∈ [0, T ].

The objective of Step 1 is to prove that:

(i) Up
t = essusp

β∈[−b,b], |ν|≤p

IEQν

[

ζe−
∫ T

t
βrdCr −

∫ T

t
e−

∫ s

t
βrdCrηsdCs −

γ
2

∫ t

0
e−

∫ s

t
βrdCrνsqsν

∗
sdCs

∣
∣
∣Ft

]

with dQν

dP
:= E

(∫ ·

0
γνsdMs

)
, and β, ν two predictable continuous processes.

(ii) The sequence (Up)p is increasing.

(iii) There exists a constant c̃ > 0 which only depends on a (i.e. the bound on η), b,
on ‖ζ‖∞ such that |Up| ≤ c̃, P− a.s., ∀p ≥ 1. In particular c̃ is independent of
p.

The claim (i) is shown using duality arguments. Indeed, we have:

qp(s, y, z) = sup
β∈[−b,b], |ν|≤p

{lβ,ν(s, y, z)}, ∀(s, y, z) ∈ [0, T ]× R× Rd

with lβ,ν(s, y, z) := −βsy + γzqsν
∗
s − γ

2
νsqsν

∗
s + ηs. For processes β, ν as above, let

(Y β,ν , Zβ,ν , Nβ,ν) ∈ S2 ×H2 ×O2 be the solution to the Lipschitz BSDE:

Y β,ν
t = ζ +

∫ T

t

lβ,ν(s, Y
β,ν
s , Zβ,ν

s q∗s)dCs −

∫ T

t

Zβ,ν
s dMs −

∫ T

t

dNβ,ν
s , t ∈ [0, T ].
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Using comparison Theorem (Lemma 6.1) and [10, Proposition 3.2] (which clearly can
be reproduced in the general continuous martingale BSDE setting) it holds that:

Up = essusp
β∈[−b,b], |η|≤p

Y β,ν . (4.2)

An application of integration by parts formula allows us to write for every processes
β ∈ [−b, b], |ν| ≤ p,

Y β,ν
t = Y β,ν

T e−
∫ T

t
βrdCr −

∫ T

t

e−
∫ s

t
βrdCr(

γ

2
νsqsν

∗
s − ηs)dCs

−

∫ T

t

e−
∫ s

t
βrdCrZβ,ν

s (dMs − γq∗sqsν
∗
sdCs)

︸ ︷︷ ︸

=:dMν
s

−

∫ T

t

e−
∫ s

t
βrdCrdNβ,ν

s

Since ν is bounded, the process Lν := E
(
γ
∫ ·

0
νsdMs

)
is a true martingale and we can

define the probability measure Qν as: dQν

dP
:= Lν under which Mν and Nβ,ν are true

martingales. Hence we get:

Y β,ν
t = IEQν

[

ζe−
∫ T

t
βrdCr −

∫ T

t

e−
∫ s

t
βrdCrηsdCs −

γ

2

∫ t

0

e−
∫ s

t
βrdCrνsqsν

∗
sdCs

∣
∣
∣Ft

]

which together with (4.2) lead to

Up
t = essusp

β∈[−b,b], |ν|≤p

IEQν

[

ζe−
∫ T

t
βrdCr −

∫ T

t

e−
∫ s

t
βrdCrηsdCs −

γ

2

∫ t

0

e−
∫ s

t
βrdCrνsqsν

∗
sdCs

∣
∣
∣Ft

]

.

Concerning (iii), note that for every processes β and ν as above, it holds P-a.s. that

ζe−
∫ T

t
βrdCr −

∫ T

t

e−
∫ s

t
βrdCrηsdCs −

γ

2

∫ t

0

e−
∫ s

t
βrdCr νsqsν

∗
s

︸ ︷︷ ︸

≥0

dCs

≤ ζe−
∫ T

t
βrdCr −

∫ T

t

e−
∫ s

t
βrdCrηsdCs ≤ eb(‖ζ‖∞ + a)

where we have used the fact that q is a positive semidefinite matrix and that |C| ≤ 1
2
.

This ends the proof of (iii). It remains to prove (ii) which is a direct consequence of
comparison Theorem (Lemma 6.1) and of the fact that by construction, |qp| ≤ |qp+1|
for every p ≥ 1.

Step 2: Let f : Ω× [0, T ]×R×Rd → R be a continuous function in (y, z) such that
there exists p ≥ 1 satisfying:

−qp(s, y, z) ≤ f(t, y, z) ≤ b|y|+
γ

2
|z|2 + ηs, ∀(s, y, z) ∈ [0, T ]× R× Rd (4.3)

15



where η is a predictable process bounded by a positive constant a. Let n ≥ ⌊max(b, p)⌋.
We set:

fn(s, y, z) := inf
u,w

{f(s, u, w) + n|y − u|+ n|z − w|}, (s, y, z) ∈ [0, T ]× R× Rd.

Let (Y n, Zn, Nn) ∈ S2 ×H2 ×O2 be the solution to the Lipschitz BSDE

Y n
t = ζ +

∫ T

t

fn(s, Y
n
s , Z

n
s q

∗
s)dCs −

∫ T

t

Zn
s dMs −

∫ T

t

dNn
s , t ∈ [0, T ].

Then,

(iv) The sequence (Y n)n is increasing and |Y n| ≤ |Un| ≤ c̃, P − a.s., where c̃ > 0
is the same constant given in (iii) of Step 1 (so it is independent of n), and
(Un, V n,W n) denotes the solution to the BSDE with terminal condition ζ and
driver qn studied in the previous Step.

(v) There exists a triple of processes (Ŷ p, Ẑp, N̂p) ∈ S2 × H2 × O2 solution to the
BSDE:

Ŷ p
t = ζ +

∫ T

t

f(s, Ŷ p
s , Ẑ

p
s q

∗
s)dCs −

∫ T

t

Ẑp
sdMs −

∫ T

t

dN̂p
s , t ∈ [0, T ]

and |Ŷ p| ≤ c̃, P − a.s. where c̃ > 0 is a positive constant so in particular it is
independent of p. In addition,

sup
τ≤T

IE

[∫ T

τ

|Ẑp
s q

∗
s |

2dCs +

∫ T

τ

d[N̂p]s|Fτ

]

≤ ˜̃c

with ˜̃c another positive constant which also does not depend on p, and the
supremum runs over all F -stopping time smaller than T . In other words,
∫ ·

0
Ẑp

sdMs + N̂p is a BMO-martingale.

Since n ≥ p, it holds that |fn| ≤ max(qp, qn) = qn. In addition by definition, fn ≤ fn+1.
Hence, comparison theorem in conjuction with the fact that |fn(s, y, z)| ≤ qn(s, y, z)
and (iii) of Step 1, imply that (Y n)n is increasing and |Y n| ≤ |Un| ≤ c̃, P− a.s.. Now
we turn out to the proof of claim (v). We have seen that the sequence (Y n) is increasing
and bounded by a universal constant c̃ > 0. Hence the process Ŷ p := limn→∞ Y n

is well defined and belongs to S2 since it is bounded. In addition, by construction
limn→∞ ‖Y n−Ŷ p‖S2 = 0. By definition, Y n can be decomposed as Y n = Y n

0 +P n+An

with P n :=
∫ ·

0
Zn

s dMs + Nn
s and An :=

∫ ·

0
fn(s, Y

n
s , Z

n
s q

∗
s)dCs. In order to prove the

claim we will control each of these components and then use a compacity argument
obtained by Barlow and Protter in [1]. We start with the martingale part. We recall
that c̃ > 0 is a constant independent on n such that |Y n| < c̃,P−a.s. for every n ≥ 1.
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Define ψ(x) := exp(γx)−1−γx
γ2 and ψ̃(x) := ψ(x+ c̃). For the estimate on the continuous

part of P n, we can adapt the argument of [13, Lemma 3.1 (ii)], and then we will
complete the argument to get the estimate for its jump part. Let τ be a stopping
time less or equal than T . Let (τk)k≥1 be a localizing sequence for the a priori only
local martingale

∫ ·

0
ψ̃′(Ys−)Z

n
s dMs +

∫ ·

0
ψ̃′(Ys−)dN

n
s . Let k ≥ 1. Itô’s formula yields

ψ̃(Y n
τ ) +

1

2

∫ τk

τ

ψ̃′′(Y n
s )|Z

n
s q

∗
s |

2dCs +
1

2

∫ τk

τ

ψ̃′′(Y n
s )d[(N

n)c]s

= ψ̃(Y n
τk) +

∫ τk

τ

ψ̃′(Y n
s )fn(s, Y

n
s , Z

n
s q

∗
s )dCs −

∫ τk

τ

ψ̃′(Y n
s )Z

n
s dMs −

∫ τk

τ

ψ̃′(Y n
s−)dN

n
s

−
∑

τ<s≤τk

[ψ̃(Y n
s )− ψ̃(Y n

s−)− ψ̃′(Y n
s−)∆sY

n]

where (Nn)c denotes the continuous martingale part of Nn. Now we compute the
jump part of the formula above to get that is is non-negative. Indeed, denoting for
simplicity Ỹ := Y n + c̃, we get

∑

τ<s≤τk

[ψ̃(Y n
s )− ψ̃(Y n

s−)− ψ̃′(Y n
s−)∆sY

n]

=
∑

τ<s≤τk

eγỸt−

γ2
[eγ∆tỸ − 1− γ∆tỸ ] =

∑

0<s≤T

eγỸt−

γ2
Φ(γ∆tỸ )

with Φ(x) := ex− 1−x which is non negative for every real number x. Hence coming
back to the computations above we get that

1

2

∫ τk

τ

ψ̃′′(Y n
s )|Z

n
s q

∗
s |

2dCs +
1

2

∫ τk

τ

ψ̃′′(Y n
s )d[(N

n)c]s

≤ ψ̃(Y n
T ) +

∫ τk

τ

ψ̃′(Y n
s )fn(s, Y

n
s , Z

n
s q

∗
s )dCs −

∫ τk

τ

ψ̃′(Y n
s )Z

n
s dMs −

∫ τk

τ

ψ̃′(Y n
s−)dN

n
s .

Now remark that ψ′(x) ≥ 0 for x ≥ 0, which implies in conjunction with the growth
condition on fn (i.e. |fn(t, y, z)| ≤ b|y| + γ

2
|z|2) and with the fact that Y n + c̃ ≥ 0,

that

1

2

∫ τk

τ

ψ̃′′(Y n
s )|Z

n
s q

∗
s |

2dCs +
1

2

∫ τk

τ

ψ̃′′(Y n
s )d[(N

n)c]s

≤ ψ̃(Y n
T ) +

∫ τk

τ

ψ̃′(Ys)(b|Y
n
s |+

γ

2
|Zn

s q
∗
s |

2 + ηs)dCs −

∫ τk

τ

ψ̃′(Ys)Z
n
s dMs −

∫ τk

τ

ψ̃′(Ys−)dN
n
s .

Hence

1

2

∫ τk

τ

|Zn
s q

∗
s |

2(ψ̃′′(Y n
s )− γψ̃′(Ys))dCs +

1

2

∫ τk

τ

ψ̃′′(Y n
s )d[(N

n)c]s
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≤ ψ̃(Y n
T ) +

∫ τk

τ

(bψ̃′(Y n
s )|Y

n
s |+ ηs)dCs −

∫ τk

τ

ψ̃′(Y n
s )Z

n
s dMs −

∫ τk

0

ψ̃′(Y n
s−)dN

n
s .

In addition, by definition of ψ̃, we have that ψ̃′′−γψ̃′ = 1, hence the previous inequality
reads as

1

2

∫ τk

τ

|Zn
s q

∗
s |

2dCs +
1

2

∫ τk

τ

ψ̃′′(Ys)d[(N
n)c]s

≤ ψ̃(Y n
T ) +

∫ τk

τ

(bψ̃′(Y n
s )|Y

n
s |+ ηs)dCs −

∫ τk

τ

ψ̃′(Y n
s )Z

n
s dMs −

∫ τk

τ

ψ̃′(Y n
s−)dN

n
s .

Now taking conditional expectation with respect to Fτ in the previous expression,
using the fact that Y n is bounded by c̃ and noting that ψ̃′′ ≥ 0, we finally get a
constant c1 > 0 depending only on the data of the equation and independent on n

such that IE
[∫ τk

τ
|Zn

s q
∗
s |

2dCs

∣
∣
∣Fτ

]

≤ c1. Taking the limit in the previous expression

and using monotone convergence Theorem we get that IE
[∫ T

τ
|Zn

s q
∗
s |

2dCs

∣
∣
∣Fτ

]

≤ c1

and hence

esssup0≤τ≤T IE

[∫ T

τ

|Zn
s q

∗
s |

2dCs

∣
∣
∣Fτ

]

≤ c1. (4.4)

To complete our estimate for the term P n we now need an estimate on the quadratic
variation of the orthogonal martingale Nn. This can be done as follows. Applying
Itô’s formula to |Y n|2 we get that

|Y n
τ |

2 +

∫ T

τ

d[Nn]s +

∫ T

τ

|Zn
s q

∗
s |

2dCs

= |Y n
T |

2 + 2

∫ T

τ

Y n
s fn(s, Y

n
s , Z

n
s q

∗
s)dCs − 2

∫ T

τ

Y n
s Z

n
s dMs − 2

∫ T

τ

Y n
s−dN

n
s

which leads to

IE

[∫ T

τ

d[Nn]s

∣
∣
∣Fτ

]

≤ IE[|Y n
T |

2|Fτ ] + 2 IE

[∫ T

τ

Y n
s fn(s, Y

n
s , Z

n
s q

∗
s )dCs

∣
∣
∣Fτ

]

.

Using once again the growth condition on the driver fn and the fact that Y n is bounded
by c̃ > 0 (which does not depend on n) we get that

IE

[∫ T

τ

d[Nn]s

∣
∣
∣Fτ

]

≤ c

(

1 + IE

[∫ T

τ

|Zn
s q

∗
s |

2dCs

∣
∣
∣Fτ

])

which leads to

esssup0≤τ≤T IE

[∫ T

τ

d[Nn]s

∣
∣
∣Fτ

]

≤ c2
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by (4.4), where c2 > 0 is a constant which only depends on a, b, γ and ‖ζ‖∞. Hence,
we have proved that

esssup0≤τ≤T IE

[∫ T

τ

d[P n]s

∣
∣
∣Fτ

]

= esssup0≤τ≤T IE

[∫ T

τ

|qsZ
n
s |

2dCs +

∫ T

τ

d[Nn]s

∣
∣
∣Fτ

]

≤ c3,

c3 := c1+c2, so each P n is a BMO martingale whose BMO norm is uniformly bounded
with respect to n (indeed note that ∆P n = ∆Nn = ∆Y n and Y n is bounded by c̃ > 0,
hence |∆Nn| ≤ 2c̃). Now as a particular case of the previous result (taking τ = 0),
using Burkholder-Davis-Gundy’s inequality we have that:

IE

[

sup
t∈[0,T ]

|P n
t |

2

]

≤ c IE[[P n]T ] ≤ c̃3

where c̃3 > 0 does not depend on n. We now turn to a uniform control (with respect
to n) of the the finite variation part An. Indeed, using the growth condition on fn
and (4.4), we have that

IE[|An
T |] = IE

[∣
∣
∣
∣

∫ T

0

fn(s, Y
n
s , Z

n
s )dCs

∣
∣
∣
∣

]

≤ IE

[∫ T

0

(b|Y n
s |+

γ

2
|Zn

s |
2 + ηs)dCs

]

≤ c

(

1 + IE

[∫ T

0

|Zn
s q

∗
s |

2dCs

])

≤ c.

Hence we have proved that there exists a constant c > 0 independent on n such that

IE[supt∈[0,T ] |P
n
t | + |AT |] ≤ c for every n. In addition since Ŷ p S2

= limn→∞ Y n, by [1,
Theorem 1], there exist a martingale P and a finite variation process A such that

limn→∞ IE[[P n −P ]
1/2
T ] = 0, limn→∞ IE[supt∈[0,T ] |A

n
t −At| = 0 and Ŷ p = P +A. Since

the driver f is assumed to be continuous we get that, there exists a process Ẑp in H1

and a martingale N̂p with IE[[N ]
1/2
T ] <∞ such that

Ŷ p
t = ζ +

∫ T

t

f(s, Ŷ p
s , Ẑ

p
s )dCs −

∫ T

t

Ẑp
sdMs −

∫ T

t

dN̂p
s , t ∈ [0, T ].

In addition, |Ŷ p| ≤ c̃ by construction. By reproducing the computations of this step
with (Ŷ p, Ẑp, N̂p) and using the fact that Ŷ p is bounded we get that

esssup0≤τ≤T IE

[∫ T

τ

|Ẑp
s q

∗
s |

2dCs +

∫ T

τ

d[N̂p]s

∣
∣
∣Fτ

]

≤ c3

where c3 is the very same constant obtained above which means that
∫ ·

0
Ẑp

sdMs + N̂p

is a BMO martingale (since the jumps of N̂p are bounded by 2c̃) and also that
(Ẑp, N̂p) ∈ H2 × O2. This is in fact a reformulation of the well-known link in the
Brownian setting between a bounded terminal condition and the BMO property for

19



the martingale part of the solution to a BSDE.

Step 3: Let f : [0, T ]×R× Rd → R be a continuous function in (y, z) such that the
following growth condition is satisfied:

|f(t, y, z)| ≤ α|y|+
1

2
|z|2 + ηs, ∀(s, y, z) ∈ [0, T ]× R× Rd.

Then there exists a triple of processes (Y, Z,N) ∈ S2×H2×O2 solution to the BSDE:

Yt = ζ +

∫ T

t

f(s, Ys, Zsq
∗
s)dCs −

∫ T

t

ZsdMs −

∫ T

t

dNs, t ∈ [0, T ].

In addition, there exists a constant c4 > 0 which only depends on ‖ζ‖∞, b, and γ such
that |Y | ≤ c4, P− a.s., and the process

∫ ·

0
ZsdMs +N is a BMO martingale.

To prove this claim we use the usual decomposition f = f+ − f− for f . Now let
f−,p(s, y, z) := infu,w{f

−(s, y, z) + p|y − u| + p|z − w|}. The function f−,p satisfies

condition (4.3) and we denote by (Ŷ p, Ẑp, N̂p) one solution to the BSDE with termi-
nal condition ζ and driver f+ − f−,p obtained in Step 2. By comparison Theorem,
the sequence (Ŷ p)p is decreasing. In addition we have proved that each process Ŷ p is
bounded by a universal constant c̃ > 0 which does not depend on p. As a consequence
we can define Y := limp→∞ Ŷ p and the convergence also holds in S2. Using again
point (v) of Step 2, there exists a constant ˜̃c > 0 independent on p such that:

esssup0≤τT IE

[∫ T

τ

|Ẑp
s q

∗
s |

2dCs +

∫ T

τ

d[N̂p]s

∣
∣
∣Fτ

]

≤ ˜̃c

which in conjuction with Burkholder-Davis-Gundy inequality implies that

IE

[

sup
t∈[0,T ]

∣
∣
∣
∣

∫ t

0

Ẑp
sdMs + N̂p

t

∣
∣
∣
∣

]

≤ c

where c is a constant independent on p. Finally, we have that

IE

[∣
∣
∣
∣

∫ T

0

f−,p(s, Ŷ p
s , Ẑ

p
s q

∗
s)dCs

∣
∣
∣
∣

]

≤ c

(

1 + IE

[∫ T

0

|Ẑp
s q

∗
s |

2dCs

])

≤ c

where c is a again a constant independent on p which comes from the previous esti-
mates. Hence using [1, Theorem 1], there exists a process Z in H1 and a martingale

N orthogonal to M with IE[[N ]
1/2
T ] <∞ such that

Yt = ζ +

∫ T

t

f(s, Ys, Zsq
∗
s)dCs −

∫ T

t

ZsdMs −

∫ T

t

dNs, t ∈ [0, T ].

Once again since Y is bounded, we can reproduce the computations of Step 2 to
prove that (Z,N) belongs to H2×O2 and even to prove that

∫ ·

0
ZsdMs+N is a BMO

martingale.
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Remark 4.2. Here we did not address the question of uniqueness of solutions to keep
the length of this paper within limits but we believe that under standard additional
assumptions of the type [13, Assumption (H2), p. 128] on the driver, the uniqueness
could be obtained. This point is left for future research.

5 Solving Markovian quadratic BSDEs without or-

thogonal component

We now are in position to extend the weak martingale representation property ob-
tained in Section 3 to solving qgBSDEs driven by a d-dimensional strong Markov
process M which is also a martingale under a strong Markov filtration (Ft∈[0,T ]) (in
the sense of [4, (3.4)]) as described in Section 2. On the filtered probability space
(Ω,F , (Ft)t∈[0,T ],P), we now consider in addition to the square integrable continu-
ous martingale M , a stochastic process X t,x,m := (X t,x,m

s )s∈[t,T ] defined as the unique
strong solution of the following n-dimensional stochastic differential equation

X t,x,m
s = x+

∫ s

t

σ(r,X t,x,m
r ,M t,m

r )dMr+

∫ s

t

b(r,X t,x,m
r ,M t,m

r )dCr, s ∈ [t, T ], t ∈ [0, T ]

(5.1)
where σ : [0, T ]×Rn×Rd → Rn×d, b : [0, T ]×Rn×Rd → R are deterministic functions
of class C0,1([0, T ]× (Rn × Rd)) with locally Lipschitz partial derivatives in x and m
uniformly in time, and such that there exists a positive constant k satisfying

|σ(t, x1, m1)− σ(t, x2, m2)|+ |b(t, x1, m1)− b(t, x2, m2)|

≤ k(|x1 − x2|+ |m1 −m2|), ∀(t, x1, x2, m1, m2) ∈ [0, T ]× (Rd)2 × (Rn)2,

where we use the notation | · | for both the Euclidian norm on Rn and on Rd. Let
us finally introduce the object of interest of this section that is the following BSDE
coupled with the forward process X t,x,m as

Y t,x,m
s =F (X t,x,m

T ,M t,m
T )−

∫ T

s

Zt,x,m
r dMr +

∫ T

s

f(r,X t,x,m
r ,M t,m

r , Y t,x,m
r , Zt,x,m

r )dCr

−

∫ T

s

dN t,x,m
r , (5.2)

where F : Rn × Rd → R is a bounded deterministic function and the generator
f : [0, T ]×Rn ×Rd×R×Rd → R is assumed to be B([0, T ])⊗B(Rn ×Rd ×R×Rd)-
measurable (B(E) denoting the Borel σ-filed on an Euclidian space E), so that
f(r, x,m, y, z) is deterministic for non-random (r, x,m, y, z) in [0, T ]×Rn×Rd×R×Rd.
In the main result of this section, we will make use of the assumptions below. For
convenience, we set: Θ := Rd × Rn × R× Rd.
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(QG): The driver f : [0, T ]×Θ → R is continuous in (y, z) and there exist a nonneg-
ative predictable process η = (ηt)t∈[0,T ] bounded by a positive constant a, as well as
positive constants b and γ > 0 such that

|f(t, x,m, y, z)| ≤ ηt(1 + b|y|) +
γ

2
|z|2, ∀(x,m, y, z) ∈ Θ, P⊗ dCt − a.e..

In addition, for every β > 1,
∫ T

0
|f(t, 0, 0, 0, 0)|dCt belongs to L

β(dP).

(D1): The functions F : Rn×Rd → R, ∂xF : Rn×Rd → Rn and ∂mF : Rn×Rd → Rd

are globally Lipschitz.

(D2): The driver f : [0, T ] × Θ is differentiable in (x,m, y, z), there exist a posi-
tive constant r such that dP⊗ dCt − a.e. it holds:

|∂af(t, x,m, y, z)| ≤ r(1 + |z|), ∀(x,m, y, z) ∈ Θ, a ∈ {x,m, y, z}, and

|∂af(t, x1, m1, y1, z1)− ∂af(t, x2, m2, y2, z2)|

≤ r(|qtθt|+ |z1|+ |z2|)(|x1 − x2|+ |m1 −m2|+ |y1 − y2|+ |z1 − z2|), a ∈ {x,m, y},

for every (xi, mi, yi, zi) ∈ Θ, i = 1, 2. Finally ∂zf is Lipschitz in (x,m, y, z) uniformly
in time.

We have shown in Theorem 4.1 that under assumption (QG), there exists a triple
(Y t,x,m, Zt,x,m, N t,x,m) in S2 ×H2 ×O2 solution to the BSDE (5.2).

5.1 Markov property of the solution

We start with an important fact about Markov processes which can be found in [4,
Theorem (8.11)] or in [16, V. Theorem 35].

Proposition 5.1. The process (X t,x,m
s ,M t,m

s )s∈[t,T ] is a strong Markov process for the
filtration (Ft)t∈[0,T ]. If in addition M is assumed to have independent increments then
the stochastic process (X t,x,m

s )s∈[t,T ] is a strong Markov process.

We now want to prove that the Markov property of the pair (X t,x,m
s ,M t,m

s )s∈[t,T ]

transfers to the solution of (5.2). The idea is usually to follow the proof of existence of
a solution and to show on the way that the solution process is given as a deterministic
function of (t, X,M). For the Lipschitz case, we can reproduce in our context the proof
of [5, Theorem 3.2] without any changes since we use arguments which are valid for
general martingales provided the process C is continuous. However, in the quadratic
case the proof of the Markovian feature of the solution given in [5, Theorem 3.4] was
following the proof of existence given in [13]. However, with a possible discontinuous
orthogonal component, this proof cannot be reproduced and we had to produce a new
one. For that reason we will also have to give a new counterpart of [5, Theorem 3.4]
in our setting. We first state the result in the Lipschitz case.
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Proposition 5.2. Let f : [0, T ] × Θ → R such that there exists a constant K > 0
such that

|f(t, x1, m1, y1, z1)− f(t, x,m2, y2, z2)|

≤ K(|y1 − y2|+ |z1 − z2|), ∀(t, xi, mi, yi, zi) ∈ [0, T ]×Θ, i = 1, 2

and IE
[∫ T

0
|f(t, 0, 0, 0, 0)|2dCt

]

<∞. Let (Y t,x,m, Zt,x,m, N t,x,m) be the unique solution

in S2 ×H2 ×O2 of the BSDE

Y t,x,m
s = F (X t,x,m

T ,M t,m
T )+

∫ T

s

f(r,X t,x,m
r ,M t,m

r , Y t,x,m
r , Zt,x,m

r q∗r )dCs−

∫ T

s

dN t,x,m
r , s ∈ [t, T ].

Then, there exist two deterministic functions u, v : [0, T ]×Rn ×Rd → R, B([0, T ])⊗
Be(R

n × Rd)-measurable such that (Y t,x,m, Zt,x,m) satisfy:

Y t,x,m
s = u(s,X t,x,m

s ,M t,m
s ), Zt,x,m

s = v(s,X t,x,m
s ,M t,m

s ), s ∈ [t, T ]

where Be(R
n × Rd) is the σ-field on Rn × Rd generated by the functions

(x,m) 7→ IE

[∫ T

0

φ(s,X t,x,m
s ,M t,m

s )dCs

]

with φ : Ω× [0, T ]× Rn × Rd → R a continuous bounded function.

Proof. The proof follows the line of the one of [5, Proposition 3.2]. Note that in [5]
the filtration was assumed to be continuous. However, for the particular result [5,
Proposition 3.2] this assumption is not needed. Only the fact that N is a martingale
is important. So we can reproduce every argument of the proof without any modifi-
cation. In order to keep the length of this paper within limits, we leave this point to
the reader.

Now we deal with the quadratic case and give a counterpart to [5, Theorem 3.4].

Theorem 5.3. Assume that the driver f satisfies (QG). Let (Y t,x,m, Zt,x,m, N t,x,m)
be a solution in S2 ×H2 ×O2 to the BSDE (5.2) with driver f . Then there exists a
deterministic function u : [0, T ]× Rn × Rd → R, B([0, T ])⊗ Be(R

n × Rd)-measurable
such that

Y t,x,m
s = u(s,X t,x,m

s ,M t,m
s ), s ∈ [t, T ].

Proof. Since the construction of the solution to the BSDE (5.2) differs from the one
used in [5] we produce here another proof which is in fact slightly simpler. We follow
the steps and we use exactly the same notations of the proof of the existence result:
Theorem 4.1. We first assume that the driver f satisfies (4.3) like in Step 2 of the
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proof of Theorem 4.1. To be more precise we know have that f in Step 2 has a
Markovian structure that is:

f(s, y, z)(ω) = f(s,X t,x,m
s (ω),M t,m

s (ω), y, z)

with the growth condition (4.3) for some p ≥ 1. Now the solution Ŷ p,t,x,m to this
BSDE with this driver f is given as: Ŷ p,t,x,m = limn→∞ Y n,t,x,m where Y n,t,x,m denotes
the solution to the BSDE with terminal condition F (X t,x,m

T ,M t,m
T ) and driver fn:

the inf convolution of f with the function (u, w) 7→ n|u| + n|w|. By construction
fn is a Lipschitz function thus from Proposition 5.2, there exists a maps un, vn :
[0, T ]× Rn × Rd → R, B([0, T ])⊗ Be(R

n × Rd)-measurable such that

Y n,t,x,m = un(·, X t,x,m,M t,m), Zn,t,x,m = vn(·, X t,x,m,M t,m), P− a.s..

In particular it holds that un(t, x,m) = Y n,t,x,m
t . Letting

up(t, x,m) := lim sup
n→∞

un(t, x,m), vp(t, x,m) := lim sup
n→∞

vn(t, x,m)

we obtain that up, vp are B([0, T ])⊗ Be(R
n × Rd)-measurable and

Ŷ p,t,x,m = up(·, X t,x,m,M t,m), Ẑp,t,x,m = vp(·, X t,x,m,M t,m), P− a.s.

(the convergence of (vn)n to vp follows from the fact that Zp is the limit in H2

of the (Zn)n). We know relax the assumption on f made before and we just as-
sume that (s, x,m, y, z) 7→ f(s, x,m, y, z) satisfies (QG). Then once again as in Step
3 of the proof of Theorem 4.1, the solution process Y can be approximated by a
sequence of processes Ŷ p,t,x,m has above (i.e. Y t,x,m = limn→∞ Ŷ p,t,x,m, P − a.s.,
and Zt,x,m = limp→∞ Ẑp,t,x,m in H2). From what we have proved before, there exist

B([0, T ]) ⊗ Be(R
n × Rd)-measurable maps up, vp such that in particular Ŷ p,t,x,m =

up(·, X t,x,m,M t,m) and Ẑp,t,x,m = vp(·, X t,x,m,M t,m). Hence if we define u(t, x,m) :=
lim supp→∞ up(t, x,m) and v(t, x,m) := lim supp→∞ vp(t, x,m) we get u, v are B([0, T ])⊗
Be(R

n × Rd) and Y = u(t, X t,x,m,M t,m), Z = v(t, X t,x,m,M t,m) hold true.

5.2 Regularity property of the solution

With more assumptions on F and f we can even give regularity properties on the
function u.

Proposition 5.4. Assume that the assumptions (QG), (D1)-(D2) are in force. Then
the function u given in Theorem 5.3 satisfies:

(i) The map (x,m) 7→ u(t, x,m) is of class C0,1([0, T ]× (Rn×Rd)) for all t ∈ [0, T ].

(ii) There exists two constants ζ1 and ζ2 depending only on ‖F‖∞ and on the con-
stants a, b in Assumption (QG) such that ζ1 ≤ u(t, x,m) ≤ ζ2, ∀(t, x,m) ∈
[0, T ]× Rn × Rd.
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Proof. From the Markovian representation of Y t,x,m we have that u(t, x,m) = Y t,x,m
t .

Hence part (ii) follows from the fact that the solution process Y t,x,m of (5.2) is bounded
by Theorem 4.1. We now focus on part (i) of the theorem and more precisely on the
continuity in (t, x,m) of the map u. Let (t1, x1, m1), (t2, x2, m2) in [0, T ]×Rn×Rd with
t1 < t2. For simplicity, we use the following notations: (X i,M i) := (X ti,xi,mi,M ti,mi),
(Y i, Z i, N i) := (Y ti,xi,mi, Zti,xi,mi , N ti,xi,mi), i = 1, 2, δX := X1−X2, δM :=M1−M2,
δY := Y 1 − Y 2, δZ := Z1 − Z2, δN := N1 −N2 and ζ := F (X1

T ,M
1
T )− F (X2,

T ,M
2
T ).

Let s ∈ [t1, T ]. We have

δYs = ζ −

∫ T

s

δZrdMr +

∫ T

s

g(r, δYr, δZrq
∗
r )dCr −

∫ T

s

d(δNr), (5.3)

with g(r, δYr, δZrq
∗
r ) := δZrq

∗
rA

Z
r + δYrA

Y
r + δM∗

rA
M
r + δX∗

rA
X
r and

AZ
r :=

∫ 1

0

∇zf(r,X
1
r ,M

1
r , Y

1
r , Z

2
r q

∗
r + α(Z2

r − Z1
r )q

∗
r)dα

AY
r :=

∫ 1

0

∇yf(r,X
1
r ,M

1
r , Y

2
r + α(Y 2

r − Y 1
r ), Z

2
r q

∗
r)dα

AM
r :=

∫ 1

0

∇mf(r,X
1
r ,M

2
r + α(M2

r −M1
r ), Y

2
r , Z

2
r q

∗
r)dα

AX
r :=

∫ 1

0

∇xf(r,X
2
r + α(X2

r −X1
r ),M

2
r , Y

2
r , Z

2
r q

∗
r)dα.

In addition, since f satisfies (QG) and (D1)-(D2), the condition (AP) (defined in
Section 6) is true for g and so the apriori estimates of Proposition 6.2 can be applied.
More precisely, we obtain for any p > 1

|u(t1, x1, m1)− u(t2, x2, m2)|
2p

= IE[|Y 1
t1 − Y 2

t2 |
2p]

≤ c
(
IE[|Y 1

t1 − Y 1
t2|

2p] + IE
[
|Y 1

t2 − Y 2
t2 |

2p
])

≤ c



IE[|Y 1
t1
− Y 1

t2
|2p] + IE

[

|ζ |2pq +

(∫ T

t2

|δM∗
rA

M
r + δX∗

rA
X
r |dCr

)2pq
]1/q



 (5.4)

where q > 1 comes from the a priori estimates of Proposition 6.2. Lebesgue’s dom-
inated convergence theorem leads to limt1→t2,t1<t2 IE[|Y

1
t1
− Y 1

t2
|2p] = IE[|∆t1Y

1|2p] =
IE[|∆t1N

1|2p] = 0 since N1 is a martingale (so its jumps does not occur at predictable
times). In a similar way we have that δX satisfies an SDE on [t2, T ] with initial value
x1−x2+X

1
t2
−X1

t1
and thus classical a priori estimates for SDEs (see e.g. [16, Lemma

V.1]) lead to (for any k ≥ 1)

IE[ sup
s∈[t2,T ]

(|δXs|
2k+|δMs|

2k)] ≤ c(|x1−x2|
2+|m1−m2|

2+IE[|X1
t2−X

1
t1 |

2]+IE[|Mt2−Mt1 |
2])k.

(5.5)
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Coming back to (5.4) and starting with the integral term we get:

IE

[(∫ T

t2

|δM∗
rA

M
r + δX∗

rA
X
r |dCr

)2pq
]

≤ c IE

[(∫ T

t2

(|δM∗
r |+ |δX∗

r |)
2dCr

∫ T

t2

|Z2
r q

∗
r |

2dCr

)pq]

≤ c IE

[(∫ T

t2

(|δM∗
r |+ |δX∗

r |)
2dCr

)2pq
]1/2

IE

[(∫ T

t2

|Z2
r q

∗
r |

2dCr

)2pq
]1/2

where we have used the fact that |∇xf(s, x,m, y, z)+∇mf(s, x,m, y, z)| ≤ c(1+|z|) by
assumption (D2), and two times Cauchy-Schwarz inequality. Since M̃ :=

∫ ·

0
Z2

rdMr is

a BMO martingale it belongs to Hk for every real number k ≥ 1 (i.e., IE[[M̃ ]
k/2
T ]1/k),

hence the term IE

[(∫ T

t2
|Z2

r q
∗
r |

2dCr

)2pq
]1/2

< ∞. As a consequence, the previous

computations together with the estimates (5.5) yield

IE

[(∫ T

t2

|δM∗
rA

M
r + δX∗

rA
X
r |dCr

)2pq
]

≤ c IE

[(∫ T

t2

(|δM∗
r |+ |δX∗

r |)
2dCr

)2pq
]1/2

≤ c(|x1 − x2|
2 + |m1 −m2|

2 + IE[|X1
t2 −X1

t1 |
2] + IE[|Mt2 −Mt1 |

2])2pq.

Lebesgue dominated convergence Theorem and the continuity of X1 and M imply
that

lim
(t1,x1,m1)→(t2,x2,m2)t1<t2

IE

[(∫ T

t2

|δM∗
rA

M
r + δX∗

rA
X
r |dCr

)2pq
]

= 0.

Now it remains to deal with the term IE[|ζ |2pq] in (5.4). To this end, we apply the
Lipschitz assumption on F to get

IE[|ζ |2pq] ≤ c IE[|X1
T −X2

T |
2pq + |M1

T −M2
T |

2pq]

and we conclude with (5.5). Putting together these results we have proved that:

lim
(t1,x1,m1)→(t2,x2,m2)t1<t2

|u(t1, x1, m1)− u(t2, x2, m2)|
2p = 0.

Obviously the case t1 > t2 can be treated similarly.

We have proved that the function u is continuous. In addition we know that Y t,x,m =
u(t, X t,x,m,M t,m), hence Y is continuous. As a consequence the orthogonal component
N is also continuous. So our situation now perfectly matches the setting of [5], we can
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directly apply their result to get that for every t ∈ [0, T ], the map (x,m) 7→ u(t, x,m)
is continuously differentiable (we refer to [5, Propositions 4.5 and 4.7]). Note that
incidently some typos can be found in the proof of [5, Proposition 4.7] where a bound
on quantities of the form IE[sups∈[t2,T ](|X

t1,x1,m1
s −X t2,x2,m2

s |2k + |M t1,m1
s −M t2,m2

s |2k)]
are given only in terms of the difference between m1 − m2 whereas they should be
given as in (5.5). Anyway this quantity tends to zero as (t1, x1, m1) goes to (t2, x2, m2)
which is enough for our purpose. Note also that as in [5, Proposition 4.5] we can prove
that (∂xY

t,x,m, ∂xZ
t,x,m, ∂xN

t,x,m) satisfies a BSDE.

5.3 Representation without orthogonal component

We can now state and prove the main result of this section.

Theorem 5.5. Assume that f satisfies the assumptions (QG) and (D2). Let F be
bounded Borelian map. Then N t,x,m in (5.2) is equal to zero and equation (5.2) be-
comes

Y t,x,m
s = F (X t,x,m

T )−

∫ T

s

Zt,x,m
r dMr +

∫ T

s

f(r, Y t,x,m
r , Zt,x,m

r q∗r)dCr.

Proof. We proceed again by approximation. For every ε in (0, 1) we define Fε := F ∗Φε

where Φε is defined by (3.7). Hence, Fε satisfies assumption (D1) (we refer to the proof
of Lemma 3.3 where we have proved that for every bounded function F , the associated
Fε functions are Lipschitz with Lipschitz derivative). Now we set (Y ε, Zε, N ε) the
solution of the BSDE (5.2) where F is replaced by Fε, meaning:

Y ε
t = F ε(X t,x,m

T ,M t,m
T ) +

∫ T

t

f(s,X t,x,m
s ,M t,m

s , Y ε
s , Z

ε
sq

∗
s )dCs −

∫ T

t

Zε
sdMs −

∫ T

t

dN ε
s .

By Theorem 5.3 and Proposition 5.4, there exists a deterministic function uε : 0, T ]×
Rn×Rd → R in C0,1([0, T ]× (Rn×Rd)) such that Y = uε(·, X,M). Hence by Lemma
3.2, N ε ≡ 0. Let δY := Y t,x,m − Y ε, δZ := Zt,x,m − Zε, ζε := F (X t,x,m

T ,M t,m
T ) −

F ε(X t,x,m
T ,M t,m

T ) we have that (δY, δZ,N t,x,m) is solution to

δYs = ζε +

∫ T

s

g(r, δYr, δZrq
∗
r , Nr)dCr −

∫ T

t

δZrdMr −

∫ T

t

dN t,x,m
r , s ∈ [t, T ]

with g(r, δYr, δZrq
∗
r ) := δZrq

∗
rA

Z
r + AY

r δYr and AY
r , A

Z
r defined in a similar way than

in the proof of Proposition 5.4. By (D2), the generator g satisfies (AP) of Section 6
and so a priori estimates of Proposition 6.2 allows us to write for every p > 1

IE

[

sup
s∈[t,T ]

|δYs|
2p

]

+ IE

[(∫ T

t

|δZrq
∗
r |

2dCr

)p]

+ IE
[
[N t,x,m]pT

]
≤ c IE

[
|ζε|2pq

] 1
q

where q ≥ 1 is given by Proposition 6.2. Since F is bounded, F ε is also bounded
and Lebesgue dominated convergence Theorem leads to limε→0 IE[|ζ

ε|2pq] = 0. Hence
N t,x,m ≡ 0.

27



Remark 5.6. We restrict our result to the case where the function F in terminal con-
dition is bounded because existence results for quadratic growth BSDEs are essentially
valid under this hypothesis. To be more precise it is still possible to prove existence of
solutions of BSDEs whose terminal condition admits finite exponential moments and
we refer to [3]. However, this result has been proved in the Brownian framework and
differentiability results have not been given up to our knowledge. Finally, if the driver
f is uniformly Lipschitz in (y, z) then Theorem 5.5 is valid for any Borelian map F
such that F (X t,x,m

T ,M t,m
T ) is square integrable (the proof is similar to the Step 2 of the

proof of Theorem 3.1).

Remark 5.7. Note that such an exact representation allows for numerical schemes
for the solution of qgBSDEs driven by a general continuous Markov process. Indeed,
usual such schemes are attainable only in a Markovian framework and it would be
very difficult to simulate an orthogonal component whose structure is completely un-
known. Our result then opens the way to the study of schemes for qgBSDEs driven by
continuous Markov processes other than the standard Brownian motion.

Remark 5.8. Another application of Theorem 5.5 is that we can obtain so-called
representation formulas for the solutions of BSDEs (5.2) with its application to cross-
hedging in Finance without the assumption called (MRP) in [5] which was crucial in
[5].

6 Appendix: a priori estimates and comparison

theorem

We collect in this Appendix first a comparison theorem for Lipschitz growth BSDEs
and a priori estimates. Here the main point is that the stochastic process M is a
continuous d-dimensional martingale with respect to a right-continuous complete fil-
tration (Ft)t∈[0,T ]. Since the later is not assumed to be continuous, the orthogonal
component N solution to the BSDE as above is just a square integrable càdlàg mar-
tingale. In this Appendix, M is not assumed to be a Markov process. We start with
a comparison theorem for the Lipschitz case whose proof basically follows the usual
setting (see e.g. [10, Theorem 2.2] or [12, Chapter 1 Theorem 6.1]). We nevertheless
give a proof for making the paper self-contained.

Lemma 6.1. Let ζ1, ζ2 in L2(FT ), f1, f2 : [0, T ]× Ω× R× Rd → real two functions
and K1, K2 > 0 two positive constants satisfying

|f i(t, y, z)− f i(t, y′, z′)| ≤ Ki, ∀(t, y, y′, z, z′) ∈ [0, T ]× R2 × (Rd)2, . i = 1, 2.

Let (Y i, Z i, N i) ∈ S2 ×H2 ×O2 be the solution to the BSDE:

Y i
t = ζi +

∫ T

t

fi(s, Y
i
s , Z

i
sq

∗
s)dCs −

∫ T

t

Z i
sdMs −

∫ T

t

dN i
s, t ∈ [0, T ], i = 1, 2.
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If ζ1 ≥ ζ2, P − a.s. and f1(t, Y
2
t , Z

2
t q

∗
t ) ≥ f2(t, Y

2
t , Z

2
t q

∗
t ), dP ⊗ dCt − a.s., then

Y 1 ≥ Y 2, dP⊗ dCt − a.s..

Proof. Let δY := Y 1 − Y 2, δZ := Z1 − Z2, δN := N1 − N2, δζ := ζ1 − ζ2 and
δf := f 1(·, Y 2, Z2q∗)− f 2(·, Y 2, Z2q∗). We set:

Js =

{
f1(s,Y 1

s ,Z2
s q

∗

s )−f1(s,Y 2
s ,Z2

sq
∗

s )
Ys

, if δYs 6= 0,

0, otherwise, and

Hs =

{
f1(s,Y 1

s ,Z1
s q

∗

s )−f1(s,Y 1
s ,q2sq

∗

s )
|Zsq∗s |

2 δZs, if |δZsq
∗
s |

2 6= 0,

0, otherwise.

The triple (δY, δZ, δN) is solution to the following linear BSDE

δYt = δζ +

∫ T

t

(JsδYs + δZsq
∗
s(Hsq

∗
s)

∗ + δfs)dCs −

∫ T

t

δZsdMs −

∫ T

t

δNs, t ∈ [0, T ].

This expression rewrites as

δYt = δζ +

∫ T

t

(JsδYs + δfs)dCs −

∫ T

t

δZs (dMs − q∗sqsHsdCs)
︸ ︷︷ ︸

=:dMH

−

∫ T

t

δNs, t ∈ [0, T ].

Letting LH := E(
∫ ·

0
HsdMs). Since |Hq| is bounded, LH is a true martingale, so are

MH and N under Q with dQ
dP

:= LH
T . Let Γ(t) := e

∫ t

0
JsdCs . Using integration by

parts formula and taking conditional expectation with respect to Q in the expression

above yield Γ(t)δYt = IEQ
[

ΓT δYT +
∫ T

t
ΓsδfsdCs

∣
∣
∣Ft

]

, ∀t ∈ [0, T ] which concludes

the proof.

We turn out to apriori estimates for stochastic Lipschitz BSDEs of the form (4.1)
where the driver f satisfies the assumption below:

(AP): There exist a R1×d-valued predictable process K and a constant α ∈ (0, 1) such
that K ·M is a BMO martingale satisfying dP⊗ dC-a.e.

(y1− y2)(f(s, y1, z)− f(s, y2, z)) ≤ |qsK
∗
s |

2α|y1− y2|
2, ∀(yi, z) ∈ R×Rd, i = 1, 2,

and |f(s, y, z1)− f(s, y, z2)| ≤ |qsK
∗
s ||z1 − z2|, ∀(y, zi) ∈ R× Rd, i = 1, 2.

Proposition 6.2. Let (Y, Z,N) be a solution to (4.1) with driver satisfying condition
(AP) and ζ is a bounded random variable (so here N is a priori only càdlàg). We

assume that for every β ≥ 1 we have
∫ T

0
|f(s, 0, 0)|dCs ∈ Lβ(P). Let p > 1, then there

exist constants q ∈ (1,∞), c > 0 depending only on T , p and on the BMO-norm of
K ·M such that

IE

[

sup
t∈[0,T ]

|Yt|
2p

]

+ IE

[(∫ T

0

|qsZ
∗
s |

2dCs

)p]

+ IE [[N ]pT ]
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≤ c IE

[

|ζ |2pq +

(∫ T

0

|f(s, 0, 0)|dCs

)2pq
] 1

q

.

Proof. Here we sketch the main steps of the proof which basically follows the same
lines that the proof of [5, Lemma A.1] and we will only indicate the main changes in
the proof. We proceed in several steps.
In a first step we exploit properties of BMO-martingales. Let

Js =

{
f(s,Ys,Zsq∗s )−f(s,0,Zsq∗s )

Ys
, if Ys 6= 0,

0, otherwise, and

Hs =

{
f(s,0,Zsq∗s )−f(s,0,0)

|qsZ∗

s |
2 Zs, if |qsZ

∗
s |

2 6= 0,

0, otherwise.

Then BSDE (4.1) has the form

Yt = ζ−

∫ T

t

ZsdMs+

∫ T

t

(JsYs + (qsH
∗
s )(qsZ

∗
s )

∗ + f(s, 0, 0))dCs−

∫ T

t

dNs, t ∈ [0, T ].

Due to (AP) we have |qH∗| ≤ |qK∗| and it follows that H ·M is a BMO(P) martingale.
Furthermore we know from [11, Theorem 3.1] that there exists a q̂ > 1 such that
the reverse Hölder inequality holds, i.e. there exists a constant c > 0 such that

E(H · M)−q̂
t IE

[

E(H ·M)q̂T |Ft

]

≤ c. By [11, Theorem 2.3] the measure Q defined

by dQ = E(H · M)TdP is a probability measure. Girsanov’s theorem implies that
Λ :=

∫ ·

0
ZsdMs −

∫ ·

0
(qsH

∗
s )(qsZ

∗
s )

∗dCs + N is a local Q-martingale. Note that the
difference with the same expression in proof of [5, Lemma A.1] is that N is in the
definition of Λ but not in the definition of Q. To be more precise, Q takes into account
the quadratic growth of the driver which is only in Z so there is no need to introduce
N in the measure changes. However, due to the presence of N now in the equation,
we need to introduce N inside the quantity Λ. As in the initial proof, there exists
an increasing sequence of stopping times (τn)n∈N converging to T such that Λ·∧τn is a
Q-martingale for any n ∈ N. Letting et = exp(2

∫ t

0
|qsK

∗
s |

2αdCs), t ∈ [0, T ], with Itô’s
formula applied to etY

2
t we have

d(et|Yt|
2) = 2|qtK

∗
t |

2αetY
2
t dCt + 2etYt−dYt + et|qtZ

∗
t |

2dCt + etd[N
c]t + etd[N ]t

= 2et|Yt|
2(|qtK

∗
t |

2α − Jt)dCt + 2etYt−dΛt − 2etYtf(t, 0, 0)dCt + et|qtZ
∗
t |

2dCt + etd[N ]t,

since C is a continuous process. With the inequality Jt ≤ |qtK
∗
t |

2α, t ∈ [0, T ], which
follows from assumption (AP) we know for t ∈ [0, τn]

et|Yt|
2 ≤eτn |Yτn|

2 −

∫ τn

t

2esYsdΛs +

∫ τn

t

2esYsf(s, 0, 0)dCs −

∫ τn

t

es|qsZ
∗
s |

2dCs −

∫ τn

t

esd[N ]s.
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Note that et ≥ 1 for all t ∈ [0, T ] and hence

et|Yt|
2 +

∫ τn

t

|qsZ
∗
s |

2dCs +

∫ τn

t

d[N ]s ≤eτn |Yτn|
2 −

∫ τn

t

2esYsdΛs +

∫ τn

t

2esYsf(s, 0, 0)dCs.

In a second step we provide an estimate for Y . We take the conditional expectation
under the new measure Q in the previous inequality. As in the proof of [5, Lemma
A.1], we have that the process e belongs to Sp(P) for all p ≥ 1, eτnY

2
τn, eT |ζ |

2 and
∫ T

0
2et|Yt||f(t, 0, 0)|dCt are in Lp(Q) for all p ≥ 1. In the same way we get the

integrability of
∫ τn

0
2es|Ys|dΛs. Hence,

etY
2
t ≤ IEQ

[

eτnY
2
τn +

∫ T

0

2es|Ys||f(s, 0, 0)|dCs|Ft

]

, t ≤ τn.

Now we let n tend to infinity

etY
2
t ≤ IEQ

[

eT |ζ |
2 +

∫ T

0

2es|Ys||f(s, 0, 0)|dCs|Ft

]

,

where we may apply the dominated convergence theorem. The Young inequality with
a constant c1 > 0 gives

Y 2
t ≤ IEQ

[

eT |ζ |
2 +

1

c1
sup

t∈[0,T ]

|Yt|
2 + c1e

2
T (

∫ T

0

|f(s, 0, 0)|dCs)
2|Ft

]

≤ IEQ

[

1

c1
sup

t∈[0,T ]

|Yt|
2 + e2TΘT |Ft

]

,

where we set ΘT = |ζ |2+2c1(
∫ T

0
|f(s, 0, 0)|dCs)

2 and we take into account that es/et ≤
eT for all s, t ∈ [0, T ] and eT ≤ e2T . Let p > 1, then we have

sup
t∈[0,T ]

|Yt|
2p ≤ sup

t∈[0,T ]

IEQ

[

1

c1
sup

t∈[0,T ]

|Yt|
2 + e2TΘT |Ft

]p

.

We apply Doob’s inequality to obtain

IEQ

[

sup
t∈[0,T ]

|Yt|
2p

]

≤ c IEQ

[(

IE

[

1

c1
sup

t∈[0,T ]

|Yt|
2 + e2TΘT |FT

])p]

≤ c IEQ

[

1

cp1
sup

t∈[0,T ]

|Yt|
2p + e2pT Θp

T

]

,

and choosing c1 such that c/cp1 < 1 we have IEQ
[
supt∈[0,T ] |Yt|

2p
]
≤ c IEQ

[
e2pT Θp

T

]
. In

Step 3 we give an estimate on Z and N under the measure Q. For p > 1 we deduce
from the computations above that

(∫ τn

0

|qsZ
∗
s |

2dCs

)p

+

(∫ τn

0

d[N ]s

)p
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≤c

(

|eτnY
2
τn|

p +

∣
∣
∣
∣

∫ τn

0

esYsdΛs

∣
∣
∣
∣

p

+

(∫ T

0

2es|Ys||f(s, 0, 0)|dCs

)p)

.

Since the right hand side is exactly the same than in the proof of [5, Lemma A.1] we
get following the same lines that

IEQ

[(∫ T

0

|qsZ
∗
s |

2dCs

)p

+

(∫ T

0

d[N ]s

)p]

≤ c IEQ

[

|ζ |2prk +

(∫ T

0

|f(s, 0, 0)|dCs

)2prk
] 1

rk

(6.1)

where r, k ≥ 1 are exponent coming from Hölder inequalities. We utilize the Hölder
inequality with rk to the estimate obtained for the process Y in Step 2 and hence
have

IEQ

[

sup
t∈[0,T ]

|Yt|
2p

]

≤ c IEQ

[

|ζ |2prk +

(∫ T

0

|f(s, 0, 0)|dCs

)2prk
] 1

rk

. (6.2)

In step 4 we finally want to take the expectation under the measure P. Let us define
M̂t = Mt −

∫ t

0
Hsd[M,M ]s and note that since H ·M is a BMO(P) martingale the

process H · M̂ and hence −H · M̂ are BMO(Q) martingales (see [11, Theorem 3.3]).
Furthermore by [11, Theorem 3.1] there exist a w,w′ > 1 such that E(H ·M)T ∈ Lw(P)
and E(−H ·M̂)T ∈ Lw′

(Q). As E(H ·M)−1 = E(−H ·M̂) we have dP = E(−H ·M̂)TdQ.
Now using the Hölder inequality with the conjugate exponent v of w (and v′ of w’)
and estimate (6.2) we deduce

IE

[

sup
t∈[0,T ]

|Yt|
2p

]

= IEQ

[

E(−H · M̂)T sup
t∈[0,T ]

|Yt|
2p

]

≤ IEQ
[

E(−H · M̂)w
′

T

] 1
w′

IEQ

[

sup
t∈[0,T ]

|Yt|
2pv′

] 1
v′

≤ c



IEQ

[

|ζ |2pv
′rk +

(∫ T

0

|f(s, 0, 0)|dCs

)2pv′rk
] 1

rk





1
v′

≤ c IE [E(H ·M)w]
1
w IE

[

|ζ |2pvv
′rk +

(∫ T

0

|f(s, 0, 0)|dCs

)2pvv′rk
] 1

rkvv′

.

Setting q = vv′rk and treating estimate (6.1) similarly gives the desired result. Re-
mark that since N does not appear in the definition of the measure Q, Step 4 of this
proof is exactly the same than the the same step in the proof of [5, Lemma A.1]. �
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[4] E. Çinlar, J. Jacod, P. Protter, and M. Sharpe. Semimartingales and Markov processes.
Z. Wahrsch. Verw. Gebiete, 54(2):161–219, 1980.
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