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ABSTRACT. Open channel flow is traditionally modeled as an hyperbolic sys-
tem of conservation laws, which is an infinite dimensional system with complex
dynamics. We consider in this paper an open channel represented by the Saint-
Venant equations linearized around a non uniform steady flow regime. We use
a frequency domain approach to fully characterize the open channel flow dy-
namics. The use of the Laplace transform enables us to derive the distributed
transfer matrix, linking the boundary inputs to the state of the system. The
poles of the system are then computed analytically, and each transfer function
is decomposed in a series of eigenfunctions, where the influence of space and
time variables can be decoupled. As a result, we can express the time-domain
response of the whole canal pool to boundary inputs in terms of discharges.
This study is first done in the uniform case, and finally extended to the non
uniform case. The solution is studied and illustrated on two different canal
pools.

1. Introduction. The Saint-Venant equations are used by hydraulic engineers to
represent open channel dynamics, either for design purposes, or simulation purposes,
or even control purposes [5]. These equations have been largely studied for practical
implementation in softwares using specific numerical schemes. It is well-known
that open channel dynamics are influenced by several factors, among which the
Froude number, the channel slope, the geometry, the friction coefficient and the
boundary conditions. However, their intimate behavior still remains unclear from
the literature. As an example, there is still a debate among researchers about the
dynamic properties of an open channel: How to characterize the dynamics of an
open channel? How does the downstream boundary condition influence the pool
dynamics? How to define the time delay of an open channel?

Some of these questions were addressed by the ASCE Task Committee on Canal
Automation Algorithms (see [17] and references therein), by using a hydraulic based
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approach with time-domain simulations. The paper [17] and related studies pro-
vided a dimensionless expression of Saint-Venant equations, and time domain sim-
ulations were performed in order to evaluate the effect of downstream boundary
condition on the flow routing. However, these studies did not end with general
results for the characterization of open channel flow.

We propose to tackle these questions by using a frequency domain approach,
which gives a better insight into dynamical systems’ properties than the time domain
approach. We follow in this way the approach of automatic control engineers,
but we will also illustrate the analysis in the time domain, in order to show the
link between the two methods. Both methods are strongly related, but this is
unfortunately too rarely pointed out (see e.g. [7] for frequency domain analysis
of Saint-Venant equations). Interesting results were obtained by Dooge et al. [6]
concerning the dynamic analysis of linearized Saint-Venant equations for a semi-
infinite channel around uniform flow, also using a frequency domain approach. Tsai
[20] provided a detailed analysis of Saint-Venant equations and simplified models
for flow routing accounting for backwater effects. However, the developed criteria
uses a local characterization of the flow, and does not provide clues for developing
an integrated criteria based on these results. As we will show in the sequel, the
dynamics of a reach are strongly linked to the poles of the system’s transfer matrix,
which are themselves linked to the reach characteristics (length, geometry, etc.).
Therefore, our results show that an integrated criteria is necessary to characterize
the reach dynamics.

Moussa and Bocquillon [13] and [14] have used a frequency analysis of the lin-
earized Saint-Venant equations to provide a criteria for the choice of a simplified
model. They considered the relative weight of different terms in the solutions of the
equations in order to justify the choice of simplified models. This approach does
not characterize the flow dynamics per se, but is based on a chosen threshold to
separate the different models.

Ridolfi et al. [15] computed the Green’s function of the linearized Saint-Venant
equations, which gives interesting results in terms of characterization of the flow.
However, this does not provide a characterization of a given pool.

Thirriot and Benayada [19] used the Laplace transform to derive an approximate
solution in the uniform case, but they could not compute the poles in an explicit
way because of the boundary condition they used. With a downstream boundary
condition in terms of discharge, we have shown that the poles can be computed
explicitly (see [10]).

The approach developed in this paper is based on the poles of the system, which
enable to fully characterize its dynamic behavior. The study is focused on the
linearized equations, which capture the dynamics around stationary regimes. We
provide a complete characterization in the uniform flow case, where closed-form
solutions are available, and extend the results to the non uniform case using a
numerical approach [10]. We show that the non uniform flow case is mathematically
speaking very close to the uniform flow case, even if closed-form solutions are no
longer available. This opens the way to a proper classification of open channel flow
characteristics, which could be based on the modal decomposition proposed in this
paper.

The outline of the paper is as follows: after this introduction, Section 2 presents
the Saint-Venant equations of open channel flow and the linearized equations around
non uniform flow. Section 3 introduces the frequency domain approach for the
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linearized model around a uniform steady flow, with a complete characterization
of the transfer matrix in terms of poles, delays and modal factors. These results
are then extended to the linearized equations around a non uniform steady flow in
Section 4, using a numerical approach.

2. Modeling of Open Channel Flow.

2.1. Saint-Venant Equations. The Saint-Venant equations are two coupled par-
tial derivative equations involving the discharge Q(z,t) (m3/s) and the water depth
Y (x,t) (m). The first one is the mass conservation equation:
0A(z,t) n 0Q(z,t)
ot Ox
and the second one is the momentum conservation equation:
oQ(x,t) 0 1Q*(x, t)} oY (z,1t)
Q1) | 9 A28
ot * Oz [ Az, t) +9A(@,1) oz
where Sy () (m/m) is the bottom slope, A(x,t) (m?) is the wetted area, and g (m/s?)
is the gravitational acceleration. The friction slope Sy (z,t) (m/m) is modeled with
the classical Manning formula [2]:

=0 1)

+SALU—SM@):0 (2)

Q*(x, t)n? 3)
A2(z,t)RY3(z, )
with n the Manning coefficient (sm~'/3) and R(x,t) the hydraulic radius (m), de-
fined by R(z,t) = A(z,t)/P(x,t), where P(z,t) is the wetted perimeter (m) (see
Fig. 1).

Sf(x,t) =

T(x,t)

A(x,t)

P(x,t)

FIGURE 1. Section of an open channel. Definition of the wetted
perimeter P, wetted area A and top width T

To complete the equations, we need to introduce initial and boundary conditions.
The initial condition is given in terms of (Q(z,0),Y (z,0)), for all z € [0, L], with
L the length of the channel.

2.2. Steady Flow Solutions. The steady flow solutions of Saint-Venant equations
are obtained by replacing % by 0 in Egs. (1) and (2). Then, denoting the variables
corresponding to the equilibrium regime with a subscript zero (Qo(x), Yo(z), etc.),
the Saint-Venant equations become:

dQo(z) _
;t =0 (4a)

dYo(x) _ Sp—Syo(x)
dv 1 —Fy(z)?’

(4b)
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Fy is the Froude number Fy(z) = g?)%?) with Cy(z) = g;‘g((;”)) the gravitational

wave celerity (m/s), Vo(x) = ngg;g the flow velocity (m/s).

These two equations define an equilibrium regime given by Qo(z) = Qo and
Yo(x) solution of the ordinary differential equation (4b), for a boundary condition
in terms of downstream elevation.

When the right-hand side of equation (4b) is equal to zero, the water depth
is constant along the channel. In this case, given Qo(z) = Qo, the equilibrium
solution Yy(x) = Y, (also called normal depth) can be deduced by solving the
following algebraic equation:

St(Qo,Yn) = Sb. (5)
This specific solution corresponds to the uniform flow regime. Equation (5) is
usually solved numerically with a fixed-point or Newton-Raphson method.

In some cases, the uniform depth can be computed analytically. For large rect-
angular channels, the hydraulic radius R can be approximated by the water depth
Y, and the Manning equation (3) reduces to:

Q2TL2

Sy = T2y'10/3" (6)

Combining equations (5) and (6) give the uniform depth Y;, corresponding to a
discharge Qo in the large rectangular case:
Q2n2\3/10
n=(pg) 7
125,

The uniform flow regime will be specifically developed as an example, since this
regime leads to closed-form analytical solutions for the transfer matrix. However,
we will also show that this specific flow regime is not qualitatively different from
realistic non uniform flow regimes.

The article will be illustrated on two trapezoidal prismatic channels, with differ-

ent characteristics (see Fig. 2).
r
L m

-
B

FIGURE 2. Section of a trapezoidal canal

The two example canals are presented in the following.

Example 1. The channel characteristics are given in table 1, where L is the channel
length (m), m the bank slope, B the bed width (m), S, the bed slope (m/m), n
the Manning coefficient (m~'/3s), ¥;, the normal depth (m) corresponding to the
discharge @y (m3s~!). Canal 1 is a short oscillating canal, and canal 2 is a long
delayed canal.

Keeping a constant discharge, we compare the backwater curves obtained for
different downstream boundary conditions Yy(L) = Y,, x [0.8,1,1.2] (see figure 3).
We have two types of backwater curves: if Yy(L) > Y, then the flow is decelerating
along z, this is a so-called ‘M1’ curve (see e.g. [18]), and if Yp(L) < Y, then the
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TABLE 1. Parameters for the two canals

L [m][B] &S, n | Y, | Qo
Canal 1 [ 3000 | 1.5 | 7 | 0.0001 | 0.02 | 2.12 | 14
Canal 2 | 6000 | 1.5 | 8 | 0.0008 | 0.02 | 2.92 | 80

flow is accelerating along x, this is a ‘M2’ curve. The M1 curves are the most widely
observed in practice, since they may occur upstream of any kind of obstacle in the
flow (hydraulic structure, gate, weir, bridge, etc.). The M2 type are observed when
there is a sudden drop in the canal or a steepest slope downstream.

canal 1 canal 2
3 8|
77777 accelerating
o5l T R .- —uniform )
\ 6 - - decelerating|
E? E
c <
215 24
© o
> >
9 2
o 1 " ]
accelerating 2
05 —uniform
- - decelerating
c0 500 1000 1500 2000 2500 3000 00 1000 2000 3000 4000 5000 6000
abscissa (m) abscissa (m)

FIGURE 3. Backwater curves for canal 1 and 2, and various down-
stream boundary conditions Yy (L)

2.3. Linearized Equations. The Saint-Venant equations are linearized around an
equilibrium steady state (Qo(z), Yo(x)). The linearized equations are obtained by
putting Q(x,t) = Qo(x) + q(x,t), and A(x,t) = Ag(z) + a(x,t) into equations (1)
and (2) and expanding in series.

After collecting terms in ¢, a, % and %, the linearized equations are obtained

as follows:
da  Oq
E—F%—O (8a)
0q dq da B
E—k(a—ﬂ)%—i—aﬁ%—ﬂm—va—o (8b)
with
a = Co+V
g = Co—W
o ngTo QdYO
y = FO%-FQ[(l—i—m)Sb—(1+/~i—(f<c—2)FO)d—x}
29 dYo
0 = VO(Sb— dx)
_ 7 44 0m,
3 3ToRy 9Y

The solution in terms of variations of water level y(z,t) can readily be deduced
by dividing by Tp(z) the solution obtained in terms of variations of wetted area
a(z,t) = To(x)y(z,t).
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To facilitate the mathematical analysis, we rewrite the linearized Saint-Venant
equations as follows:

o€ 9¢ _
5 + A(w)% +B(2){=0 9)

where &(x,t) = (a(x,t),q(x, )T : [0,L] x [0,+00) — Q € R? is the state of the
system an x) = 0 ! z) = 0 0
st and A = (o0 0501 B9 = (ote) )

The initial condition and the boundary conditions are given by:

q(z,0) = qo(z), y(z,0)=yo(x) (10a)
Q(Oat) = ul(t)’ q(Lvt) = ’ng(t). (1Ob)

We also assume that the water level deviations are measured at each boundary:
y(0,) and y(L,?).

3. Uniform Flow Case. In the uniform flow case, the parameters «, 3, v and §
are constant and given by:

« Co+ Wy
B = Co—W
v = g(1+kK)Sp
2
5 — ng7
Vo
: _ 7 _4Aq OP
Wlth/‘i—g—sﬂ]]%[]a—;.

3.1. Derivation of the Transfer Matrix. We will now derive the transfer matrix
for the linearized Saint-Venant equations, taking ¢(0,¢) and ¢(L,t) as boundary
inputs, and the water depth deviations y(x,t) and discharge deviations ¢(z,t) as

outputs.
We apply Laplace transform to the linear partial differential equations (9), using
the classical relation ‘;—é = sf(s) — £(0) with s the Laplace variable, which yields:
O (z, :
E00) — As)éw, ) + Be(,0) (1)

with A(s) = —A71(sI + B) and B= A1 ie.

e

- )

Let us diagonalize matrix A(s):

A(s) = X(s)7'D(s)X(s) (12)
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with

X(s) = (kf(s) 1) (13a)

kls(s)
D(S)Z<A1(§s) A;zs)) (13b)
-1 )\1(8))\2(8) 1 —1 c
Y= S0 — ) (—m m) (13c)

and where A1 (s) and Aa(s) are the eigenvalues of A(s), solutions of the equation:
det(A] — A(s)) = 0.
This equation is a second order polynomial equation in A:
BN —[(a— B)s + A —s(s+6) =0, (14)

which has in general two solutions:

)\1(8) _ (aiﬂ)sgagi \/d(s> (15&)
No(s) = (o — ﬁ)s;—a’;—i- Vd(s) (15b)

with d(s) = (a + 8)2s2 + 2[(a — B)y + 2a33]s + 2.

3.1.1. State-Transition Matriz. Once matrix A(s) is diagonalized, the differential
equation (11) can be solved analytically:

E(LLS) = @(CL’,S)E(O,S) +50(:575) (16)
with
B(x,5) = X(s) LePE7x(s) (17)
and &o(z,s) = ®(x, s) [ ®(v,s) " BE(v, 0)dw.

The elements of matrix ®(x, s) are given by:

1(s etz _ 5(s er2(s)z
b11(x,8) = A1(s) Ai(s) — igés; (18a)
_ )‘1(3))\2(8)((5)‘](5)9” _ e/\z(s)m)
P12z, s) = s(A1(s) — Aa(s)) (18b)
A2(s)z _ ph(s)z
a1 (z,8) = 8(6}\1 o ;2(5) ) (150
oo (7, 5) = A ()2 — 2y (s)eMi ()= -

A1(s) — Aa(s)

®(x,s) is the state-transition matrix for the differential equation (11). For sim-
plicity, we assume zero initial conditions for the following developments, therefore

&o(x,8) =0.
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3.1.2. Boundary Conditions. Specifying the boundary conditions leads to express
the state as a function of the boundary discharges. To this end, we use Eq. (16)
for x = 0, and get the equality:

Toj(0,5) =~ S2AE0,8) 4 (L), (19)

Once again, this is valid provided ¢21(L, s) is not equal to zero. The values of s
such that ¢21(L, s) = 0 correspond to the poles of the Saint-Venant transfer matrix.

3.1.3. Poles. The poles are obtained as the solutions of:
$21(L,s) =0, (20)
where ¢o1(, s) is given by Eq. (18c¢).

If sg is such that A1(so) = A2(s0), we have:
¢21(L, 50) = —soLe (=)L

therefore s¢ is not a pole.
When A;(s) # Xa2(s), equation (20) is equivalent to

S(ekz(s)L _ e)q(S)L) — O.

There is a pole in zero pp = 0, which means that the canal pool acts as an
integrator and the other poles verify the equation:
2jkm

)\1(8) — )\2(8) = T,

with & € N*. The case k = 0 leads to A1(s) = Aa(s), therefore s = sg, which is not
a pole. Finally, the poles are solutions of the second order equation:

4a2ﬂ2k27r2
&) ==
with k € N*.
The poles (pir)ren are then given by:
o — + 2a80 20232
T L S ANED 1)

(a+p)? (a+5)?

. 2 S— 5 2 2
with A(k) = 45) [WQ UG kg
Let k,, € N* be the greatest integer such that A(k,,) > 0. Then the poles
obtained for 0 < k < k,, are negative real, and those obtained for k& > k,, are
_ (a=B)y+2ap36
(a+p)?
that they are located on a vertical line in the left half plane. Canal pools with a

dominant oscillating behavior correspond to A(1) < 0.

complex conjugate, with a constant real part equal to , which means

Example 2 (Poles of the example canals). The poles of the canals 1 and 2 are
depicted in Fig. 4. Canal 1 has an oscillating behavior, all its poles being complex
conjugate. Canal 2 has two negative real poles for k,, = 1, and the other ones are
complex conjugate. The complex poles of canal 2 have a larger negative real part
than the ones of canal 1. It should therefore exhibit a damped behavior compared
to the canal 1.
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FIGURE 4. Poles of canals 1 and 2 in the complex plane

3.1.4. Input-Output Transfer Matriz. In the Laplace domain, P(s) = (pi;(s)) de-
notes the 2 x 2 transfer matrix relating the inputs to the outputs. Using the alge-
braic relation (19) and the state-transition matrix (18), we obtain the input-output
transfer matrix:

9(L, s) p21(s)  p2a(s)) \4(L,s)
I R

and paa(s) = %

This leads to the final expressions:

by )\1(S)L7)\ A2(s)L
pu(s) = 228)¢ 1s)e (23a)
Tos(e>‘2(5)L _ e)q(s)L)
A(s) = Aas)
Tos (eAQ(S)L _ e)q(s)L)
~(A2(s) = Ai(s))ePM @ADL
Tos(ekz(S)L _ e)q(s)L)

CAi(8)eM Ly, (s)ere ()L

Tys (CAQ(S)L _ e)q(S)L)

p12(s) = (23Db)

p21($) (23¢)

This result is similar to the expressions obtained by several authors [3, 4, 16, 1].
We depict in the following example the transfer functions po; (s) and paa(s) which
are useful in a context of automatic control of open channels.

Example 3 (Bode plots of the input output transfer matrix). Bode plots of transfer
functions pa1(s) and paa(s) for example canals 1 and 2 are depicted in Figs. 5 and 6.
We observe that the low frequency behavior of the system is dominated by the
integrator, that there is a delay in transfer function po;(s). In high frequencies, the
oscillating modes of canal 1 are clearly visible, while canal 2 is damped and tends
towards a constant gain.
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FIGURE 5. Bode plots of transfer functions po1(s) and paa(s) for
canal 1
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FIGURE 6. Bode plots of transfer functions ps1(s) and poo(s) for
canal 2

3.1.5. Distributed Transfer Matriz. After elementary manipulations, we obtain the
distributed transfer matrix, relating the water depth ¢(z, s) and the discharge ¢(z, s)
at any point x in the canal pool to the upstream and downstream discharges:

(sr) = (42:3) ”
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with

A A2 (s)z+X 1 (s)L _ A A1(s)x+A2(s)L

gu(z,s) = 2ls)e Trs(ea()L 1(AS)(e)L (25a)

ps(er2() L — eM(s)L)
C M(s)eM BT — g (s)ete()e

912(x78) - Tos(e)Q(S)L _e/\l(s)L) (25b)
eM (s)x+A2(s)L __ e/\z(s)z+)\1(s)L

g21(w,5) = O ——rTs (25¢)
e)\g(s)m _ e/\l(s)w

92(%,8) = T e (25d)

The input-output transfer matrix P(s) can be obtained from the distributed
transfer matrix G(z,s) as follows: p11(s) = ¢11(0, ), p12(s) = g11(L, s), p21(s) =
912(0, 8) and paa(s) = g12(L, 8).

Example 4 (Spatial Bode plot of the distributed transfer matrix). The spatial Bode
plots of the distributed transfer function g11(x, s) are depicted in Figs. 7 and 8 for
example canals 1 and 2. The amplitude of the transfer functions is depicted in dB
vs a log scale for the frequency.

In the spatial Bode plot of canal 1, the integrator is clearly visible in low fre-
quencies. For higher frequencies, the oscillating modes can be seen with the corre-
sponding nodes and anti-nodes of oscillations along the channel.

<20 —{

Gain (dB)

-30

40

18* ;
Freq. (rad/s) abscissa (m)

FIGURE 7. Spatial Bode plots of transfer function gi11(z,s) for
canal 1

The canal 2 is much more damped than canal 1, but there are oscillating modes
at the downstream end of the canal. This means that the water level response to
the upstream discharge may exhibit local oscillations close to the downstream end
of the canal. The surprising thing here is that these oscillations do not appear in
the input-output transfer functions (see Fig. 6).

3.2. Properties of the Transfer Matrix.
3.2.1. Delays.
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FIGURE 8. Spatial Bode plots of transfer function gi11(z,s) for
canal 2

Input-Output Transfer Matrix. One may show that the input-output Saint-Venant
transfer matrix includes pure time delays. Transfer function pe;(s) includes a pure
delay e=™° and p12(s) includes a pure delay e~™%. The transfer functions p11(s)
and po2(s) have no delay.

We finally get the following factorization of all elements of the transfer matrix:

p11(s) P11(s)
p12(s) = pra(s)e”™*
p21(s) = pai(s)e™?
P22(s) P22(s)
with
P T O T R

T03(1 - e(Mst(s))L)

N Aa(s) — Ai(s st (s
pn(s) = A2(s) = M) rsenior,
T08(1 _ e(h(s)—h(s))L)

Let us note that when |s| — oo, we have

A(s)L =—ms+ O(1)
A2(s)L = 195 + O(1).

This explains why the terms e™ 51 ()L and e™5=22(5)L are delay free, since a delay
can be pointed out in high frequencies by its effect on the phase of the transfer
function.

This result shows that the Saint-Venant transfer matrix includes delays only
linked to the waves propagations, which correspond to the delays obtained by the
characteristics.
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Distributed Transfer Matrix. The delays are obtained directly as e~ =* for the dis-
tributed transfer functions g11(z,s) and go1(z,s) and e~ 7% for the distributed
transfer functions ¢i12(z, s) and goa(x, s). The transfer functions can therefore be
factorized as

x

gu(z,s) = gulz,se =*
gr2(z,s) = gua(w ,5)6 L"I
g21(z,s) = gal(z,s)e”
g22(x,s) = Goalw,s)e” e

where the delay-free parts g;;(z, s) are given by:

Ao (s)ePi(s)=A2())(L=2) _ N (s) (‘+/\1(s))z
Tos(1— cOu ML)
A (s)ePi®=2a@)e _ )\, (s) (52209) @-2)
Tos(1 — e(a(s)=A2(s))L)
1_6()\1(5) A2(s))(L—x) (s+)\1
~ _ a (5))1
g2n(2,8) = —FT—mHTmer ¢
) 1= e dalo
Goo(,s) = 1 —eiG)RaGNL©

§11(I53)

Gi2(z,s) =

5-a(s)) (L—2)

3.2.2. Asymptotic Estimate of the Poles. The following proposition proved in [11]
provides an asymptotic estimate of the poles for high frequencies.

Proposition 1. For k € N, k > k;, = F(aﬂrﬁ)q/ (aé_’ya)gf“w the poles of the

Saint-Venant transfer matriz (22) can be approximated by:

(T1+T2)Li 25k

T+ T2 )

Dtk — (26)
with ry = %, ry = % and 7 = é the delay for downstream propagation,
Ty = %, the delay for upstream propagation.

One can show that this high frequency approximation leads to a relative error
smaller than 10% when k > 5.7 x kj, and smaller than 5% when k > 10.7 x kj,.

This proposition shows that for high frequencies the poles of Saint-Venant trans-
fer matrix are close to the ones of the following damped wave equation:

(ot am) G - ja)i=0

with boundary conditions ¢(0, t) and ¢(L, t). Using Laplace transform, this equation

reduces to an ODE in z, with eigenvalues equal to —r1 — 2 and ro + % The

obtained transfer function has for denominator 1 — e~ ("1 +72)L=(T1+72)s whose roots
coincide with the poles approximation (26). This shows that the oscillating modes
correspond to the interaction of two gravity waves, one traveling downstream at
speed o = V + Cjy with attenuation factor r1, and one traveling upstream at speed
B = Cy — Vy with attenuation factor rs.

3.2.3. Modal Decompositions.
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Rational Series Expansion. For simplicity, we assume in the following that the poles
have single multiplicity, i.e. that A(k) # 0, but the solution can easily be extended
to the case where A(k) = 0. Then, the Cauchy residues theorem implies that each
transfer function g;;(z,s) can be decomposed as an infinite sum:

<°>< ) & a@)s
9ij(x, s) = bj(z) + kz%;k#o m (27)
with
aff (@) = Jim (s — pi)gis (. 5) (28)
and
bis() = 13915, )]l om0 (29)

The coefficient a (1:) is the residue of transfer function g;;(x, s) at the pole py.
Proof. The proof can be easily adapted from the one in Appendix A. O

The residues can be computed analytically with Eq. (28), leading to, for k = 0:

yx

ag(i) (z) = agTo eéaﬂ_ . (30a)
a3 (z) = —a&?( ) (30D)
ayy (z) = (30¢)
a$y) (z) = (30d)

and, for k # 0:

k‘2 2 ((a— ﬁ‘)pk +7)
ToL3pr+/A(k)

knx (= B)pr +v)L . rkrz

() e (7)) (312)

a—p3 +
)kgkzﬁ2€4—“ st (o)

T0L3pk A(k)

(2] M=l g 2]

(a— ﬁ)Pk+7)

2kme 2a8 krx
Cl21)(x) 7Sgn(k)l/2pk—A(k) bln(T)

a— .+
(=Pt (1)

aly) () = —sgn(k)

aly) (x) = sgn(k)(~1

(31c)

2kme
)k

. rkmx
TENING) sm(—)7 (31d)

(k)
asy’ (z) = sgn(k)(—1 7
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and the b;;(x) are given by:

ewL xr

o) = 1o [ (0 - ) -1 )

+%(ew<1*%>(e¢—1)+ew(1+¢(% —2))_1_¢%)] (32a)
blg(l‘) — To(ewli 1)2 |: ﬂ 1Z1L (we -+ (1 — e )(1 + w%))
5 ) £ X
+ ;((Hel”)ww A=)+ D)))] (320)
o — (1)
bgl(l‘) = W (32C)
VE _
bQQ(.Z‘) = Tf]_l’ (32d)
with ¢ = %

The modal factors a( )( ) are combination of sine and cosine functions of 7«

modified by a multlphcatlve exponential term which depends on the difference a— 3
and the coefficient . Coefficients v and § are directly linked to the slope of the
open channel. The larger the slope, the larger their influence on the modal factors.
Rational Decomposition of the Delay-free Part. We have shown that the transfer
functions g;;(z, s) could be factorized as a delay times a delay-free part. Therefore,
one can find an approximation of g;;(x, s) by applying the Cauchy residues theorem
on transfer functions g;;(x,s), and then adding the delay. Finally, each transfer
function g;;(x, s) can be decomposed as:

) . ~<0><x> > ay(@)s
Gis (@, 5) = bij (z) + k_;k# o (33)
with
afy) (@) = Jim (s = pu)diy(z, 5) (34)
and
bi () = (5552, 3)] oo (35)

The coefficient a( )( ) is the residue of transfer function g;;(z, s) at the pole p.
Proof. The proof can be easily adapted from the one in Appendix A. O

The residues can be computed analytically with Eq. (34), leading to, for £k =0

i} (2) = aff (2) (36)
and, for k # 0:
i) (z) = exreal) (2) (37a)
i) (2) = 7 P all) (2) (37b)
ay) (z) = exPralf) (z) (37c)
a%) (x) = ¢ 7 Pra) (), (37d)
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and the Blj(x) are given by:

bii(z) = by (2) + gag(p (z) (38a)
bia(o) = biz(e) + D 0) (38h)
521 (il?) = bgl(ib) (380)
622(1‘) = bgg (1‘) (38d)

Example 5 (Modal factors of the example canals). The functions ag]? () of the
distributed modal decomposition of gi11(z,s) of the example canals 1 and 2 are
depicted in Fig. 9 and 10.

For canal 1, which is flat and has oscillating modes, the modes of oscillation
are clearly visible. The integrator in this case is slightly modified by the slope
and the friction. We clearly see the oscillating modes and the associated nodes
and anti-nodes of oscillation. A node corresponds to a point where the traveling
waves interfere negatively with each other. An anti-node corresponds to a positive
interference: the perturbations are in phase and act additively.

| | | | |
0 500 1000 1500 2000 2500 3000
abscissa (m)

FIGURE 9. Function \aﬁ) (2)] of the distributed modal decomposi-
tion for canal 1

For canal 2, which is steep, we see that the dominant term is the integrator,
which is greatly modified by the slope. The poles p+; are negative real, therefore
not oscillating, and the ones obtained for |k| > 1 are oscillating. The corresponding
modal factors are strongly modified by the slope, compared to the ones of the
example canal 1.

Figure 11 depicts the value of coefficients b11(z) and bi2(z) of the distributed
modal decomposition of the transfer functions g11(z,s) and gi2(x, s) for canals 1
and 2.

The term b;;(z) corresponds to a direct term in transfer function g;;(z,s). We
see that this term varies a lot with x for both canals. It even changes sign, which
is a surprising result: this means that the water level change resulting from a step
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- 1
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h
.
121 R
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| I
3000 4000 5000 6000

abscissa (m)

FIGURE 10. Function \aﬁ) (x)] of the distributed modal decompo-
sition for canal 2

discharge input contains a direct negative term when x is larger than a certain
value.

canal 1 canal 2

0.015 T T 0.02
—b,(x)

0.01-

0.0051

-0.021

-0.041

-0.0051 -0.06

-0.011 \ ! -0.081

-0.015} "1 -01

K —by )
\
- b,
-0.02 y y -0.12 y
0 1000 2000 3000 0 2000 4000 6000
abscissa (m) abscissa (m)

FIGURE 11. Functions by1(x) and b12(z) of the distributed modal
decomposition for canals 1 and 2

The decomposition (27) can be used to obtain rational approximations of open
channel flow.

4. Non Uniform Flow Case. We now consider the general case of non uniform
flow, where analytical results are no longer possible. We first show that the compu-
tation of the transfer matrix is equivalent to solving a specific ordinary differential
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equation parameterized by the complex Laplace variable s. The application of clas-
sical numerical integration methods, such as Runge-Kutta, faces a main difficulty.
Due to structural properties of the considered differential equation, the classical
compromise between precision of the approximate solution and integration step size
necessarily leads to a large computational time for each value of s. The frequency
domain of interest goes from the low frequency behavior of the canal (typically
w; /100 with w, the resonant frequency w, = 27 /(1 + 12) with m = L/ (Vo + Cp)
and 75 = L/(Cy— Vp) respectively the downstream and upstream propagation time-
delays) to the high frequency behavior (typically 10 times the resonant frequency).
Since it is important to have a good representation in between these extreme fre-
quencies (and especially to correctly reproduce the resonant modes), it is necessary
to compute a large number of frequency points (typically 500 points) [10]. To this
end, it is therefore essential to have an efficient numerical method to compute the
frequency response.

4.1. Computation of the Transfer Matrix. In the non uniform flow case, it is
no longer possible to diagonalize the system. Indeed, applying Laplace transform
and after elementary manipulations, we obtain the following differential equation:

% = Az, s)é(x, 5) + B(z)&(x, 0) (39)

with &(a,t) = (To(z)y(z, 1), ¢(z,t))T and where A(z, s) and B(z) depend on z:
Az, s) = —b ((a(:v) — B(x))s +v(x) —s— 5(1«))

o(z)B(x) —a(z)B(x)s 0
o - 1 ((B@=a) 1
B(x) a(x)ﬂ(x)( a(x)(z) o)‘

To simplify the exposition, we assume in the following that £(z,0) = 0.

One may show that the change of variable that diagonalizes A(x,s) introduces
a supplementary term due to the derivative of matrix X'(z,s) with respect to x.
Indeed, let us introduce C(z, s) = X (, s)&(x, s), where X (z, s) is such that A(z, s) =
X(z,8) 'D(x,s)X(r,s). Plugging this variable into Eq. (39) leads to:

W — (D(x, s) + W}((% S)—l)é(x’ S) (40)

The matrix D(x,s) + %X(w,s)’l is not diagonal, because of the term

WX (2,58)"%. Therefore we can no longer provide an analytical solution to
this equation.

However, since the differential equation (39) is linear, we know that its general
solution always exists, is unique and is given by [9, p. 598]:

¢ ¢ p11(z,s)  ¢ra(,8)) 2
z,s) = ®(x,5)£(0,5) = ’ ’ 0,s 41
éos) = w(e0)0.0) = (51000 220 ) ()
where ®(z, s) is the state-transition matrix associated to the differential equation
(39).
As a matter of fact, one may think that, as in the scalar case, the state-transition
matrix could be written as ®(z,s) = elo Aws)dv - However, this is not true in
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general. Indeed, using the definition of e? £ Yoo ’2—?, we have:

i Alws)dv :I—i—//_A(v,s)dv—i— %/'A(v,s)dv / A(v, s)dv + ...
0 0 0
and therefore:

D (el Awarie) - (g, 5) + A2 / A(v, s)dv
0

Ox
+ / A(u S)dvm +
0 2

# A(x’ S)efoz A(’U,S)d’u |

The only case where this holds is when A(z,s) and [ A(v, s)dv commute. This is
true e.g. when A(z, s) is constant with respect to z, i.e. in the uniform flow case.
In the non uniform flow case, this is generally not true, this is why we need to find
a numerical way to compute the state-transition matrix.

Once the state-transition matrix is obtained, the transfer matrix corresponding
to the original differential equation (39) is then given by:

(Z}(075)> _ <P11($) p12(8)) <Q(0a3)> (42)
9(L, s) pa1(s) pa2(s)) \d(L,s)

_ ¢12(L,s)  p11(L,s)p22(L,s)
_Tg(0)¢21(L,s)’p12 -

1
T8 P21(8) = "R~ T (Dan (Los)
and paa(s) = %, provided ¢21(L, s) is not equal to zero. As in the uni-

with pu1(s) = — g2l pra(s) =

form flow case, the values of s such that ¢21(L,s) = 0 correspond to the poles of
the Saint-Venant transfer matrix.

The problem is therefore to solve the differential equation (39) and compute
the state-transition matrix ®(xz,s). This problem is not easy to solve, due to its
oscillatory and unstable nature.

We proposed an efficient numerical solution to this problem in [10], leading to a
general method to compute the Saint-Venant transfer matrix for any kind of non
uniform flow.

4.1.1. Poles Computation. As we have seen, the poles correspond to the values
of s such that ¢21(L,s) = 0. In the non uniform case, the poles are obtained
numerically, by finding the zeros of equation (20). Since we can compute numerically
the transition matrix, we know how to compute ¢o1(L, s) for any s € C, and we can
look for values of s such that ¢o1(L, s) = 0.

Practically, we seek the value of s that minimizes the modulus of ¢21 (L, s). This
search is done starting from the values obtained analytically for the uniform regime.

We used this numerical method to find the values of s that minimize the modulus
of ¢21(L,s). This has been done for the first 7 pairs of poles for the canals in
example 1.

The results are depicted in Figs. 12 and 13 for canals 1 and 2, respectively. In
both figures, we see that an accelerating flow tends to dampen the oscillating poles,
while a decelerating flow tends to reduce their damping. However, the first negative
real pole of canal 2 reacts differently: its damping increases for decelerating flow.

This confirms our results from the asymptotic study in high frequencies, but this
does not necessarily apply for low frequencies.
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FIGURE 12. Location of the poles of Saint-Venant transfer matrix
for canal 1 for non uniform flow conditions.
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FI1GURE 13. Location of the poles of Saint-Venant transfer matrix
for canal 2 for non uniform flow conditions.

4.1.2. Input-Output Transfer Matriz. Once the state-transition matrix ®(x,s) is
computed, the input-output transfer matrix can easily be obtained as follows:

(595) = () ) (26:2)
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with

1 ¢22(L,8)

p11 To(O ( 12 0 S ¢11(0,S)m) (43&)
1 ¢11(0,8)

p12(s) = To(0) da1 (L, s) (43b)
1 ¢22(L,8)

p21(s TO(L) (¢12(L s ¢11(L,8)m) (43c)

pa2(s) = L_oull,s) (43d)

T() (L) (;521(.[/ 8)

Example 6 (Bode plots for non uniform flow). We compute the Bode plots for
the three situations: uniform flow, decelerating flow (M1 backwater curve) and
accelerating flow (M2 backwater curve). The results are depicted in Figs. 14 and 15.

The integrator gain increases for accelerating flow, while it decreases for decel-
erating flow. This also is consistent with the physical intuition: in a first approxi-
mation, the integrator gain is inversely proportional to the area of the pool. In the
case of a trapezoidal geometry, the area increases when the water level increases.
For a constant discharge, this corresponds to a decelerating flow. This explains why
the integrator gain tends to decrease for a decelerating flow. The reverse occurs for
accelerating flow.

For the oscillating modes, we see that their damping decreases for decelerating
flow, while it increases for accelerating flow. This will be confirmed by the direct
study of the poles.

1 1
Freq. (rad/s) Freq. (rad/s)

FIGURE 14. Bode plots of transfer functions ps1(s) and paa(s) for
canal 1 in accelerating (- - - ), uniform (—) and decelerating (— - —)
flow.

4.1.3. Distributed Transfer Matriz. Using the proposed numerical solution, we can
also compute the distributed transfer matrix G(x,s). Indeed, the proposed nu-
merical solution enables us to compute the state-transition matrix ®(z,s) for all
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FIGURE 15. Bode plots of transfer functions ps1(s) and paa(s) for
canal 2 in accelerating (- - - ), uniform (—) and decelerating (— - —)
flow.

€ [0,L]. Then, the distributed transfer matrix G(z,s) is directly obtained as

follows:
gz, s) (0, s)
(se5) =ae (q(L ) (44
with
g11(z, s) TotT ( — ¢11(z, 9) zzig z;) (45a)
1 ¢ui(z,s)
912(1: 5) (CL’) ¢21(L78) (45b)
g21(, 8) = ¢oa(x,5) — ¢21(178)% (45¢)
a1z, s)
g22(z,8) = om(L,5)" (45d)

These expressions generalize the results already obtained in Section 3.1.5 to the non
uniform flow case.

4.2. Properties of the Transfer Matrix.

4.2.1. Delays. In the non uniform flow case, the delays of the Saint-Venant transfer
functions can be computed by integrating the characteristics lines along the channel.

Indeed, we can show that the delays for the transfer functions po(s) and pia(s)
in the non uniform case are given by:

L dx
ﬁ:A‘mm+%w (46)

for po1(s) and

= | e 47)
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for p1a(s).

This result is consistent with our physical intuition, and confirms that an open
channel in non uniform flow behaves very similarly to an open channel in uniform
flow: the main difference lies in the fact that the results can no longer be expressed
in a closed form, but the proposed numerical scheme enables to compute the transfer
function for any realistic flow configuration.

Example 7 (Delays for non uniform flow). Let us define the dimensionless time
t* = %"t, where «,, stands for the uniform value of o = Vi + Cy. This enables us
to compare the delays 71 and 75 for various non uniform flow conditions: for the
uniform flow, we have 77 = 1, and 75 = ‘5—:, where the subscript n denotes the
uniform flow values.

Fig. 16 depicts the way the dimensionless delays vary with the flow in both canals.
The two canals have a very different behavior: the delay 7 varies much more with
the downstream water level in the case of canal 1 than in the case of canal 2. Indeed,
the backwater curve affects only a small portion of the canal 2, while it affects the
whole canal 1. The delay 75 is much larger than 7 in the case of canal 2, because
(3 is relatively much lower than « for canal 2 than for canal 1.

canal 1

fe
w

712
315 . z
§ =T, § 25
2 1.4 2
=13 = 2
o o
512 515
g1
1 € 1
a1 a
985 0.9 1 1.1 1.2 088 0.9 1 1.1 1.2
YLy, Yoy,

FIGURE 16. Variation of the dimensionless delays 7{ and 75 as
function of Yy(L)/ Y,

4.2.2. Asymptotic Estimates of the Poles. It is also possible to derive a closed-form
expression for the high frequency behavior of the system.
We start from the characteristics form:

9x Ix _
a5t + D(x)% +E(z)x=0 (48)

X({E)E(fl%t) with f((l“), t) ZéTo(iv)y(%t)A(%t))Ta
)= (5" i)

aME@L{M@M@D&M%MXM*AMhHﬂ(J%ﬂ5&>

where x(z,t)

m@=<5x

—a(z) 1

~
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The elements of matrix E(x) are given by:

en = — i 5 =7+ a6 - ap] (492)
era = — 1+ 86+ g (19b)
ea1 = fg [~y + a6 - 8o’ (49¢)
ez = — 5 1+ 05 + (494)

where we have dropped the argument z for readability, and o’ and 3 denote the
derivatives of o and (8 with respect to x.
Applying Laplace transform to Eq. (48) leads to the ODE:
ox

6—$(£E,S) = C(z, s)x(x, ) (50)

with C(z,s) = —D(x) "1 (sI + E(x)).
For high frequencies, the diagonal terms in C(z, s) dominate the anti-diagonal
terms. Then, the high frequency approximate solution of Eq. (50) is given by:

x(z,s) = exp(/om Cliag(v, s)dv))Z(O, s)

where iag(X,8) = 7ﬁ77’1($) 0 wi
h Cdzag( ,S8) = ( 0 %—i—rg(ac) , with
(@)  A@E) ~ (@) ~ a@)3'(z)
a(z)(a(z) + B(z))
ra(z) = B(x)d(x) +v(x) + o/ (x)B(x)
B(z)(a(x) + B(z))

Therefore, using the previous developments, a high frequency approximation of
the poles is obtained by solving:

eXP(/OL[(ﬁ + ﬂ(lx)>8+h($) +r2(x)‘| d:c) =1

which leads to:

~
~

S I (@) + ra(a))de L

(51)
T1+T2 T1 +7'2

Ptk

. o L g _ L 4
with 7 = fo a(i) and T = fo Ti)
We recover an expression similar to the one already obtained in the uniform case.
The high frequency poles have an imaginary part which is linked to the forward and
backward delays, and a real part which is linked to the forward and backward damp-

ing.

Let us note that:
2030 + (o = B)y . o =
af(a+ ) at+p’

where the argument x has been dropped for readability.

ry+re =
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Therefore, the high frequency poles damping is the sum of a positive term plus
a term whose sign depends on the derivative of a(z) — (x) = 2Vh(x) with respect
to . This means that the system will tend to be more damped if the velocity
tends to increase along the canal. On the contrary, it shows that the system will
tend to be more oscillating if the velocity tends to decrease along the canal. This
is consistent with our intuition: we expect more damping in an accelerating flow,
while a decelerating flow will be more prone to possible oscillations.

As in the uniform case, we may show that for high frequencies, the Saint-Venant
equations are close to the following damped wave equation:

(52 @+ ey 30) (g ~ 720~ g an)a =0

with boundary conditions ¢(0,t) and ¢(L,t).

The high frequency modes are therefore the result of the interaction of two grav-
ity waves, one traveling downstream at speed a(z) = Vy(z)+Co(z) with attenuation
factor r1 (z), and one traveling upstream at speed ((z) = Cy(x) — Vp(x) with atten-
uation factor r2(x). The high frequency estimate of the poles is the direct extension
of the result obtained in the uniform case.

4.2.3. Distributed Modal Decomposition. We extend here the results obtained in
section 3.2.3 to the non uniform flow case, where the distributed transfer matrix is
given by Eq. (44).

We know using Eq. (51) that the high frequency poles are complex conjugate,
and close to a vertical line in the left half plane. Using similar arguments as in
the uniform case, the Cauchy residues theorem implies that each transfer function
gij(x, s) can be decomposed as an infinite sum:

(05) = by(e) + L& 4 > i @s (52)
i\ XLy S) = 05T
» ’ 5 k=00, k40 Pi(s — k)

where the coefficient al(-;?)(w) = lims_.p, (s — pi)gi;j(x, s) is the residue of transfer
function g;;(z, s) at the pole py, and bi;(z) = £ [sgi;(z, 5)]|s=0.

Contrarily to the uniform case, we have no analytical expression for the residues

k)

al(j (z). However, the proposed numerical method also enables us to compute the

terms numerically.

Proposition 2. In the non uniform case, the coefficient of the distributed modal
decomposition can be computed as follows:
(0)

i (x) are given by:

1 ¢11(I70)

e The coefficients a

P (@) = ——— L2 a
O R wix (532)
0Oy = L $11(x,0)
12 (z) T0@) om(L.0) (53b)
agi) (x)=0 (53c)

a%) (z) = 0, (53d)
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where ¢21(L,0) is defined by:

~ L
¢91(L,0) = —/ @11 (v,0)dv. (54)
e The modal coefficients a (x) are given by:
(k) ’L_] (33 pk) 55
() = Sy (Lopr)’ (55)

where the Nyj(x,pr) are given by:

Nii(z,pr) = Tl( )42511(33 Dk ) P22 (L, pre) (56a)
Nia(z,pr) = ﬁ%ﬂﬂ%pk) (56b)
Noi(z,pr) = —do1(, pr)p22 (L, pr) (56¢)
Nz (2, pr) = ¢21(x, pr), (56d)
and ¢y (L, pg) is the term of the matriz @' (x,s) given by:
¥'(z,s) = B(x, ) [@(v,s)*l%yv,s)dv. (57)
e The coefficients b;j(x) are given by:

o _ 1 ’ o ~/21(L70) =

T (N”(I’O) on(L,0) (I’O)) %)

where the N-’-(sc 0) are given by:

N (,0) = e )(m(w 0)6%1 (L,0) = 64, (2,0) = 611(2,0)64(L,0))  (59)
Nis(z,0) = mdn(l’vo) (59b)
N3y (2,0) = ¢51(L,0) — ¢ (x,0) (59¢)
N£2(xa O) = ¢/21(x7 0)7 (59d)
¢~$21(L70) is given by Eq. (54), and QE’Ql(L,O) is given by:

B L

(L0 = = [ (.00 (60)
0

Proof. See Appendix B. O

Example 8 (Coefficients a( )( ) and b;;(z) for non uniform flow). The absolute

value of functions au) (z) of the distributed modal decomposition of g11(z,s) of
the example canals 1 and 2 are depicted in Fig. 17 and 18. We see that in both
canals the modes in non uniform flow are similar to the ones in uniform flow. For
canal 1, the spatial functions a(k)( ) are only slightly modified in non uniform flow

conditions. The change in the integrator gain a( )(x) amounts to about 10% in
decelerating flow, and about 20% in accelerating flow. We see that the change in
flow speed modifies the location of the nodes of oscillation: the nodes are slightly
moved downstream for accelerating flow, and upstream for decelerating flow.
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For canal 2, the non uniformity has an important effect on the modal decom-
position. The nodes are modified following the same pattern observed for canal
1, but the change in amplitude is much more important, especially in the case of
accelerating flow.

x 10~

0 1000 2000 3000 0 1000 2000 3000

0 1000 2000 3000 0 1000 2000 3000
abscissa (m) abscissa (m)

FIGURE 17. Coefficients |a§]§> (z)| of the distributed modal decom-
position for canal 1 in accelerating (---), uniform (—) and decel-

erating (— - —) flow.
4 k=0 4 k=1
4 X 10 gx 10
3 6
2 4
1 E 2
0 ,__.-p-’/ 0 o
0 2000 4000 6000 0 2000 4000 6000
x10” k=2 x10°° k=3
8
6
1 4
2
0 2000 4000 6000 0 2000 4000 6000
abscissa (m) abscissa (m)

FIGURE 18. Coefficients |a§]i) (z)| of the distributed modal decom-
position for canal 2 in accelerating (---), uniform (—) and decel-
erating (— - —) flow.
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Figure 19 depicts the value of coefficients b11(x) and bia(z) of the distributed
modal decomposition of the transfer function gi1(z,s) and gi2(x,s) for canals 1

and 2. We observe the same trends already discussed for coefficients aﬁ) (x).

canal 1 canal 2

-0.2

1000 2000 3000 "0 2000 4000 6000

= -0.02
&
Q —
~0.02 0.04
-0.06
_0'040 1000 2000 3000 _0'080 2000 4000 6000
abscissa (m) abscissa (m)

FIGURE 19. Functions by1(x) and bi2(z) of the distributed modal
decomposition for canals 1 and 2 in accelerating (- - - ), uniform (—)
and decelerating (— - —) flow.

4.2.4. Modal Decomposition of the Delay-free Part. The modal decomposition of
Gij(z, s) can also be obtained as

_(0) o (k)
- ;. (x) a;;’ (x)s
Gij(x,8) = bij(a) + ———+ Y L 61
g]( ) j( ) s = ]#Opk(S—pk) ( )

where the coefficient &Z(-f)(x) = lims_., (s — pr)Ji;(x, s) is the residue of transfer
function g;;(x, s) at the pole py.

For the delay-free decomposition, we have: ELE?)(QC) = agg)(x), and for k # 0:

i} (z) = alf) (2)el < (62a)
ay () = afg) (@)el F7v- (62b)
ol ) = o (@)l (620
iy () = aff) ()el o7, (62d)

and the b;;(z) are given by:
_ )
b (2) = b (2) + a2 () / p (63a)
0
. L
bia(z) = bia(2) + ay5 () | —— (63b)

bgl (SE) = b21 (m) (630)
bgg (l‘) = bgg (1‘) (63(1)
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5. Conclusion. We have derived the Saint-Venant transfer matrix, first for the
uniform flow case, and then for the general non uniform flow case. We have ana-
lyzed the transfer matrix for boundary conditions in terms of discharges, and have
computed its poles, first analytically for the uniform case, then numerically for the
backwater case. We also characterized the model in terms of delays, which gives an
a priori evaluation of the available bandwidth for the controlled system.

These results are important for the control of open channel flow. As shown in
[12], the modal decomposition can be used to show that the transfer matrix belongs
to the Callier-Desoer class of transfer matrices. This fact allows us to use classical
frequency domain tools such as the Nyquist criteria for closed-loop stability.

Finally, we have shown that the dynamic behavior of an open channel in non
uniform flow is qualitatively very similar to its behavior in uniform flow. The only
difference is that in non uniform flow, the nice analytical expressions can no longer
be used, but efficient numerical methods are available to compute poles, delays and
modal factors.

Acknowledgements. We would like to thank an anonymous referee for his valu-
able comments and suggestions.

Appendix A. Proof of the Modal Decomposition.

Proof. To show that the transfer matrix G(z, s) can be expressed as an infinite sum
of simple elements, we apply the residue theorem to each element of the transfer
matrix. The proof is closely related to the proof of the series decomposition of cot(z)
in [8]. To simplify the exposition, we assume that the poles have simple multiplicity
but the proof can easily be adapted to the general case.

Let {Cn; N > 0} a series of nested circular contours such that there are exactly
two poles py and p_n between Cny_1 and C. N is chosen sufficiently large such
that the poles py and p_n are complex conjugate.

(0)
a5 (w)
S

Let us first define the function s — fi;(x, s) = ¢;j(z, s) — , with agg)(x) the
residue of the function g;;(x,s) in zero. This function is meromorphic and can be
continuously extended in s = 0 by fi;(z,0) = “£[sgi;(z, 5)]|s=o-

We apply the Cauchy residue theorem to the function s +— % Forall N > 1,
we have:

N (n)
1 7fij(x’s)ds = Z oy ) _ fij(z, 2) (64)
2jm Jo. z—s B z—p, 7
N n=—N,n#0
with a{ (z) = lim,_p, (s — pn) fij (x, ).
For z = 0, equation (64) leads to:

2.]7T Cn S ]( ) n=—N,n#0 Pn ( )
Subtracting (65) from (64) gives:
foe ) = fy@0r 3 ot Vg p fules) (S )ds
R R Y Z=pn P’ 2JT Jou A z—S8 S

n=—N,n#0
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or

a 1 1 z fij(z,s)
fulw2) = fw0)+ 3 aPE () e s
n=—N.n#0 Pn  DPn J Cn
Now, since |f;j(z, s)| is bounded, the integral on the right hand side tends to
zero as N tends to infinity.
Finally, going back to the original transfer functions, we obtain:

0) o (n)

a;; (x) sa;:’ (x)
ii(z,s) = fi;(z,0 _‘_”74_ I
g]( ) f]( ) s pn(S*pn)

n=—o00,n#0

which is the result we wanted to prove. O

Appendix B. Proof of Proposition 2.

Proof. We use in this proof the well-known fact that the state-transition matrix
®(x, s) obtained from Eq. (41) verifies the differential equation (39).
Therefore, the ¢;;(z, s) verify the following linear differential system:

Bou,, o _ @G)—A@)sa@) st .
T B T T e
Biz, ()= B@)s4al) o std)

T 0 B YO T 7 et
%(x, s) = —sp11(z, s) (66¢)
%(% s) = —sp12(x, s) (66d)

where by (41), the initial condition is given by the identity matrix ®(0, s) = I.
Let us first note that for s = 0 this system simplifies, and the solution can be
expressed explicitly as follows:
z (v)
é11(z,0) = elo W (67a)
? ¢11(2,0)  6(v)

z,0) = — v 67b
0= G0 a@B) o

$21(2,0) =0 (67c)
Computation of agg)(x). Let us introduce the modified transfer function ¢y (x, )

such that: 1
¢21(3€,5) = g¢21(1’75)-

This transfer function is well defined in s = 0 since 0 is a root of ¢91(z, s).
Using Eq.(66¢), ¢21(z, s) verifies the following differential equation:

g -
%%1(%3) =—du(x,s), (68)

with an initial condition given by q~521(0, s) =0.
Therefore ¢21(L,0) is obtained by integrating Eq. (67a):

L
Q;21(L70) = _/0 ¢>11(U,0)dv.
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Finally Eqgs. (53) provide a way to compute the integrator gains al(;)) (x) for the
general case of non uniform flow.
Computation of af-;)(x). Let us introduce the matrix ®'(z,s) = Z®(x,s), with
®(x, s) the state-transition matrix given by Eq. (41).

Then, we have:

09’ (x,s) , OA(z, s)
0 = Az, s)® (x, s) + T@(x, s) (69)
with
alp)=px) 1
M — ( a(z)B(z) a(w),@(w)) .
0s -1 0
The solution of Eq. (69) is obtained as follows:
&' (z,5) = ®(x,5)P'(0,5) + D(z, 5) / (v, s)_1%¢)(v, s)dv.
0

By definition, we have
$(0,5) 2 Tim ®(0,s+ ds) — P(0, s)
[65]—0 ds
-1
T 4s
=0.

Therefore the value of ®'(z,s) at = 0 is 0 and we finally get Eq. (57). This
equation provides a way to compute ®'(z, s) for any s € C.
Finally, in order to compute the coefficients agf)

Nij(x,pr). For any s € C, the N;j(x, s) are given by:

Nii(z,s) = - (¢12(I7 8)¢a1(L, s) — ¢11(w, s)p2a(L, 5)) (70a)

(), we need to compute the

To(z)
Nia(z, s) = ﬁm(m,s) (70b)
Noy(x,8) = daa(x, 8)pa1 (L, 8) — dpa1(x, 8)daa(L, s) (70c)
N22 (.CL’, S) = ¢21($, S) (70d)

The equations simplify since by definition of a pole, we have ¢91(L,pr) = 0,
which yields Egs. (56).
Computation of b;;(z). The coefficients b;;(x) are defined by:

1o}
bij(x) = 5-1s9ii (2, 5)]ls=0- (71)
Then, we have:
0
bij(x) = %[Sgij (z,5)]]s=0
B 2 sNij(z,s)
o 85 gﬁgl(L, S)

_ 2 Nij(x,s)
s éZl(Iﬁ 5) s=07

which yields Eq. (58).
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The Nj;(x,0) can be computed using Egs. (70) and the solution ®'(z,0) given
by Eq. (57) for s = 0. In that case, the expressions simplify, and lead to Egs. (59).
To compute ¢h, (L,0), we differentiate Eq. (68) with respect to s, which gives:

0 T /
%%1(%5) =~ (2, 9),

with an initial condition given by ¢4, (0,s) = 0.

Therefore, once ¢, (z,0) is computed, ¢4, (L,0) is directly obtained by integra-
tion, as in Eq. (60).

Therefore, we have derived a numerical means to compute all the coefficients of
the modal decomposition in the non uniform case, which ends the proof. O
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