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Pointwise estimates for the heat equation.
Application to the free boundary of the
obstacle problem with Dini coefficients

E. Lindgren∗and R. Monneau†

August 15, 2011

Abstract

We study the pointwise regularity of solutions to parabolic equations. As a first result, we prove

that if the modulus of mean oscillation of ∆u − ut at the origin is Dini (in Lp average), then the

origin is a Lebesgue point of continuity (still in Lp average) for D2u and ∂tu. We extend this point-

wise regularity result to the parabolic obstacle problem with Dini right hand side. In particular,

we prove that the solution to the obstacle problem has, at regular points of the free boundary,

a Taylor expansion up to order two in space and one in time (in the Lp average). Moreover, we

get a quantitative estimate of the error in this Taylor expansion. Our method is based on decay

estimates obtained by contradiction, using blow-up arguments and Liouville type theorems. As a

by-product of our approach, we deduce that the regular points of the free boundary are locally

contained in a C1 hypersurface for the parabolic distance
√

x2 + |t|.

AMS Classification: 35R35.

Keywords: Obstacle problem, Heat equation, Dini condition, free boundary, pointwise regularity.

1 Introduction

1.1 The heat equation

In this paper, we are interested in the pointwise regularity of solutions to parabolic problems.
We first consider the solutions to the following heat equation

(1.1)







∆u− ut = f in Q−
1 ,

f ∈ Lp
(

Q−
1

)

and f(0) = 0,

where we set the past cylinder Q−
r = Br × (−r2, 0] with Br = Br(0) the open ball in Rn,

of radius r centered at the origin 0. Here p ∈ (1,+∞) and we assume that 0 = (0, 0) is a
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Lebesgue point of f , in order to define f(0) if necessary.

It is well-known that if f is Hölder continuous in the cylinder Q−
1 , then so are the spatial

second derivatives of u and the time first derivative of u (see for instance [11]). Let us
introduce the following parabolic modulus of continuity of f on the cylinder Q−

1

σ(r) = sup
|x−y|2+|t−s|≤r2

(x,t),(y,s)∈Q−
1

|f(x, t)− f(y, s)|.

Definition 1.1 (Dini function)
A function σ is said to be Dini if

∫ 1

0

σ(r)

r
dr < +∞.

It is well-known (see [15]) that if σ is Dini, then the second derivatives of u are continuous
in the cylinder Q−

1/2 with a modulus of continuity proportional to

r sup
Q−

1

|u|+
∫ r

0

σ(s)

s
ds+ r

∫ 1

r

σ(s)

s2
ds.

Notice that the modulus of continuity of ut then follows from equation (1.1) itself.

Up to our knowledge, such results are usually obtained assuming a modulus of continuity
in an open set. Here we change the point of view, and only consider pointwise modulus of
mean oscillation, like for instance [16]. For any p ∈ (1,+∞), we define a kind of modulus of
mean oscillation (in Lp average) of the function f at the origin as

(1.2) ω̃(r) = ω̃(f, r) = inf
c∈R

(

1

|Q−
r |

∫

Q−
r

|f(x, t)− c|p
)

1
p

.

Furthermore, we denote by P̃2 the set of polynomials of degree less than or equal to two in
space and of degree less than or equal to one in time. Let

(1.3) Ñ(u, ρ) = inf
P∈P̃2

(

1

rn+2+2p

∫

Q−
r

|u− P |p
)

1
p

.

Theorem 1.2 (Pointwise parabolic BMO estimates for the heat equation)
Let p ∈ (1,+∞). Then there exist α ∈ (0, 1] and constants r∗ ∈ (0, 1], C > 0, such that the
following holds. If u ∈ Lp(Q−

1 ) satisfies (1.1) with the associated ω̃ defined in (1.2), then we
have:
i) Pointwise BMO estimate

(1.4) sup
r∈(0,1]

Ñ(u, r) ≤ C







(

∫

Q−
1

|u|p
)

1
p

+

(

∫

Q−
1

|f |p
)

1
p

+ sup
r∈(0,1]

ω̃(r)







ii) Pointwise VMO estimate

(

ω̃(r) −→ 0 as r → 0+
)

=⇒
(

Ñ(u, r) −→ 0 as r → 0+
)
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iii) Pointwise control on the solution
If ω̃ is Dini, then Ñ(u, ·) is Dini, and there exists a caloric polynomial P0 (i.e., a solution
of (P0)t = ∆P0) of degree less than or equal to two in space and of degree less than or equal
to one in time, such that for every r ∈ (0, r∗] there holds

(1.5)

(

1

|Q−
r |

∫

Q−
r

∣

∣

∣

∣

u(x, t)− P0(x, t)

r2

∣

∣

∣

∣

p) 1
p

≤ C

(

M̃0r
α +

∫ r

0

ω̃(s)

s
ds+ rα

∫ 1

r

ω̃(s)

s1+α
ds

)

and

P0(x, t) = a+ b · x+
1

2
tx · c · x+mt,

with

|a|+ |b|+ |c|+ |m| ≤ CM̃0 and M̃0 =

∫ 1

0

ω̃(s)

s
ds+

(

∫

Q−
1

|u|p
)

1
p

+

(

∫

Q−
1

|f |p
)

1
p

.

Remark 1.3 Theorem 1.2 iii) implies in particular (using parabolic estimates) that we have
a Lebesgue point of continuity of the second derivatives D2u and of ut (in the Lp average) if
∆u− ut has a Dini modulus of mean oscillation (in the Lp average) at the same point.

Remark 1.4 A straightforward consequence of Theorem 1.2 is that the second derivatives
D2u and ut are Hölder continuous in an open set Ω ⊂ Rn+1, if ∆u−ut is Hölder continuous
in Ω for the parabolic distance

√

|x|2 + |t|.

Remark 1.5 Notice that our definition of ω̃(r) differs from the analogue given in [13], not
only because we consider here the parabolic problem instead of the elliptic one, but also because
there is no supremum in this new definition. From that point of view, estimate (1.5) is finer
than the one given in [13], and than the ones that can be found in the classical literature.

We would like to emphasize that the result of Theorem 1.2 is completely pointwise, which
does not seem to be so usual in the literature.

1.2 The model obstacle problem

In the second part of this article we are in particular interested in the regularity of the
free boundary for solutions to the parabolic obstacle problem. The model problem is the
following. Consider a function u satisfying

(1.6)







































∆u− ut = f(x, t)χ{u>0}

u ≥ 0

∣

∣

∣

∣

∣

∣

in Q−
1 ,

u, f ∈ Lp(Q−
1 ) and f(0) = f(0, 0) = 1,

0 ∈ ∂ {u > 0} ,

for p ∈ ((n+2)/2,+∞), where Q−
1 is the past unit cylinder as before and χ{u>0} is the charac-

teristic function of the set {u > 0}, which is equal to 1 if u > 0 and 0 if u = 0. From classical
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parabolic estimates joint with Sobolev embeddings with our assumption p > (n+2)/2, every
solution u is in particular continuous, which allows us to consider the boundary of the open
set {u > 0}. Here ∂ {u > 0} is called the free boundary. Moreover, we assume that (0, 0) is
a Lebesgue point for f in order to define f(0).

There is a vast literature on the above problem. In the special case when f = 1 and
in a slightly more general setting, it is proved in [1], that the solution enjoys the optimal
C1,1

x ∩C0,1
t regularity. Moreover, in [2], it is proved that the free boundary ∂{u > 0} is, close

to the part of the fixed boundary where u satisfies a homogeneous Dirichlet condition, the
graph of a Lipschitz function. This was extended to a more general problem in [7], where
it is proved that the free boundary is at regular points a C1 regular graph. Some partial
regularity results are also proved in [8], under the assumptions that f is Hölder continuous.

In the one dimensional setting, and under the assumption that f is Dini continuous, there
is a series of paper, [3], [5] and [4], where this problem is studied. There it is proved that the
free boundary is C1 regular at certain regular (see the next page) points, and also that the
free boundary enjoys a certain structure at the other points, the so called singular points.

Let us introduce the following kind of pointwise modulus of continuity (in Lp average) of
the function f at the origin:

(1.7) σ(r) = σ(f, r) = sup
0<ρ≤r

ω(ρ) with ω(ρ) = ω(f, ρ) =

(

1

|Q−
ρ |

∫

Q−
ρ

|f(x, t)− f(0)|p
) 1

p

We have the following general regularity result.

Proposition 1.6 (Quadratic growth)
Let p ∈ ((n + 2)/2,+∞). Then there exists a constant C > 0 such that if u is a solution of
(1.6) with σ bounded given by (1.7), then

0 ≤ u(x, t) ≤ C1

(

|x|2 + |t|
)

in Q−
1
2

,

where C1 = C (1 + σ(1)).

In order to present our main result, we need to introduce the quantity

Mreg(u, r) = sup
ρ∈(0,r]



 inf
P∈Preg

(

1

ρn+2+2p

∫

Q−
ρ

|u− P |p
)

1
p



 ,

where

Preg =

{

P (x, t) =
1

2
(max(0, x · ν))2, ν ∈ S

n−1

}

.

Notice that as a consequence of Proposition 1.6, Mreg(u, ρ) is bounded for ρ ≤ 1/2. Recall
that if the free boundary is smooth (or regular) around the origin, then it is known that the
blow-up limit of the solution (i.e., the limit of certain rescalings of the solution) at the origin
is unique and is an element of the set Preg. Therefore we have in particular

(1.8) lim
r→0+

Mreg(u, r) = 0.
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More generally, we define the set of regular points as

R =















(x0, t0) ∈ Q−
1 , (x0, t0) is a Lebesgue point of f with f(x0, t0) > 0

and lim
r→0+

Mreg

(

1

f(x0, t0)
u(x0 + ·, t0 + ·), r

)

= 0















.

Our main result is the following:

Theorem 1.7 (Modulus of continuity at a regular point of the free boundary)
Let p ∈ ((n + 2)/2,∞). There exist α ∈ (0, 1] and constants C > 0,M0, r0 ∈ (0, 1) such
that, given u satisfying (1.6), we have the following property. If the modulus of continuity σ
defined in (1.7) is assumed Dini, and if

Mreg(u, r0) ≤ M0,

then there exists P0 ∈ Preg such that for every r ∈ (0, r0)

(

1

|Q−
r |

∫

Q−
r

∣

∣

∣

∣

u− P0

r2

∣

∣

∣

∣

p) 1
p

≤ C

(

Mreg(u, r0)r
α +

∫ r

0

σ(s)

s
ds+ rα

∫ 1

r

σ(s)

s1+α
ds

)

.

Remark 1.8 With the same methods, it would be possible to get a similar estimate for any
p ∈ (1,+∞), but under the stronger assumption that the coefficient of the right hand side of
the equation is bounded from above and from below, i.e., 0 < δ0 ≤ f ≤ 1/δ0.

Remark that under the assumptions of Theorem 1.7, we recover in particular (1.8). As a
corollary of Theorem 1.7 and using a Weiss type monotonicity formula, we will show in a
companion paper [12] the result below.

Theorem 1.9 (Regularity of the regular set of the free boundary, [12])
Consider a solution u of (1.6), and assume that σ defined in (1.8) is Dini with f ≥ δ0 > 0
on Q−

1 . Then for any point (x0, t0) ∈ R, there exists a neighborhood V of (x0, t0) in Q−
1 ,

such that V ∩ ∂ {u > 0} is locally a C1 hypersurface with respect to the parabolic distance.
More precisely, up to a rotation of the spatial coordinates

V ∩ ∂ {u > 0} = {(x, t) such that xn = g(x′, t) with (x′, t) ∈ V ′} ,

where x′ = (x1, ..., xn−1), the set V ′ is an open set in Rn, and g : V ′ → R is a map satisfying

g(x′ + h′, t+ k) = g(x, t) + h′ ·Dx′g(x′, t) + o(
√

(h′)2 + |k|),

with Dx′g continuous on V ′.

In [12] we will also present a theory for the singular points of the free boundary, that is, for
the complement of the regular part.
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1.3 Organization of the paper

The organization of the paper is as follows. First, in Section 2, we recall certain classical
results concerning parabolic Sobolev spaces and parabolic equations. This is followed by
Section 3, where we, by contradictory and blow-up type arguments, prove our main result
for the heat equation, namely Theorem 1.2.

In Section 4 we turn our attention to the obstacle problem. We prove, using mainly
standard techniques, quadratic growth estimates for the obstacle problem and in Section 5,
we exploit a standard non-degeneracy result and obtain a related, somewhat more technical
result, refered to as weak non-degeneracy. In the following section, namely Section 6, we
provide a compactness result that we strongly use to prove the main theorem (Theorem 1.7)
for the obstacle problem, which is proved, using contradictory and blow-up type arguments,
in Section 7.

1.4 Notation

Throughout the whole paper we will use the notation below:

ut = ∂tu = ∂u
∂t

- the time derivative

∆u =
∑n

i=1
∂2u
∂xi

2 - the Laplace operator

Hu := ∆u− ut - the heat operator
Qr(x0, t0) = Br(x0)× (t0 − r2, t0 + r2) - a parabolic cylinder
Q−

r (x0, t0) = Br(x0)× (t0 − r2, 0] - a half cylinder
∂pQ

−
r (x0, t0) = ((∂Br(x0))× [t0 − r2, 0))

⋃

(Br(x0)× {0}) - the parabolic boundary
Qr = Qr(0, 0), Q−

r = Q−
r (0, 0), ∂pQ

−
r = ∂pQ

−
r (0, 0) - simplified notation

ω(g, ρ) =
(

1
|Q−

ρ |

∫

Q−
ρ
|g(x, t)− g(0)|p

)
1
p

- the average oscillation over a cylinder

σ(g, r) = sup0<ρ≤r ω(g, ρ) - a special Lp-modulus

P̃2 - polynomials of parabolic degree
less than or equal to two

P2 - P ∈ P̃2 such that HP = 0

P2,c - P ∈ P̃2 such that HP = c

2 Classical results for parabolic equations

Here we recall the following classical results that will be of constant use in the rest of the
paper.

Theorem 2.1 (Parabolic interior Lp-estimates)
Let p ∈ (1,∞). If u ∈ Lp(Q−

r ) and Hu ∈ Lp(Q−
r ) then

||u||W 2,1
p (Q−

r/2
) ≤ C

(

||u||Lp(Q−
r ) + ||Hu||Lp(Q−

r )

)

,

where
W 2,1

p (Q−
ρ ) = {v ∈ Lp(Q−

ρ )
∣

∣ v,∇v,D2v, vt ∈ Lp(Q−
ρ )},

endowed with the norm

||u||W 2,1
p (Q−

ρ ) = ||u||Lp(Q−
ρ ) + ||∇u||Lp(Q−

ρ ) + ||D2u||Lp(Q−
ρ ) + ||ut||Lp(Q−

ρ ).
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The result above is a special case of Theorem 7.22 on page 175 in [11].

Theorem 2.2 (Parabolic Sobolev embedding)
Let u ∈ W 2,1

p (Q−
r ) with p ∈ ((n+ 2)/2,∞). Then

||u||Cα(Q−
r ) ≤ C∗||u||W 2,1

p (Q−
r ),

with α = 2− n+2
p

and where Cα(Q−
r ) refers to the parabolic Hölder space.

This result is contained in Lemma 3.3 on page 80 in [10].

Theorem 2.3 (Classical Lp parabolic estimate)
Let u ∈ W 2,1

p (Q−
r ) for p ∈ (1,+∞) a solution of

{

Hu = f on Q−
r ,

u = 0 on ∂pQ
−
r ,

where ∂pQ
−
r denotes the parabolic boundary of Q−

r , and f ∈ Lp(Q−
r ). Then there exists a

constant C > 0 (depending only on p, the dimension n and r > 0) such that

||u||W 2,1
p (Q−

r ) ≤ C||f ||Lp(Q−
r ).

This result can be found in Proposition 7.18 on page 173 in [11].

3 Proof of Theorem 1.2

In order to give the proof of Theorem 1.2, we show a basic decay estimate in a first subsection
and some routine results in a second subsection. The proof of Theorem 1.2 is done in the
third subsection.

3.1 A basic decay estimate

Given a function f , we consider a (unique) constant cr such that

ω̃(f, r) = inf
c∈R

(

1

|Q−
r |

∫

Q−
r

|f(x, t)− c|p
)

1
p

=

(

1

|Q−
r |

∫

Q−
r

|f(x, t)− cr|p
)

1
p

.

We define the particular set of caloric polynomials:

P2 =







P a caloric polynomial

∣

∣

∣

∣

∣

∣

of degree less than or equal to 2 in space

of degree less than or equal to 1 in time







Considering a particular polynomial P∗ ∈ P̃2 which satisfies ∆P∗ − (P∗)t = 1 (for instance

P∗(x, t) =
x2

2n
), we define

P2,c = cP∗ + P2

7



and for a function u solving (1.1) we let

(3.1) N̂(u, r) = inf
P∈P2,cr

(

1

rn+2+2p

∫

Q−
r

|u− P |p
) 1

p

.

For ω̃(f, r) and N̂(u, r) respectively defined in (1.2) and (3.1), we now define for 0 < a < b

(3.2) N̂(u, a, b) = sup
a≤ρ≤b

N̂(u, ρ) and ω̃(f, a, b) = sup
a≤ρ≤b

ω̃(f, ρ).

Then we have the decay estimate below.

Proposition 3.1 (Basic decay estimate)
Given p ∈ (1,+∞), there exist constants C0 > 0 λ, µ ∈ (0, 1) (depending on p and the
dimension n) such that for every function u and f satisfying (1.1) with the notation given
in (3.2), there holds

(3.3) ∀r ∈ (0, 1], N̂(u, λ2r, λr) < µ N̂(u, λr, r) or N̂(u, λ2r, λr) < C0 ω̃(f, λ2r, r).

In order to prove this proposition, we will need the following result whose proof is postponed
to subsection 3.2.

Lemma 3.2 (Estimates of N̂ in larger balls)
Let u be a solution of

∆u− ut = f in BR

for R > 2, and
N̂(u, 1) = ||u− P1||Lp(Q−

1 ),

with P1 ∈ P2,1. Then for any ρ ∈ [1, R/2], we have

(3.4)

(

1

ρn+2+2p

∫

Q−
ρ

|u− P1|p dx dt
)

1
p

≤ C1

∫ 2ρ

1

N̂(u, s) + ω̃(f, s)

s
ds.

Proof of Proposition 3.1
The proof is done by contradiction. If this is not true, we can find sequences Ck → ∞,
rk ∈ (0, 1], λk → 0 and µk → 1 such that (3.3) fails with the corresponding functions uk and
fk satisfying (1.1). This means that

(3.5)







N̂(uk, λ
2
krk, λkrk) ≥ µkN̂(uk, λkrk, rk),

N̂(uk, λ
2
krk, λkrk) ≥ Ckω̃(fk, λ

2
krk, rk).

Step 1: Construction of sequences and a priori estimates
Let us consider a (not necessarily unique) ρk ∈ [λ2

krk, λkrk] so that

N̂(uk, λ
2
krk, λkrk) = N̂(uk, ρk) =: εk.

Moreover, define the rescaled functions

vk(x, t) =
uk(ρkx, ρ

2
kt)

ρ2k

8



and

(3.6) wk(x, t) =
uk(ρkx, ρ

2
kt)− Pk(ρkx, ρ

2
kt)

εkρ2k
,

where Pk ∈ P2,cρk
is one polynomial realizing the infimum defining N̂(uk, ·) at the level ρk.

Now, we wish to pass to the limit, but first we need to control the sequence wk. By definition

(3.7) inf
P∈P2

(

∫

Q−
1

|wk − P |p dx dt

)
1
p

= 1.

In addition, since

N̂(uk, 1) =

(

1

ρn+2+2p
k

∫

Q−
ρk

|uk − Pk|p dx dt
)

1
p

,

we also have for s ∈ (1, rk
2ρk

) (applying Lemma 3.2 on vk)

(

1

sn+2+2p

∫

Q−
s

|wk|p dx dt
) 1

p

=
1

εk

(

1

(sρk)n+2+2p

∫

Q−
sρk

|uk − Pk|p dx dt
)

1
p

≤ C1

εk

∫ 2s

1

N̂(uk, τρk) + ω̃(fk, τρk)

τ
dτ

≤ C1

εk

∫ 2s

1

N̂(uk, λ
2
krk, rk) + ω̃(fk, λ

2
krk, rk)

τ
dτ.

Notice that from (3.5) we deduce

N̂(uk, λ
2
krk, rk) = max(N̂(uk, λ

2
krk, λkrk), N̂(uk, λkrk, rk)) ≤

εk
µk

and
ω̃(fk, λ

2
krk, rk) ≤

εk
Ck

.

This implies for s ∈ (1, rk
2ρk

) and some constant C2 > 0

(3.8)

(

1

sn+2+2p

∫

Q−
s

|wk|p dx dt
)

1
p

≤ C2 ln 2s.

Furthermore, one can easily check that for H = ∆− ∂t and s ∈ (1, rk
2ρk

) we have

(

1

|Q−
s |

∫

Q−
s

|Hwk|p
)

1
p

≤ 1

εk
ω̃(fk, sρk) ≤

1

εk
ω̃(fk, λ

2
krk, rk) ≤

1

Ck
→ 0.

Step 2: Identifying the limit and contradiction
From (3.8) and the interior parabolic estimate (Theorem 2.1), it follows that there is a

9



subsequence again labeled wk, converging in Lp
loc(R

n × R
−) to a caloric function w0. By

passing to the limit in (3.7) we get

(3.9) inf
P∈P2

(

∫

Q−
1

|w0 − P |p dx dt

)
1
p

= 1.

Similarly, passing to the limit in (3.8) yields for all s ≥ 1

(

1

sn+2+2p

∫

Q−
s

|w0|p dx dt
) 1

p

≤ C2 ln 2s.

Hence, w0 is a caloric function in Rn × R− that grows at most quadratically in space and
linearly in time (up a logarithmic correction). This implies that w0 is a caloric polynomial
of degree at most two in space and one in time, i.e. w0 ∈ P̃2. This clearly contradicts (3.9).
This ends the proof of Proposition 3.1.

3.2 Some routine results

Proof of Lemma 3.2
The proof of this lemma is similar to the proof of Lemma 2.9 in [13].
Step 1: Statement of (3.10)
On the one hand, we use the fact that there exists a constant C2 > 0 such that for any
P ∈ P̃2 and for any r ≥ 1 there holds

(

1

rn+2+2p

∫

Q−
r

|P |p
) 1

p

≤ C2

(

∫

Q−
1

|P |p
) 1

p

.

Following the proof of Lemma 2.9 in [13], we consider a dyadic decomposition of the cylinder
Q−

ρ , and estimate the quantities in each sub-cylinder. More precisely, we get for 1 ≤ ρ = 2kr
with r ∈ [1/2, 1) that

(3.10)

(

1

ρn+2+2p

∫

Q−
ρ

|u− P1|p dx dt
)

1
p

≤ C3

(

N̂(u, 1) +
k
∑

j=0

N̂(u, 2jr)

)

.

Step 2: Proof of estimate (3.11)
On the other hand, for any γ > 1, we also notice that for α ∈ [1, γ], we have for any r > 0

N̂(u, αr) ≤ γ2+n+2
p N̂(u, γr) + |cαr − cγr|

(

∫

Q−
1

|P∗|p
)

1
p

,

and


















|cαr − cγr| =
(

1

|Q−
αr|

∫

Q−
αr

|cαr − cγr|p
)

1
p

≤ ω̃(f, αr) + γ
n+2
p ω̃(f, γr),

ω̃(f, αr) ≤ γ
n+2
p ω̃(f, γr).
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Therefore, for any γ > 1, there exists a constant Cγ > 0 such that

(3.11) ∀α ∈ [1, γ],











N̂(u, αr) ≤ Cγ

(

N̂(u, γr) + ω̃(f, γr)
)

,

ω̃(f, αr) ≤ Cγω̃(f, γr).

Step 3: Conclusion
Using (3.11) with γ = 2, we get the result (3.4) with the integral on N̂ replacing the sum in
the right hand side of (3.10). This ends the proof of Lemma 3.2.

Given (u, f) and λ ∈ (0, 1), let us introduce the notation

(3.12) N(r) = N̂(u, λr, r) and ω(r) = ω̃(f, λ2r, r).

Contrarily to what is done in [13], the functions N and ω are not necessarily monotone in
r. Nevertheless, we have the following routine result (the analogue to Lemma 3.4 in [13]).

Proposition 3.3 (Dini estimate)
Let N : (0, 1] → [0,+∞), ω : (0, 1] → [0,+∞) be two functions satisfying

(3.13) ∀r ∈ (0, 1], N(λr) ≤ µN(r) or N(λr) ≤ C0 ω(r)

and

(3.14) ∀r ∈ (0, 1], ∀α ∈ [λ, 1],







N(αr) ≤ C0 (N(r) + ω(r)) ,

ω(αr) ≤ C0ω(r),

for some constants C0 > 0, λ, µ ∈ (0, 1) and assume that ω is Dini. Then there exists a
constant C ′

0 > 0 depending only on C0, λ, µ > 0, such that for every ρ ∈ (0, λ/2] and with
α = lnµ/ lnλ there holds

∫ ρ

0

N(r)

r
dr ≤ C ′

0

{

N(1)ρα +

∫ ρ

0

ω(r)

r
dr + ρα

∫ 1

ρ

ω(r)

r1+α
dr

}

.

Remark 3.4 Notice that the quantities N and ω defined in (3.12) satisfy (3.13) because of
the basic estimate (Proposition 3.1) and do also satisfy (3.14) because of (3.11) with γ = 1/λ
(with C0 = max(C0, C1/λ)).

Proof of Proposition 3.3
Step 1: Estimate on N(r)
We claim that we have for all r ∈ (0, λ]

(3.15) N(r) ≤ max

(

C2r
α, C0 rα sup

ρ∈[r,λ]

ω(ρ)

ρα

)

.

The proof is the same as Lemma 3.3 in [13] with r0 = 1, except that we estimate for r1 ∈ (λ, 1]

N(r1) ≤ C0(N(1) + ω(1)).

11



This gives the new value to the constant

(3.16) C2 = λ−αC0(N(1) + ω(1)).

Here we have replaced the lack of monotonicity of N by the first line of assumption (3.14).

Step 2: Estimate on sup
ρ∈[r,λ]

ω(ρ)

ρα
and conclusion

We follow the proof of Lemma 3.4 in [13]. For some ρ0 ∈ [r, λ] we have

sup
ρ∈[r,λ]

ω(ρ)

ρα
=

ω(ρ0)

ρα0

≤ 1

ρα0

1

tρ0

∫ ρ0+tρ0

ρ0

C0ω(ρ) dρ with t =
1− λ

λ
> 0

≤ C0

tλ1+α

∫
ρ0
λ

ρ0

ω(ρ)

ρ1+α
dρ

≤ C3

∫ 1

r

ω(ρ)

ρ1+α
dρ with C3 =

C0

(1− λ)λα
> 0,

where in the second line we have used the second line of assumption (3.14) (because of the
lack of monotonicity of ω). The remaining part of the proof of Lemma 3.4 in [13] is un-
changed and then implies the result. This ends the proof of Proposition 3.3.

3.3 Proof of Theorem 1.2

Proof of Theorem 1.2
Proof of i)
Using definition (3.12) of N and ω, and estimate (3.15) with the constant C2 given in (3.16),
we deduce that for r ∈ (0, λ]

N(r) ≤ C0

(

N(1) + sup
ρ∈(0,1]

ω(ρ)

)

.

From (3.11) with γ = 1/λ, we deduce that for all r ∈ (0, 1]

N̂(u, r) ≤ C

{

N̂(u, 1) + sup
ρ∈(0,1]

ω̃(f, ρ)

}

which implies (1.4) because we always have

Ñ(u, r) ≤ N̂(u, r)

and
N̂(u, 1) ≤ C

(

‖u‖Lp(Q−
1 ) + ‖f‖Lp(Q−

1 )

)

.
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Proof of ii)
This follows from (3.15).
Proof of iii)
Step 1: Dini property
Proposition 3.3 implies that N is Dini if ω is Dini. Then we deduce that N̂(u, r) (and then
Ñ(u, r)) is Dini, if ω̃(f, r) is Dini.
Step 2: Estimate (1.5)
The proof of Lemma 3.5 in [13] is straightforward to adapt to our case. Using our Lemma
3.2 instead of Lemma 2.9 in [13], this shows that there exists a polynomial P0 ∈ P̃2 such
that for all ρ ∈ (0, r∗] with r∗ = λ/2

(

1

ρn+2+2p

∫

Q−
ρ

|u− P0|p dx dt
)

1
p

≤ C1

∫ 2ρ

1

N̂(u, s) + ω̃(f, s)

s
ds.

We deduce (1.5) using Proposition 3.3 joint with (3.11).
Step 3: P0 is caloric
From (1.5) and the interior estimates (Theorem 2.1) we also deduce that

uε(x, t) =
(u− P0)(εx, ε

2t)

ε2

converges, as ε → 0, to a function v ≡ 0, which is a solution of

Hv = f(0)−H(P0) with H = ∆− ∂t.

Since f(0) = 0, this shows that P0 is caloric.
Step 4: Bound on the coefficients of P0

We simply apply (1.5) for r = λ/2 and this implies the bound on the coefficients of P0.
This ends the proof of the theorem.

4 Growth estimates for the obstacle problem

In this section we will prove some growth estimates of solutions to (1.6). Some of the results
are of independent interest while some are needed in the sequel.

Proposition 4.1 (Quadratic growth in mean)
Let u be a solution of (1.6) with p ∈ ((n + 2)/2,∞). Then there are positive constants r0
and

C1 = C (1 + σ(1)) ‖u‖Lp(Q−
1 ),

such that
(

1

|Q−
r |

∫

Q−
r

|u|p
)

1
p

≤ C1r
2,

whenever r < r0.

Proof of Proposition 4.1
Define for r ∈ (0, 1]

Sr(u) =

(

1

|Q−
r |

∫

Q−
r

|u|p
)

1
p

.
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By iteration it is sufficient to prove that there exists C > 0 and r0 ∈ (0, 1] such that for all
solutions u of (1.6), for all r ≤ r0 either

Sr(u) ≤ Cr2 (1 + σ(f, 1))

or
Sr(u) ≤ 4−kS2kr(u) for some k ∈ N such that 2kr ≤ 1.

In order to prove that this holds we argue by contradiction. If this does not hold, there are
sequences uj, fj and rj → 0,Cj → ∞ such that

Srj (uj) ≥ Cjr
2
j (1 + σ(fj , 1))

and
Srj (uj) ≥ 4−kS2krj (uj) for all k ∈ N such that 2krj ≤ 1.

Define the rescaled functions

vj(x, t) =
uj(rjx, r

2
j t)

Srj(uj)
.

Then

1. Hvj =
r2j

Srj (uj)
fj(rjx, r

2
j t)χ{vj>0} in Q−

1
rj

,

2. S1(vj) = 1,

3. S2k(vj) ≤ 4k for all k ∈ N with 2krj ≤ 1,

4. vj(0) = 0,

5. vj ≥ 0.

Observing that for ρ ≤ 1/rj we have

(

1

|Q−
ρ |

∫

Q−
ρ

|fj(rjx, r2j t)|p
)

1
p

=

(

1

|Q−
ρrj

|

∫

Q−
ρrj

|fj(x, t)|p
)

1
p

≤ 1 + σ(fj , 1),

we see that Hvj is bounded in Lp(Q−
ρ ) for every ρ and converges to 0. Therefore, by interior

parabolic estimates and the Sobolev embedding (Theorem 2.1 and Theorem 2.2) there exists
a subsequence, again labelled vj , such that vj → v0 locally in Cα and locally weakly in W 2,1

p ,
where v0 satisfies

1. Hv0 = 0 in Rn × R−,

2. S1(v0) = 1,

3. v0(0) = 0,

4. v0 ≥ 0.

This contradicts the strong maximum principle for caloric functions (see Theorem 11 on
page 375 in [9]) and ends the proof of the proposition.

Using Proposition 4.1 we prove the following corollary that implies Proposition 1.6.
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Corollary 4.2 (Quadratic growth in the sup-norm)
Under the same assumptions as in Proposition 4.1, there is a constant C2 > 0 such that
there holds

sup
Q−

r

|u| ≤ C2C1r
2 for all r < r0/2,

where r0 and C1 are defined in Proposition 4.1.

Proof of Corollary 4.2
Define

vr(x, t) =
u(rx, r2t)

r2
.

Then Proposition 4.1 implies that for r < r0,
(

1

|Q−
1 |

∫

Q−
1

|vr|p
)

1
p

≤ C1.

Moreover, there holds
(

1

|Q−
1 |

∫

Q−
1

|Hvr|p
)

1
p

≤ 1 + σ(1).

Therefore, by interior estimates (Theorem 2.1)

||vr||W 2,1
p
(Q−

1
2

) ≤ C ′
2C1,

and thus, by the Sobolev embedding (Theorem 2.2)

sup
Q−

1
2

|vr| ≤ C2C1.

Scaling back to u yields the desired result.

5 Non-degeneracy

In this section we prove that solutions of (1.6) cannot decay too fast close to the origin, and
the rate at which this can happen, naturally depends on f .

Proposition 5.1 (Non-degeneracy)
Let p ∈ ((n+ 2)/2,∞). In addition, assume that u solves







Hu = fχ{u>0}

u ≥ 0

∣

∣

∣

∣

in Q−
R,

f(0) = 1.

Then there exists a constant C0 > 0 such that

sup
∂pQ

−
d (x0,t0)

u ≥ d2

2n+ 1
,

whenever Q−
d (x0, t0) ⊂ Q−

R and u(x0, t0) > 2λ, where

λ = C0R
n+2
p d2−

n+2
p

(

1

|Q−
R|

∫

Q−
R

|f(x, t)− f(0)|p
) 1

p

.
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Proof of Proposition 5.1
Let v be the solution of

{

Hv = f − f(0) in Q−
d (x0, t0),

v = 0 on ∂pQ
−
d (x0, t0).

Defining

vd(x, t) =
v(dx+ x0, d

2t + t0)

d2

and fd(x, t) = f(dx+ x0, d
2t + t0), we see that
{

Hvd = fd − f(0) in Q−
1 ,

vd = 0 on ∂pQ
−
1 .

The classical parabolic estimates (Theorem 2.3) imply

||vd||W 2,1
p (Q−

1 ) ≤ C||fd − f(0)||Lp(Q−
1 ).

Applying the Sobolev embedding (Theorem 2.2) and scaling back to v, we deduce

sup
Q−

d (x0,t0)

|v| ≤ d2C0

(

1

dn+2|Q−
1 |

∫

Q−
d (x0,t0)

|f(x, t)− f(0)|p
)

1
p

≤ λ,

with C0 = C∗C|Q−
1 |

1
p . Let

w = u− v − f(0)

(

(x− x0)
2 − (t− t0)

2n+ 1

)

.

Then
Hw = 0 in Q−

d (x0, t0) ∩ {u > 0}.
Moreover, w(x0, t0) = u(x0, t0) − v(x0, t0) > λ. Therefore, by the maximum principle, w
attains its positive maximum > λ on ∂p(Qd(x0, t0) ∩ {u > 0}). Whenever u = 0 we have
w ≤ λ. Thus, the maximum is attained on {u > 0} ∩ ∂pQd(x0, t0) and we have

λ < sup
{u>0}∩∂pQd(x0,t0)

w ≤ sup
{u>0}∩∂pQd(x0,t0)

u− d2

2n+ 1
+ λ.

The result follows.
A corollary from this non-degeneracy follows below.

Corollary 5.2 (Weak non-degeneracy)
Let p ∈ ((n+ 2)/2,∞). Assume that um and fm verify











































Hum = fmχ{um>0}

um ≥ 0

∣

∣

∣

∣

in Q−
R,

fm(0) = 1,

τm =

(

1

|Q−
R|

∫

Q−
R

|fm(x, t)− fm(0)|p
)

1
p

→ 0

um → u∞ in L∞
loc(Q

−
R)

∣

∣

∣

∣

∣

∣

∣

as m → ∞.
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Then for any compact K ⊂ {u∞ = 0}◦ ∩ Q−
R (where {u∞ = 0}◦ denotes the interior of the

set {u∞ = 0}), there exists a constant C > 0 (independent of τm) such that

um ≤ Cτm in K.

Proof of Corollary 5.2
We argue by contradiction. Choose d such that

((

⋃

P∈K

Q−
d (P )

)

⋂

{t ≤ 0}
)

⊂⊂ Q−
R ∩ {u∞ = 0}.

Suppose that um(Pm) ≥ Cmτm for Pm ∈ K and Cm → ∞. Clearly, for m large enough we
have

λm = C0R
n+2
p d2−

n+2
p

(

1

|Q−
R|

∫

Q−
R

|fm(x, t)− fm(0)|p
)

1
p

<
Cmτm
2

,

and thus
um(Pm) > 2λm.

Then, from Proposition 5.1, we know that

sup
Q−

d (Pm)

um ≥ d2

2n+ 1
,

which implies

sup
Q−

d (P∞)

u∞ ≥ d2

2n+ 1
,

where Pm → P∞ ∈ K. This is a contradiction.

6 A compactness result

The main result of this section will be Corollary 6.7 which shows the compactness in Lp of
certain sequences. This result will be applied in the next section.

Lemma 6.1 (Cacciopoli type estimate)
Let u be a solution of

(6.1)







Hu = fχ{u>0}

u ≥ 0

∣

∣

∣

∣

in Q−
1 ,

f(0) ≥ 0,

and P be a solution of (6.1) with f replaced by the constant function f(0). Furthermore,
set w = u − P and W = w|w| p2−1 for p ∈ (1,+∞). Then for any η ∈ C∞

0 (Rn+1) such that
supp η ⊂ Qr with 0 < r ≤ 1, we have

(6.2)

∫

Q−
1

2(p− 1)

p2
|∇W |2η2 + f(0)(χ{u>0} − χ{P>0})|w|p−2wη2 +

∫

B1×{0}

η2
W 2

p

≤
∫

Q−
1

2

p− 1
W 2|∇η|2 + 2

p
|ηηt|W 2 + ω(r)|Q−

r |
(

1

|Q−
r |

∫

Q−
r

η2p
′

W 2

)
1
p′

.
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Proof of Lemma 6.1
Recall that w = u− P solves the equation

Hw = fχ{u>0} − f(0)χ{P>0} in Q−
1 .

Multiplying this equation with η2w|w|p−2 we get
∫

Q−
1

(Hw)η2w|w|p−2 =

∫

Q−
1

(

f(0)(χ{u>0} − χ{P>0})w|w|p−2η2 + (f − f(0))χ{u>0}w|w|p−2η2
)

.

Furthermore,
∫

Q−
1

(Hw)η2w|w|p−2 =

∫

Q−
1

η2w|w|p−2∆w + 2ηηt
|w|p
p

−
∫

Q−
1 ∩{t=0}

η2
|w|p
p

,

and
∫

Q−
1

−η2w|w|p−2∆w =

∫

Q−
1

4(p− 1)

p2
η2|∇W |2 + 4

p
ηW∇η∇W.

Therefore, with λ = 4(p−1)
p2

we have

∫

Q−
1

λη2|∇W |2 + f(0)(χ{u>0} − χ{P>0})|w|p−2wη2 +

∫

Q−
1 ∩{t=0}

η2
W 2

p

≤
∫

Q−
1

−4

p
ηW∇η∇W + 2ηηt

W 2

p
+ η2|f − f(0)|W

2(p−1)
p

≤
∫

Q−
1

1

2

(

λη2|∇W |2 + 16

p2
λ−1W 2|∇η|2

)

+ 2ηηt
W 2

p
+ ω(r)|Q−

r |
(

1

|Q−
r |

∫

Q−
r

η2p
′

W 2

)
1
p′

.

This implies
∫

Q−
1

1

2
λη2|∇W |2 + f(0)(χ{u>0} − χ{P>0})|w|p−2wη2 +

∫

Q−
1 ∩{t=0}

η2
W 2

p

≤
∫

Q−
1

8

p2
λ−1W 2|∇η|2 + 2|ηηt|

W 2

p
+ ω(r)|Q−

r |
(

1

|Q−
r |

∫

Q−
r

η2p
′

W 2

)
1
p′

,

which is the desired inequality.

Lemma 6.2 (L∞
t L2

x-estimates for W )
Under the same assumptions as in Lemma 6.1, we have for any t0 ∈ [−1

4
, 0]

∫

Q−
1
2

∩{t=t0}

W 2 ≤ C

(

∫

Q−
1

W 2 + (ω(1))p

)

.

Proof of Lemma 6.2
Let wt0(x, t) = w(x, t− t0) with ut0(x, t) = u(x, t− t0) and P t0(x, t) = P (x, t− t0). Then we
have

Hwt0 = f t0χ{ut0>0} − f(0)χ{P t0>0} in Q−√
1−t20

.
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Put W t0 = W (x, t − t0) and take η ∈ C∞
0 (Rn+1) such that supp η ⊂ Qr with r > 1/2 and

1/4+ r2 < 1 (so that Q−
r ⊂ Q−√

1−t20
), and η = 1 on B 1

2
×{t = 0}. We now apply the proof of

Lemma 6.1 to W t0 together with Young’s inequality applied to the last term of (6.2). This
gives

∫

Q−
1 ∩{t=0}

(W t0)2η2 ≤ C

(∫

Q−
r

(W t0)2 +

∫

Q−
r

|f t0 − f(0)|p
)

.

Since
∫

Q−
r

(W t0)2 ≤
∫

Q−
1

W 2,

∫

Q−
r

|f t0 − f(0)|p ≤
∫

Q−
1

|f − f(0)|p = |Q−
1 |(ω(1))p

and
∫

Q−
1
2

∩{t=t0}

W 2 ≤
∫

Q−
1
2

∩{t=0}

(W t0)2η2,

this implies the result.

Corollary 6.3 (Lq
tW

1,q
x -estimates for w)

Under the same assumptions as in Lemma 6.1, there is q ∈ (1, p] such that for any 0 < r < 1,
we have

∫

Q−
r

|∇w|q ≤ C(p, r, ω(1), ||w||Lp(Q−
1 )).

Proof of Corollary 6.3
We divide the proof into two cases, depending on whether p > 2 or not. In order to clarify
the dependence of ω on p, we write it ωp.
Case 1: p ≥ 2. In this case we can simply apply Lemma 6.1 with p = 2 to obtain for
0 < r < 1:

∫

Q−
r

|∇w|2 ≤ C(r, ω2(1), ||w||L2(Q−
1 )) ≤ C(r, ωp(1), ||w||Lp(Q−

1 ))

Case 2: p < 2. We compute for 0 < r < 1:

∫

Q−
r

|∇w|q =

∫

Q−
r

|∇w|q|w|q(p/2−1)|w|−q(p/2−1)

≤
(
∫

Q−
r

|∇w|2wp−2

)q/2(∫

Q−
r

(|w|−q(p/2−1))(2/q)
′

)1/(2/q)′

≤ C(r, ωp(1), ||w||Lp(Q−
r ))

The first factor can be estimated using Lemma 6.1 and the second one by C||w||Lp(Q−
r ).

This is due to the fact that (2/q)′ = (1 − q/2)−1 which implies that the exponent of w is
−q(p/2− 1)/(1− q/2) = −q(p− 2)/(2− q). We realize that for q = 1 this equals 2− p < p,
and hence if we take q > 1 small enough the exponent will be less than p.
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Lemma 6.4 (Partial L1-estimates of the right hand side)
Under the same assumptions as in Lemma 6.1, for any 0 < r < 1 there holds

(6.3)

∫

Q−
r

f(0)|(χ{u>0} − χ{P>0})| ≤ C(p, r, ω(1), ||w||Lp(Q−
1 )).

Proof of Lemma 6.4
For ε ≥ 0 define

sgnε(w) =







1 if w > ε,
w
ε

if |w| ≤ ε,
−1 if w < −ε,

and hε = f(0)(χ{u>0} − χ{P>0}) sgnε(w). As before we have

Hw = (f − f(0))χ{u>0} + f(0)(χ{u>0} − χ{P>0}).

Take η ∈ C∞
0 (Q−

ρ ) with η = 1 on Q−
r for r < ρ < 1. Multiplying the equation by sgnε(w)η

2

yields
∫

Q−
1

hεη
2 = −

∫

Q−
1

(f − f(0))χ{u>0}η
2 sgnε(w) +

∫

Q−
1

(Hw) sgnε(w)η
2.

We observe that sgnε(w) is the derivative of a convex function βε(w) ≥ 0. Therefore

∫

Q−
1

(Hw) sgnε(w)η
2 =

∫

Q−
1

η2 sgnε(w)∆w + 2ηηtβε(w)−
∫

Q−
1 ∩{t=0}

η2βε(w),

and

−
∫

Q−
1

η2 sgnε(w)∆w =

∫

Q−
1

|∇w|21
ε
χ{|w|≤ε}η

2 + 2η∇η∇w sgnε(w).

Adding up, this gives
∫

Q−
1

hεη
2 +

∫

Q−
1 ∩{t=0}

η2βε(w) +

∫

Q−
1

|∇w|21
ε
χ{|w|≤ε}η

2

≤
∫

Q−
1

|f − f(0)|η2 + 2|ηηt|βε(w) + 2η|∇η∇w|.

Observing that |βε(w)− |w|| ≤ ε/2, we see

∫

Q−
r

hε ≤ Cω(1) + C(r)
(

||w||L1(Q−
1 ) + ε+ ||∇w||L1(Q−

ρ )

)

.

Hence, the Dominated convergence theorem implies hε → h0 = f(0)
(

χ{u>0} − χ{P>0}

)

sgn(w)
in L1(Q−

r ). Thus, by Corollary 6.3,

∫

Q−
r

h0 ≤ C(p, r, ω(1), ||w||Lp(Q1)),

which gives (6.3). This ends the proof of the lemma.

Below we state a result of Simon we will be using (see Theorem 6 on page 86 in [14]) and
a small lemma that we will need.
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Theorem 6.5 (Compactness in Banach spaces)
Let X0 ⊂ X ⊂ X1 be Banach spaces such that X0 is compactly embedded in X and X is
continuously embedded in X1. Moreover, assume that uk is a sequence of functions such that
for some q > 1

||uk||Lq(I;X) + ||uk||L1(I;X0) + ||∂tuk||L1(I;X1) ≤ C,

where I ⊂ R is a compact interval. Then there is a subsequence ukj that converges in
Lp(I;X) for all 1 ≤ p < q.

Lemma 6.6 (Inclusion in dual spaces)
For any r there holds

∇Ls(Br) ⊂ W−1,s(Br)

and
L1(Br) ⊂ W−1,s(Br),

whenever
1 < s <

n

n− 1
.

Proof of Lemma 6.6
We first we prove the inclusion

∇Ls(Br) ⊂ W−1,s(Br),

where W−1,s(Br) is by definition the dual of the space W 1,s′

0 (Br) with 1/s + 1/s′ = 1. Let
f ∈ Ls(Br) and φ ∈ C∞

0 (Br). Then, by Hölder’s inequality

|〈∇f, φ〉| = |〈f,∇φ〉| ≤ ||f ||Ls(Br)||φ||W 1,s′

0 (Br)
.

Since C∞
0 (Br) is dense in W 1,s′(Br), this implies

||∇f ||W−1,s(Br) = ||∇f ||
(W 1,s′

0 (Br))∗
≤ ||f ||Ls(Br).

Now we prove that L1(Br) ⊂ W−1,s(Br) when s < n
n−1

. In order to do so, take g ∈ L1(Br)

and φ ∈ W 1,s′

0 . Hölder’s inequality implies

∣

∣

∣

∣

∫

Br

gφ

∣

∣

∣

∣

≤ ||g||L1(Br)||φ||L∞(Br) ≤ ||g||L1(Br)||φ||W 1,s′(Br)
,

whenever s′ > n, which is equivalent to s < n
n−1

. This ends the proof of the lemma.

Combining these two results with the previous section, we can conclude to the following
compactness result.

Corollary 6.7 (Compactness)
Assume we have sequences of functions uk and Pk such that







Huk = fkχ{uk>0}

uk ≥ 0

∣

∣

∣

∣

in Q−
1 ,

fk(0) ≥ 0,
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and
{

HPk = fk(0)χ{Pk>0}

Pk ≥ 0

∣

∣

∣

∣

in Q−
1 .

Assume further that with wk = uk − Pk there holds for some p ∈ (1,+∞)

(6.4) ||wk||Lp(Q−
1 ) + ω(fk, 1) ≤ C.

Then there is a subsequence of wk converging in Lp(Q−
1
2

). Moreover there is q > 1 such that

(6.5) ||wk||Lq
t (W

1,q
x )(Q−

1
2

) ≤ C.

Proof of Corollary 6.7
The proof is divided into two parts.
Part 1: (Convergence a.e.)
From Lemma 6.2 and Corollary 6.3 it follows that (for q > 1)

(6.6) ||wk||L∞
t (Lp

x)(Q
−
1
2

), ||∇wk||Lq
t (L

q
x)(Q

−
1
2

) ≤ C.

Moreover,

∂twk = div(∇wk) + fk(0)(χ{uk>0} − χ{Pk>0}) + (fk − fk(0))χ{uk>0} = ak + bk + ck.

By Lemma 6.6, up to reducing q < n
n−1

, we have ∇Lq(Br) ⊂ W−1,q(Br) for any Br. Then
Corollary 6.3, Lemma 6.4 and (6.4) imply that

||ak||L1
t (W

−1,q
x )(Q−

1
2

), ||bk||L1(Q−
1
2

), ||ck||L1(Q−
1
2

) ≤ C.

Lemma 6.6 also implies that L1(Br) ⊂ W−1,q(Br) for any Br. Therefore

||∂twk||L1
t (W

−1,q
x )(Q−

1
2

) ≤ C ′.

Now we wish to apply Theorem 6.5. Let X0 = W 1,q(B 1
2
), X = L1(B 1

2
) and X1 = W−1,q(B 1

2
).

We can then conclude that there is a subsequence of wk that converges in L1
t (L

1
x)(Q

−
1
2

) =

L1(Q−
1
2

). Hence, there is a subsequence that converges a.e..

Part 2: (Lp-convergence)
We wish to apply Theorem 6.5 to the sequence |wk|p. In order to be able to do that, we need
estimates.
Step A: Bound on ∇|wk|p
We set Wk = wk|wk|

p
2
−1. We observe that from Lemma 6.2 and (6.4), we have

(6.7) ||Wk||L∞
t (L2

x)(Q
−
1
2

) ≤ C1.

On the other hand, Lemma 6.1 implies

(6.8) ||∇Wk||L2
t (L

2
x)(Q

−
1
2

) ≤ C2.
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Therefore, from the elliptic Sobolev embedding (with an abuse of notation if n = 1)

(6.9) ||Wk||
L2
t (L

2n
n−2
x )(Q−

1
2

)
≤ C3.

Then the interpolation between (6.7) and (6.9) gives for any α ∈ (0, 1) (this is a classical
result which can for instance be easily deduced from the Lp-interpolation in Brezis [6] page
57)

||Wk||
L
pαt
t (L

pαx
x )(Q−

1
2

)
≤ C4,

with
1

pαt
=

1− α

∞ +
α

2
<

1

2
,

1

pαx
=

1− α

2
+

α
(

2n
n−2

) <
1

2
.

This implies the existence of some p0 > 2 such that

(6.10) ||Wk||Lp0(Q−
1
2

) ≤ C5.

Then, with the q given in Part 1

1

2q

∫

Q−
1
2

|∇|wk|p|q =
1

2q

∫

Q−
1
2

|2Wk∇Wk|q

≤





∫

Q−
1
2

|∇Wk|2




q
2




∫

Q−
1
2

|Wk|q(
2
q
)′





1

( 2q )′

.

But q(2
q
)′ = 2q

2−q
is increasing in q with value 2 for q = 1. Therefore, under our assumptions,

and up to reducing q > 1, we can chose q such that q(2
q
)′ ≤ p0. We then use (6.8) and (6.10)

to conclude that

(6.11) ||∇|wk|p||Lq(Q−
1
2

) ≤ C6.

Step B: Using the PDE to conclude
In order to obtain some information about ∂t|wk|p we need to play with the equation for wk

again. Multiplication by |wk|p−1 sgn(wk) gives

− ∂t

( |wk|p
p

)

+ |wk|p−1 sgn(wk)∆w

=
{

fk(0)(χ{uk>0} − χ{Pk>0}) + (fk − fk(0))χ{uk>0}

}

|wk|p−1 sgn(wk).

Rearranging a bit this yields

−∂t

(

|wk|
p

p

)

=
{

fk(0)(χ{uk>0} − χ{Pk>0}) + (fk − fk(0))χ{uk>0}

}

|wk|p−1 sgn(wk)

− div((|wk|p−1 sgnwk∇wk)

+(p− 1)|wk|p−2|∇wk|2

= ak + bk + ck.
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An observant reader might see that a priori, the calculations above are not valid other than
in some formal sense. However, a simple approximation argument can make this rigorously
justified. Now, Lemma 6.1, the bound (6.4) and Hölder’s inequality imply that

(6.12) ||ak||L1(Q−
1
2

), ||ck||L1(Q−
1
2

) ≤ C.

Estimate (6.11) and Lemma 6.6 imply

||bk||L1
t (W

−1,q
x )(Q−

1
2

)

and estimate (6.12) and Lemma 6.6 imply

||ak||L1
t (W

−1,q
x )(Q−

1
2

), ||ck||L1
t (W

−1,q
x )(Q−

1
2

) ≤ C.

Hence,
||∂t|wk|p||L1

t (W
−1,q
x )(Q−

1
2

) ≤ C.

Applying Theorem 6.5 for the sequence |wk|p with X0 = W 1,q(B 1
2
), X = L1(B 1

2
) and X1 =

W−1,q(B 1
2
), we find that, up to a subsequence, |wk|p converges in L1. This, together with

the a.e.-convergence of a subsequence of wk, implies the existence of a subsequence of wk

converging in Lp(Q−
1
2

).

Part 3: (Proof of (6.5))
Finally, (6.5) follows from Corollary 6.3 and the bound (6.4).
This ends the proof of the corollary.

7 Decay estimates and the proof of Theorem 1.7

The aim of this section is to prove Theorem 1.7. The key result is Proposition 7.2. We define

N(u, ρ) = inf
P∈Preg

(

1

ρn+2+2p

∫

Q−
ρ

|u− P |p dx dt
)

1
p

,

and
M(u, r) = sup

0<ρ≤r
N(u, ρ),

which is nothing else than the quantity Mreg(u, r) defined in the introduction.
We will need the following result:

Lemma 7.1 (Estimates of N in larger balls)
If

N(u, 1) = ||u− P1||Lp(Q−
1 ),

with P1 ∈ Preg, then for any ρ ≥ 1,

(

1

ρn+2+2p

∫

Q−
ρ

|u− P1|p dx dt
) 1

p

≤ C1

∫ 2ρ

1

N(u, s)

s
ds.
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Proof of Lemma 7.1
The proof of this lemma is similar to the proof of Lemma 2.9 in [13], which is proved by
decomposing Bρ into dyadic balls and estimating the quantities in each of the balls. We
notice in particular that for α ∈ [1, 2], we have

N(u, αρ) ≤ 22+
n+2
p N(u, 2ρ),

which is used in order to get the result with the integral of N on the right hand side.

Proposition 7.2 (Decay estimate)
Let u be a solution of (1.6). Then there are constants M0, C0 > 0, r0, λ, µ ∈ (0, 1) such that
for all r < r0

M(u, r) ≤ M0 =⇒ M(u, λr) < µM(u, r) or M(u, r) < C0σ(f, r).

Proof of Proposition 7.2
Step 1: Construction of sequences and a priori estimates
We argue by contradiction. If this is not true, we can find Ck → ∞, Mk, rk, λk → 0 and
µk → 1 such that the statement above fails with the corresponding functions uk and fk, i.e.,
we have M(uk, rk) ≤ Mk but still

M(uk, λkrk) ≥ µkM(uk, rk) and M(uk, rk) ≥ Ckσ(fk, rk).

We note that by our assumption, M(uk, λkrk) → 0. This implies that we can, passing to
another subsequence if possible, assume that for some 0 < ρk ≤ λkrk

M(uk, λkrk)

1 + 1/k
≤ N(uk, ρk) = εk → 0.

Define the rescaled functions

vk(x, t) =
uk(ρkx, ρ

2
kt)

ρ2k
and

(7.1) wk(x, t) =
uk(ρkx, ρ

2
kt)− Pk(ρkx)

εkρ
2
k

,

where Pk ∈ Preg is a half-space function realizing the infimum defining N(uk, ·) at the level
ρk. Now, we wish to pass to the limit, but before doing that we need to gather up some
informative estimates mainly on the functions wk.

By definition

(7.2) inf
P∈Preg

(

∫

Q−
1

∣

∣

∣

∣

wk −
P − Pk

εk

∣

∣

∣

∣

p

dx dt

)
1
p

= 1.

Moreover, with sρk ≤ rk, we have

inf
P∈Preg

(

1

sn+2+2p

∫

Q−
s

∣

∣

∣

∣

wk −
P − Pk

εk

∣

∣

∣

∣

p

dx dt

)
1
p

=
N(uk, sρk)

εk

≤ M(uk, rk)

εk
≤ M(uk, λkrk)

εkµk
≤ 1 + 1/k

µk
.(7.3)
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Since

N(vk, 1) =

(

∫

Q−
1

|vk − Pk|p dx dt
)

1
p

,

we also have for s ∈ (1, rk
2ρk

)

(7.4)

(

1

sn+2+2p

∫

Q−
s

|wk|p dx dt
) 1

p

=
1

εk

(

1

sn+2+2p

∫

Q−
s

|vk − Pk|p dx dt
) 1

p

≤ C1

εk

∫ 2s

1

M(vk, τ)

τ
dτ =

C1

εk

∫ 2s

1

M(uk, τρk)

τ
dτ

≤ C1

εk

∫ 2s

1

M(uk, rk)

τ
dτ ≤ C1

εk

1 + 1/k

µk
N(uk, ρk) ln 2s

≤ C2 ln 2s,

where, in the second line we have used Lemma 7.1. Up to rotating our coordinates we can
assume that

Pk(x, t) =
1

2
(max(0, x1))

2 .

Then
Hwk = gk in {vk > 0} ∩ {x1 > 0},

with

gk(x, t) =
fk(ρkx, ρ

2
kt)− fk(0)

εk
and fk(0) = 1.

Furthermore, for any 0 < r < rk
ρk

→ ∞ as k → ∞, there holds

(

1

|Q−
r |

∫

Q−
r

|gk|p dx dt
)

1
p

≤ σ(fk, ρkr)

εk
≤ M(uk, rk)

Ckεk
≤ M(uk, λkrk)

µkCkεk
≤ 1 + 1/k

µkCk

→ 0.

Step 2: Passing to the limit
Corollary 6.7 implies that, up to a subsequence, the sequence wk converges to some function
w∞ in Lp

loc. From the Lp-bound (7.4) on wk and (7.1) it follows that

vk → P∞ =
1

2
(max(x1, 0))

2 in Lp
loc.

From (7.4) we deduce that for any s > 1 there holds

(7.5)

(

1

sn+2+2p

∫

Q−
s

|w∞|p dx dt
)

1
p

≤ C2 ln 2s.

We define the tangent space of Preg at P∞ as

TP∞Preg =
{

x+
1 (x, β) where β = (β1, . . . , βn) ∈ R

n and β1 = 0
}

,

which is exactly the set of all possible limits of

P̃k − P∞

εk
,
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as k → ∞, with εk → 0 and P̃k → P∞. Then from (7.2) together with the local Lp-
convergence of wk

(7.6) inf
q∈TP∞Preg

(

∫

Q−
1

|w∞ − q|p dx dt
)

1
p

= 1.

Moreover, (7.3) gives that for any s > 0,

(7.7) inf
q∈TP∞Preg

(

1

sn+2+2p

∫

Q−
s

|w∞ − q|p dx dt
)

1
p

≤ 1.

From the equation for wk it follows that

(7.8) Hw∞ = 0 in {P∞ > 0} = {x1 > 0}.

In addition
Hvk = fk(ρkx, ρ

2
kx)χ{vk>0},

where the right hand side is bounded in Lp
loc. Therefore, by the interior estimates and

the Sobolev embedding (Theorem 2.1 and Theorem 2.2), for a subsequence vk → P∞ in
L∞
loc. Moreover, the weak non-degeneracy (Corollary 5.2) implies that for any compact

K ⊂ {x1 < 0} ∩Q−
R, we have

vk ≤ Cσ(fk, Rρk) in K.

Thus,

wk ≤
Cσ(fk, Rρk)

εk
= Cσ(gk, R) → 0 in K,

as k → ∞, and then

(7.9) w∞ = 0 in {x1 < 0}.

Finally, from (6.5) in Corollary 6.7, we also deduce w∞ ∈ (Lq
t (W

1,q
x ))loc for some q > 1.

Step 3: Identification of the limit and contradiction
Since {x1 = 0} is of codimension one in space and does not depend on time, there is a trace
of w∞, enjoying the estimate

||w∞||Lq(Q−
r ∩{x1=0}) ≤ C||w∞||Lq

t (W
1,q
x )(Q−

r ∩{x1<0}),

for any r > 0. From (7.9), we deduce that

w∞ = 0 on {x1 = 0}.

Define w∗ to be the odd reflection of w∞ with respect to the plane {x1 = 0}. Due to (7.8), w∗

is caloric in Rn × (−∞, 0). Moreover, by (7.5), w∞ grows strictly slower than r3 at infinity.
This implies that w∗ is a caloric polynomial, and

w∗(x, t) = αt+ P (x),

where P is a polynomial of degree less than or equal to two. Taking s → 0 in (7.7), we
see that P must be homogeneous of degree two. Indeed, any linear (spatial) or constant
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part of w∞ would make the right hand side of (7.7) blow up as s → 0. Since w∗ vanishes
on {x1 = 0}, we have α = 0 and w∗ must be a spatial harmonic polynomial homogeneous
of degree two. Therefore, as in [13] (Step 3 of the proof of Proposition 6.2), we see that
w∗ ∈ TP∞Preg which contradicts (7.6). This ends the proof of the proposition.

Proof of Theorem 1.7
The theorem follows by combining Proposition 3.2 in [13] with the present Proposition 7.2.
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