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Abstract. Brain extraction is an important step in the analysis of brain
images. Variability in brain morphology and intensity characteristics due
to different imaging sequences makes the development of a general pur-
pose brain extraction algorithm challenging. Purpose: To address this
issue, we propose a new robust method (BEaST) for brain extraction.
Methods: The method is based on nonlocal segmentation embedded in a
multiresolution framework. A library of 50 priors are semi-automatically
constructed from the NIHPD, ICBM, and ADNI databases. Results: A
mean Dice coefficient of 0.9834+0.0053 is obtained when performing
leave-one-out cross validation. Validation using the online available Seg-
mentation Validation Engine resulted in a top ranking position with a
mean Dice coefficient of 0.978140.0047. Conclusions: The segmentation
accuracy of the method is comparable to that of a recent label fusion ap-
proach, while being 40 times faster and requiring a much smaller library
of priors.

Keywords: Brain extraction, skull stripping, patch-based segmenta-
tion, MRI, BET

1 Introduction

Brain extraction (or skull stripping) is an important step in many neuroimag-
ing analyses, such as registration, tissue classification, and segmentation. While
methods such as the estimation of intensity normalization fields and registration
do not require perfect brain masks, other methods such as measuring cortical
thickness rely on accurate brain extraction to work properly. In cases of incorrect
brain extraction, subjects may be excluded from further processing, a potentially
expensive consequence for most studies. The solution of manually correcting the
brain masks is a labor intensive and time consuming task.

An accurate brain extraction method should separate all tissue external to
the brain, such as skull, dura, and eyes, from the brain tissue without removing

* Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) database (www.loni.ucla.edu/ADNI). As such, the investigators
within the ADNI contributed to the design and implementation of ADNI and/or provided data but
did not participate in analysis or writing of this report. A complete listing of ADNI investigators
can be found at: http:/loni.ucla.edu/ADNI/Collaboration/ADNI_Authorship_list.pdf
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any part of the brain. For instance, failure to remove the dura may lead to an
overestimation of cortical thickness [1], while removing part of the brain would
lead to an underestimation.

Several brain extraction methods have been proposed during the last decade
[2-7], and studies evaluating these methods have found varying accuracy [8,9].
While some methods are better at removing non-brain tissue, at the cost of re-
moving brain tissue, others are better at including all brain tissue, at the cost of
including non-brain tissue [8,9] - classical example of sensitivity vs. specificity.
A method that works reliably and robustly on a variety of different brain mor-
phologies and acquisition sequences without requiring adjustment of parameters
would greatly reduce the need for manual intervention and exclusion of subjects
in neuroimaging studies.

Building on recent work on label fusion [10], multi-atlas propagation and seg-
mentation (MAPS) [11] was adapted to brain extraction to address the problem
of variability in anatomy and acquisition, producing more robust results [12].
In label fusion, multiple atlases are selected from a library of labeled images
and, by means of nonrigid registration, merged in the target image to obtain a
segmentation. The method is highly dependent on the accuracy of the nonrigid
registrations. Registration errors may result in later segmentation errors, as all
selected labels typically are weighted equally. Due to the time consuming multi-
ple nonrigid registrations step in MAPS, the processing time per subject on an
Intel® Xeon® CPU (3GHz) is 19 h.

A recent framework inspired by nonlocal means filtering [13] has been intro-
duced to achieve the label fusion task. This method has demonstrated promising
segmentation results without the need for nonrigid registrations [14]. Instead of
performing the fusion of nonlinearly deformed template structures, this method
achieves the labeling of each voxel individually by comparing its surrounding
neighbourhood with patches in training subjects in which the labels of the cen-
tral voxels are known. The patch-based segmentation method cannot be directly
applied to brain extraction, because 7) false positives are likely to occur as extra-
cerebral tissue may resemble brain within the patch structure, and i) the com-
putational complexity is high and becomes a problem for large structures. To
address these issues, we propose to apply a multiresolution approach to the patch
based segmentation for performing brain extraction.

2 Methods

The proposed method, Brain Extraction based on nonlocal Segmentation Techni-
que (BEaST), is inspired by the patch-based segmentation published in [14]. As
done in [14], we use sum of squared differences (SSD) as the metric for distance
between patches. Thus, we perform intensity normalization and spatial normal-
ization before constructing the library of priors. The gold standard of library
priors is constructed using a semi-automatic method that involves manual cor-
rection of the brain masks, because manual brain segmentation from scratch is
a time consuming process.

The following describes the normalization, construction of the library con-
taining the priors, and fundamental patch-based segmentation method as well
as our contribution of embedding the method in a multiresolution approach to
improve segmentation accuracy and computation time. Our main contribution
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is the development of a robust procedure to identify accurate brain masks with
an extensive validation on multiple datasets acquired on different scanners.

2.1 Normalization

Image intensity normalization is performed by first applying the bias field correc-
tion algorithm N3 [16] followed by a linear intensity normalization, which scales
the intensities to the range [0;100] using 0.1%-99.9% of the voxels in the intensity
histogram. Spatial normalization is done by 9-parameter linear registration to
the publicly available ICBM152 average [17] (stereotaxic space=193x229x193
with isotropic 1 mm voxels).

2.2 Definition of brain mask

Our goal for the brain extraction is to include all grey matter (GM) and white
matter (WM) as well as internal CSF and some external CSF. Thus ventricles
and deep sulci should be included in the resulting segmentation while all dura,
exterior blood vessels, and nerves should be excluded. This definition is similar
to results produced by the popular Brain Extraction Toolkit (BET) [4], except
we aim at consistently excluding the superior sagittal and transverse sinuses
and the optic chiasms, which in most cases are included in BET segmentations.
Furthermore, BET sometimes includes dura proximate to the brain, caratid ar-
teries, ocular fat / muscle, and parts of the eyes, while cutting off gyri in cases
of atrophied brains. Our aim is to eliminate such errors in a consistent manner.

2.3 Construction of library priors

The library of segmentation priors is built from data in the NIH Pediatric
Database (NIHPD) [18] (age: 5-18y), the International Consortium for Brain
Mapping (ICBM) database [19] (age: 18-43y), and the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) database [20] (age: 55-91y). The NIHPD and ICBM
databases consist of healthy subjects, while the ADNI database, in addition to
cognitive normal (CN) subjects, contains scans of subjects with Alzheimer’s dis-
ease (AD) and mild cognitive impairment (MCI). This way the entire human
life span is almost covered and subjects with atrophic morphology are included,
which provides a representative library of priors for performing brain extraction.

We chose 10 random T1-weighted (T1w) magnetic resonance (MR) scans
from each of the NIHPD and ICBM databases. From the ADNI database we
chose 10 random T1w MR scans at the baseline timepoint from each class (CN,
MCI, AD). In total, our library consists of 50 priors.

The NIHPD and ICBM databases contain T2w and PDw images in addition
to Tlw images. T1lw images have high signal for the brain tissue, while T2w
and PDw images have high signal for cerebro-spinal fluid (CSF) (see Fig. 1). We
utilize this in defining the library priors. By adding intensities from the three
different sequences we obtain an image with a very high signal for the intra-
cranial cavity (ICC), which can be easily extracted using BET. From the ICC
segmentation we use Fast Accurate Cortex Extraction (FACE) [21] to delineate
the boundary between GM and CSF in the cerebrum. Cerebellum and brain stem



4 S.F. Eskildsen et al.

are added by non-linearly fitting masks in stereotaxic space. Finally, extensive
and careful manual corrections were performed to get an optimal brain segmen-
tation matching our definition. On average, such corrections took between 1-2
hours per brain.

Priors from the ADNI database are constructed using the semi-automatic
segmentations used in MAPS [12], which are publicly available at the ADNI
website. These segmentations are accurate definitions of the GM and WM of
the brain, but all interior CSF is excluded (see Fig 2). Therefore, we deform a
spherical mesh initialized around the brain to fit smoothly along the border of
the segmentation. This way we obtain a similar definition of a brain segmentation
as for the NIHPD and ICBM data. Finally, these segmentations were manually
corrected in the same way as the NTHPD and ICBM data.

All library priors were flipped along the midsagittal plane to increase the size
of the library utilizing the symmetric properties of the human brain.

2.4 Patch-based segmentation

We use the patch-based segmentation method described in [14]. In brief, a label
is applied to a given voxel in the target image based on the similarity of its
surrounding patch P(xz;) to all the patches P(x ;) in the library. For each voxel
x; of the target image, the surrounding neighbourhood V; is searched for similar
patches in the N library images. A nonlocal means estimator v(x;) is used to
estimate the label at z;:

Yoy Ysev, wlwi, ws )l (s )
v(xz;) = - , 1
) Yol Y e, wwi, wy 5) W

where (x5 ;) is the label of voxel z, ; at location j in library image s. We used
l(zs;) € {0,1}, where 0 is background and 1 is object (brain). The weight
w(x;, xs,5) assigned to label I(z, ;) depends on the similarity of P(x;) to P(zs ;)
and is computed as:

Pz, P(zs )13
w(x;, Ts;) =€ h2 , (2)
where |||z is the L2-norm, normalized by the number of elements and computed
between each intensity of the elements of the patches P(z;) and P(xs ;). The
parameter h of the weighting function is locally adapted as in [14].
Computation time rises quickly if these calculations are to be made for all
patches in all library images. To decrease computation time, the N closest images
from the library are selected based on their similarity to the target image within
a defined region of interest (ROI) (initialization mask, see eq. 3). The similarity
is calculated as the SSD between the target and each library image. Furthermore,
to reduce the number of patches to consider, preselection of patches is done as
proposed in [14]. Finally, an initialization mask M is constructed as the union
of all segmentation priors S; minus the intersection of all .S;:

M:(51USQU...USN)\(SlﬂSQﬂ...ﬂSN). (3)

The patch-based segmentation is performed within this ROI only under the
assumption that the library is representative of all brain sizes after spatial nor-
malization. This approach reduces the ROI by 50% compared with the union of
all S; and by 85% compared with the entire stereotaxic space (Fig. 3).
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X . yl&""d
C) FACE -mask D) Final-mask

Fig. 1. Construction of library priors using multiple modalities. A) Intensities from
Tlw, T2w, and PDw images are added. B) BET is used to produce an ICC mask.
C) FACE is used to delineate the cortical boundary and produce a cerebrum mask.
D) Cerebellum and brain stem are added by stereotaxic masks, and the mask is man-
ually corrected.

2.5 Multiresolution framework

In order to obtain optimal performance for brain extraction, the patch size needs
to be large compared to the patch sizes used for smaller structures, such as the
hippocampus. A large patch size is needed to avoid inclusion of extra-cerebral
tissue, such as dura. This is computationally impractical in the native resolution.
Therefore, we suggest to embed the patch based segmentation in a multiresolu-
tion framework, which provides the opportunity to have large patch sizes while
still being computationally practical.

In brief, the multiresolution framework enables propagation of segmentation
across scale by using the resulting segmentation at the previous scale to initialize
the segmentation at the current one.

The library images, labels, initialization mask, and target image at the stereo-
taxic resolution V7 are all resampled to a lower resolution V=%, and the patch-
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Fig. 2. Adaptation of library priors using deformable surface. A) Semi-automatic
GM/WM mask as used by MAPS [12]. B) Adapted mask generated by deforming
a surface mesh to the boundary of the GM/WM mask and manually corrected.

based segmentation is performed. The nonlocal means estimator ’U“j;k(l'i) at the
VI~ resolution is propagated to a higher resolution V7~*+! by upsampling us-
ing trilinear interpolation. The estimator function v{',_k(xi) can be considered
as the confidence level of which label to assign the voxel. Values close to 0 are
likely background, while values close to 1 are likely object. We define a confidence
level « to assign labels to the voxels at each scale. Voxels with v{}_k(mi) < a are

labelled background, and voxels with v{;k(zi) > (1 — ) are labelled object.
Segmentation of these voxels is considered final, and they are excluded from
further processing. Voxels with v{;k(:ri) in the range [o; 1 — a] are propagated
and processed at a higher resolution (V7~*+1). This procedure is repeated until
the resolution of the stereotaxic space V7 is reached. This way the initialization
mask of each resolution step is limited to the voxels with uncertain segmentation
at the previous step (Fig. 3). This greatly reduces the computational cost. At
the stereotaxic resolution, segmentation is done by thresholding the estimator
vy, (x;) at 0.5.

During experiments, we used three resolutions (k = 2) with isotropic voxel
sizes respectively of 4 mm, 2 mm, and 1 mm (stereotaxic space resolution) (see
Fig. 3). We empirically chose confidence level « and variable patch size and
search area depending on the resolution (see table 1).

[Voxel Size (mm)[Patch Size[Search Areal « |

4x4x4 3x3x3 3x3x3 0.2
2X2%X2 3Ix3x3 9Ix9x9 (0.2
Ix1x1 5xbxb | 13x13x13 | -

Table 1. Patch size, search area, and confidence level a chosen for the three resolutions.
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NLM estimator Segmentation

Voxel count:
25,742

Proc. time:
0.17 min

Dice: 0.97

Voxel size:
2 mm

Voxel count:
41,497

Proc. time:
1.20 min

Dice: 0.98

Voxel size:
1 mm

Voxel count:
167,812

Proc time:
28.5 min

Dice: 0.99

Voxel size:
1 mm

Voxel count:
1,650,138

Proc. time:
320 min

Dice: 0.97

Fig. 3. The multiresolution segmentation process (row 1-3) compared to a single reso-
lution approach (row 4). Column 1: Initialization mask. Column 2: Nonlocal means es-
timator map. Column 3: Segmentation by thresholding the NLM estimator and adding
the intersection mask. Processing times are accumulated time from initialization. No-
tice the inclusion of dura in the single resolution approach.

3 Results

We measured the segmentation accuracy in a leave-one-out cross validation
(LOOCV) fashion. Each of the 50 library images was processed with the re-
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maining 49 images as priors, and the resulting segmentation was compared to
manually corrected labels in the library. Fig. 4 shows the Dice coefficients for in-
creasing number of priors selected from the library. As shown in [14], increasing
the number of selected priors improves the segmentation accuracy. In our exper-
iment, accuracy is high even when using only very few selected priors. Increasing
the number of selected priors seems to make the segmentations more consistent.
We chose N = 20 for further experiments. Fig. 6(a) shows the segmentation

Effect of increasing the number of priors used

1.00
L

JEEERETTXXXE

0.99
L

0.98

0.97

o o °

Dice coetficient

o ° o o

0.96

0.95
L

Number of priors selected

Fig. 4. Dice coefficient of segmentations using an increasing number of priors from the
library. Experiment performed by leave-one-out.

accuracy within the different groups used in the experiment. The accuracy on
ICBM data is significantly higher than the accuracy on the other groups tested.
This may be due to the fact that ICBM data are more homogeneous than the
other groups, which lead to higher redundancy and better matches of patches
during the segmentation process.

A comparison to BET was performed by running BET with the optimal pa-
rameters reported in [12]. Fig. 5 shows typical examples of brains masks obtained
by BET and BEaST on the five different groups tested here (NIHPD, ICBM,
ADNI-CN, ADNI-MCI, ADNI-AD). On NITHPD and ICBM data, BET behaves
quite well with only minor segmentation errors, such as inclusion of the trans-
verse sinus and part of the eye sockets. On ADNI data, more serious errors are
found using BET. These include inclusion of dura and cartilage while gyri are
often cut off in atrophic brains. BEaST generally provides a more consistent and
robust segmentation without serious errors.

We measured the segmentation output at each resolution by thresholding the
nonlocal means estimator at 0.5. Fig. 6(b) shows the resulting Dice coefficient
compared to BET. As shown, the accuracy increases along with scale, and at
2 mm voxel sizes (requiring about 1.2 minutes) BEaST has higher accuracy
than BET. The difference in Dice coefficients may seem small. However, when
measuring Dice coefficients in the context of whole brain segmentations, small
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W ERE]

Fig. 5. Typical results using BET and BEaST on the five test groups. Column 1: Man-
ual segmentation. Column 2: BET segmentation. Column 3: BEaST segmentation.
Blue voxels are overlapping voxels in the segmentation compared to the gold standard.
Green voxels are false positives and red voxels are false negatives. Generally, BEaST
consistently removes dura, sinuses and optic chiasms, while this is not the case for
BET.
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Accuracy of different groups BET accuracy compared to BEaST at varying resolutions

1.00
L
1.00
L

=&, &=

0.99
L
0.99
L

0.98
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0.98

o

Dice coefficient

0.97
0.97
t

Dice coefficient

0.96
!
0.96

0.95
L
0.95
L

T T T T T T T
NIHPD ICBM ADNI-CN  ADNI-MCI  ADNI-AD BET 4mm 2mm 1mm
(a) (b)

Fig. 6. a) Accuracy of segmentation within groups. b) Segmentation accuracy measured
at varying voxel sizes compared to accuracy of BET.

changes in the coefficient corresponds to large changes in volume. In our case a
change of 0.01 in Dice coefficient corresponds to about 30-40 cm? depending on
brain size and the false positives - false negatives ratio. This volume is relatively
large when compared to the size of the structures, which are usually measured
in geuro—imaging studies. E.g. the size of the human hippocampus is about 3.5
cm

We validated BEaST using an independent test set. Validation was performed
using the online Segmentation Validation Engine (SVE) of brain segmentation
methods [9]. The web service allows the comparison of results with 40 hand-
corrected brain masks. The website contains an archive of all uploaded results,
which enables segmentation methods to be objectively benchmarked and com-
pared. Images from the independent test set were normalized the same way as the
library images. Validation using the test set resulted in a mean Dice coefficient
of 0.978140.0047 (see http://sve.loni.ucla.edu/archive/study/?id=244).
At the time of writing, this result was the best of all the methods published on
the website. MAPS had a second place with a Dice coefficient of 0.976740.0021.
When compared with BEaST, these results are statistically significant (Student’s
group t-test, p=0.05). Futhermore, MAPS requires 19 hours of computation
time, compared to 30 minutes for BEaST on similar hardware.

3.1 Computation time

In our experimentg with 20 images selected from the library, the total processing
time on an Intel'” i7\% processor at 3 GHz was less than 30 min per sub-
ject. With 10 images, the processing time was less than 20 min per subject. By
contrast, without the multiresolution step and using the initialization mask, the
processing time was around 320 min. Removing the initialization mask increased
the processing time to 42 h.

The average processing time of BET was about 2 minutes. Obtaining the
segmentation of BEaST at 2 mm voxel sizes takes about 1.25 minutes and the
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corresponding Dice coefficients are higher than BET. This suggests that a fast
low resolution result is in many cases sufficient for the subsequent analysis.

4 Discussion

The leave-one-out cross validation showed that the segmentation accuracy is con-
sistently high (average Dice coefficient: 0.983440.0053) and that selecting more
than 10 priors does not noticeably increase the accuracy. Our results are similar
to recent ones from a label fusion approach [12], where the library is almost
14 times larger and the processing time, about 40 times longer. The short pro-
cessing time in BEaST (<30 min) results from only needing linear registrations
and the advantage of using the ROI in the multiresolution strategy. The current
implementation runs as a single thread. However, the nonlocal means calcula-
tions can easily be parallelized and implemented to exploit GPU processing [22],
which will decrease processing time significantly.

Compared to the widely used brain extraction method, BET, BEaST more
than halfs the segmentation error increasing the average Dice coefficient from
0.9646 to 0.9834. In terms of speed, BET is faster than BEaST, if the segmenta-
tions are performed at the highest resolution. However, stopping the processing
at 2 mm voxel sizes results in computation times similar to BET, while still
obtaining higher segmentation accuracy.

The results showed a higher accuracy on ICBM data. This may be caused by
the fact that the anatomical variability within this group is smaller than the other
groups studied. This suggests that the accuracy may be improved by extending
the number of priors for the groups with higher anatomical variability. Though
the results show that only a relatively small library is needed, the library still
needs to be representative for the patch-based segmentation to work optimal.

Using the online segmentation validation engine [9] we obtained a truly objec-
tive measure of the performance of BEaST. A mean Dice coefficient of 0.9781 is
significantly better than the best score by MAPS (0.9767). Compared to MAPS,
a relatively small number of library priors are needed in the patch-based segmen-
tation. This makes it feasible to distribute the method as downloadable software.
We intend to make BEaST available online if permission to redistribute the data
in the library can be obtained.

As in label fusion, the nonlocal segmentation approach enables the segmen-
tation of different targets simultaneously. For example, the intracranial cavity
may be obtained by generating priors using appropriate methods, such as the
multi-modal approach used as intermediate step to obtain the brain segmenta-
tion priors. Also, separation of cerebellum and brain stem from the cerebrum
may be achieved with high accuracy if the structural priors are available.

In conclusion, we have proposed a new brain extraction method, BEaST,
based on nonlocal segmentation embedded in a multiresolution framework. The
accuracy of the method is higher than BET and similar to that of a recent label
fusion method, while being much faster and requiring a smaller library of priors.
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