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ABSTRACT: Modern energy infrastructures and Infotima and Communication Technologies (ICT) are sgtprcoupled and
as such heavily depend on each other. These infchstes are essential for the proper functionihgus society and economies.
Indeed, it is hard to imagine our present societhaut the services offered by these infrastructuhe addition, any failure of
these infrastructures may cause significant ecocandsses. They are “critical infrastructures”thdugh, the energy and ICT
infrastructures are heterogeneous in nature (diffefeatures, dynamics and communities), they riedde addressed in an
integrated matter in the perspective of globalasfiructures security. However, their interdepenesnare not well known and
significant efforts need to be dedicated for bettederstanding criticalities, vulnerabilities arascading effects characterizing
these strongly coupled heterogeneous infrastrueture
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1. INTRODUCTION

During more than a century of electricity, the stgibecame more and more dependent on this infcste, evolution which
caused gradual modifications of the system. Nowsdajectricity is vital to the contemporary socieffhe European
Commission had declared the electrical power sysieenitical infrastructure (essential for the ma@nce of vital societal
functions, health, safety, and security, economisazial well-being of people) next to the telecommication, oil, water, public
health, transportation etc.

The continuous growth of the consumption and thghligi refined demands of the electricity market havade the electrical
power system more and more dependent on ICT serics a known fact that it is more interestingr financial point of view
to invest in control mechanisms meant to maintam ¢lectric parameters within their normal limiisan to invest in new
electric infrastructure components. Also, as aadiensequence of the electricity market, the gnéioyvs have to respect not
only the physical laws, but also the contractuabaments. These requirements demand a reactiver ggatem that guarantees
economical performance.

The system, necessary to bring the electric enterglye end consumer, needs a lot more than eletnponents. Together with
the classical electrical equipments (generatorgstations, transmission lines), instrumentationmeminication links, an
information infrastructure and some specializedtimrtenters are necessary to satisfy the generatitemand balance and the
economic performance and ensure the quality oficerand the functioning security [1]. Progress ©T Ihave been widely
exploited in power systems, improving the qualifyoperations, making available data and specialaealysis and solving
challenges for human related activities. ICT ineolny communication device or application to a@ustore, process and
distribute information by using electronic meanseTerm includes both traditional technologiesaaBa, television, print, video
and newer technologies as Internet, among others.

The extensive ICT improve the operation of the posystems but they can also be subject to thrdetth (intentional and
accidental) not fully understood, principally thas&inating from the interdependency of the poged and the ICT.

GRID [2-4] is a consortium supported by the Trustl &ecurity objective of the Information Societyarechnologies Program
of the 8" Framework. Its aim is to achieve a common strasgdyuropean level concerning ICT vulnerabilitiespbwer systems
considering the transformation in the European poinfrastructure. By using multiple methods inclugliquestionnaires,
workshops and conferences and stakeholders cotisu#taGRID has identified the main research piiesifor next decades.
The main pillars that sustain the strategy for saguthe critical infrastructures needed to provitie electricity to final

customers: risk and vulnerability assessment taold methods, control architectures and technologies awareness and



governance of risk in society. The security assessmf power systems must take into consideratlongawith the intrinsic
weaknesses of the multi-infrastructure system, egkeurity in order to satisfactorily deal with tkeonomic and technical
challenges faced by this type of system. At presierre is a lack of appropriate methodologiessseas impact of different
scenarios and cyber-security related events fragyuehcritical equipment. Control architectures fmetoo complex and refined,
so that full redesign investments would be too higfforts are presently focused towards understanthie interdependencies
between the ICT and the power system in order é¢atify vulnerabilities and come up with suitabletigations. Risk analysis
taking into account the intrinsic vulnerabilitiesdathe cyber-security aspects are considered priareas for research. On the
long run, the changes in the architecture of thegusystem and adjacent ICT will produce major riiois in the power sector.
Appropriate methodologies of conception and impletaiton of security strategies, and correlateding will be required.

2. IMPROVING COMPREHENSION

In order to conceive and implement healthy straghat will ensure a healthy evolution of the posystem architecture and
coupled ICT, a better comprehension of the intéastructure phenomena and the vulnerabilitiesersessary. Presently, there
are very few appropriate methodologies to assessntpact of ICT failures on the behavior of elemtipower system. The
study of the interdependencies between the powevonle and the ICT infrastructure open new multightinary research
horizons.

The objectives of electric utilities are relatedsexurity, quality and economy [5]. Each one obthkey points is unlikely to be
reached without a continuous awareness of therdiffestates of the power system. In order to reschusers, electrical power
must be produced, transmitted and distributed divoa large electric infrastructure. Local autormatemd communication
devices are used to gather measurements and sandhttough a telecommunication infrastructure tomtrol center. The latter
disposes of advanced software systems to procéssmation and come up with coherent reactions tepkéhe electric
parameters within nominal ranges.

The electrical infrastructure is heavily dependamthe ICS (the Information and Communication Systé the power system)
for its operation in both normal operating conditcand critical conditions, such as peak load twowk restoration after a

blackout. Conversely, all components used by th® f@ed to be supplied with electric power. Duringosver outage, only

devices equipped with Uninterruptible Power Sugli?S) will be likely to operate. As these poweemtptions/situations are
relatively exceptional at present, these systentisnet be all available when a failure occurs. Gamsently, if the outage lasts
several hours, the batteries will gradually run asioccurred during the 2003 Italian blackout [Bileed, the design of UPS is
not based on actual costs of non-functioning ofiggent supplied, but rather according to their pemed importance which is
generally underestimated. This underestimationesarisecause only first order consequences are dgneomsidered and

consequences of higher orders (i.e. due to thetsffef the first consequences and combined withirtitel cause of the

interruption) are taken into account at a lowerdni@nce at best, or neglected at worst. It appgeatshe electrical infrastructure
depends on the information flow and the ICS depe@mdthe availability of electricity. These two coegh phenomena, for which
the dependency relationships are very nonlinearstnodgly coupled, produce interdependencies tteatery difficult to capture

and analyze.

Improving comprehension relies on modeling prinespthat allow quantifying the interdependenciesvben these critical
infrastructures. This would lead to identifyingtial vulnerabilities and suitable mitigations

2.1 Heterogeneity

In order to improve comprehension, studies are exténl be made in research conditions. This demarsdsle-representation of
the large system made of interdependent infrastrestand implies building a model of the studiestem.

Modeling critical infrastructure interdependendiesot trivial and the difficulty of the task connigid with the variety of possible
goals (securing one infrastructure or all, minimgifinancial cost) requires the use of differenprapches that may be
simulation based or theoretical, of an expandedllévational, continental) or at a reduced levettfiopolitan with a possible
integration of the human factor).

One of the major difficulties in the modeling offrastructures interdependencies lies in the dedprdgeneity of the
interdependent infrastructures.

From a physical phenomena point of view, the inftegure, consisting of the power system and adjat®T, holds electric
phenomena, thermal phenomena, electromagnetic ptereand wave propagation, among other. The cahenectioning of
such a multi-physic system raises reliability pesh$, security problems, electromagnetic compdiibproblems, and a lot
more. Added to all that, the interaction with safte raises a new class of problems that aren'tgfamy physical phenomenon
taxonomy.



From a systems theory point of view, there are Bimamponents necessary to deliver energy fromnagdioa to consumption:

- The electric network, with a behavior characediby differential equations is a continuous system

- The telecommunication network, with a behavicarelcterized by events is a discrete system and;

- The control center, which provides different coamts according to each circumstance, is an exggieérm with human in the
loop.

From reliability point of view, material faults arsbftware faults are different notions and havéed#t origins. The first ones
are caused by natural hazard, conception errorsagel The second ones are caused by human erf@smdst common
mitigation for damaging events is ensuring reduglaihis consists of doubling the critical compatserwhen referring to
physical equipment, redundancy is ensured by idantomponents. When referring to software, classiedundancy has not
reveal good results, as the input data that catheefault to the main algorithm, will cause the e@x@ame fault to its double [7].

2.2. Modeling methods

Available literature present techniques of soce&ivorks and reliability modeling and the modeliregéd supply-demand graphs
[8-11]. It exist also modeling and simulation aparoes of critical infra-structures based on a Gagc Information System
(GIS) [12-13]. The inconvenient to use this laspraach is that accurate and complete data on thtbest zone is necessary.
Besides, the zone's size is limited and in the cdgeal large critical infrastructures, e.g. a ttontinental scale, the modeling
by this method becomes not easy.

The use of a database on accidents affecting aritidrastructures to enhance their vulnerabilittesl interdependencies is
presented in [14]. The approach can be usefutterthine the most frequent or most severe vulniiebiand by consequence
to reduce them. However, because this method edbas historical data, new vulnerabilities canretdentified.

In [15], modeling of critical infrastructures iswquled with a genetic algorithm for the purposendfastructure planning. A study
of the propagation of failures in critical infrasttures is made in [16] using the theory of fuzejsgo quantify the links of
failure propagation between infrastructures. Pridgeihis difficult to foresee the usefulness bfs approach on large systems, as
a very simple case was only studied.

Finally, two other approaches are described inftflewing sections: the use of the theory of compheetworks and the
behavioral simulation of infrastructures. The tlyeof complex networks is a new field applied to maiifferent infrastructures
and can be helpful at the time to analyze largeraainnected systems. Behavioral simulation is & tiependent simulation of
the studied infrastructures.

3. COMPLEX SYSTEMS

The large-scale interconnected electricity systeawe grown into one of the most complex man-maden@ogical networks in
this era. The nodes and edges of the power gricase almost every year, and the interaction ofctmponents in power
systems become more and more complex [17].

Complex Network Theory, in which the vertices reyar the elements of a system, and the edges Kiaitde physical or
logical interaction between different elementsa isowerful tool. With the development of moderrtisteal physics theory and
computing technology, it has become possible totitagively study the topological and dynamical pedties of large networks
that can be mapped into various real systems. floadlly the research on complex network has bé&entérritory of graph
theory. With the emergence of large databasesasetecomputing power and the breakdown of bourglbgeveen disciplines,
complex network theory achieves a tremendous dpwetat. Many new concepts and measures have be@osgd and
investigated in depth for real-world complex netksor

Methods for graph partitioning allow researcheos,ifistance, to find the weak arcs in a graph, orewprecisely, the arcs that
are the most involved in holding the graph togethers without which the graph would break intdatiént areas. If the studied
graph models a real network, it becomes possibkv#duate the weak connections between differegibn@l networks. Using

this method for a critical infrastructure, suchaaselectrical grid, can give information about thiéical lines that can be used for
better load forecasting of potential load cascadimghen large unbalances of load are found betvdiféerent network areas.

Moreover, the graph partitioning methods will revib@ potential island areas. This study leads it@ations for avoiding large

scale black-outs. It is based on topological dédtthe actual UCTE network (zone 1). The resultefdrimation indicates the

weak arcs where building new lines or taking car@untermeasures may help the independent sulsretio successfully

resist a long range of disturbances.



Area 1 under-frequency

Area 2. overfrequancy

- Araa 3 under-frequancy

Fig. 1: Second cut of the UCTE network [18] Fig.Aeas resulted after thé"of November blackout of the
UCTE network (credits www.ucte.org)

The graph partitioning algorithm was used to idgrdi different number of possible cuts in the UCA&work. Analyzing the
possibility of breaking the UCTE network into 2 aserevealed a well known vulnerability correspogdaimost to the
interconnection lines between France and its easteighbors. The most interesting results werealedeby the second cut,
corresponding to the break of the UCTE in 3 areBle partitions presented in Fig. 1 corresponchéoreal separation of the
electrical network that occurred due to the masbiaekout in 2006, on"4of November [19] as seen in Fig. 2. Our program
found a second cut, between Spain and France, whaghdid not happen, maybe thanks to the decisitierss of Spanish
operators.

4. MULTI-INFRASTRUCTURE OBSERVATORY

The idea of a multi-infrastructure observatory degzhfrom the criticality theory. Classical apprbes look for key components
whose faults have intolerable impacts and redueke tault frequency to zero, if possible. Criti¢glis dependent of a factor that
quantifies the monitoring capacities and it is lbase a preventive approach. The idea is to hawmlaable to show the global
state of a multi-infrastructure system on real-tibesis. The main advantage would be that an opevedold have the
information of a damaging state of an interconrgbétdrastructure in due time, so that he could dish the impact on the
service he is providing. Such a tool could alsoused for off-line analysis for inter-infrastructuseudies. It implies a non-
empirical severity metrics and it can illustratermoefined vulnerabilities For instance: which telemunication component
should be changed/ upgraded from a given architecso that the operability would not diminish evere states of the electric
network. Or, how do the performances and the frequef the call of advanced algorithms in the cointenter can influence
the service provided by the electric utility.

This goal is to be achieved in several phaseseRtlgs a prototype is developed in research comhti It is based on a coupled
simulator [20] that takes into consideration theceic network, the telecommunication network amel ¢orresponding control
center. In order to better understand the cascaglehanisms, in this phase, maximum observabilitassumed for each
infrastructure.

In [21], authors present a survey, listing the gctg developed in Europe and the US meant to \lijtanulate the interactions
between critical infrastructures. Among thirty éidtsimulators, only five of them take into consédiem the electrical power grid
and the ICT infrastructures. G2Elab, within the i@rtale Institute of Technology, is one of the lator@s that have developed a
behavioral simulator for inter-infrastructure sesli[20]. In order to build a robust tool to illee the behavior of a multi-
infrastructure system, the following steps havenbmersued. The first one consisted of identifyihg thajor mechanisms of the
interdependencies and the mathematical behavitimeoktudied subsystems. These observations hedpedobse the suitable
tools able to simulate the behavior of each indigidnfrastructure with appropriate models (in &dy domain point of view),
which was the second step of the approach. Thd titiase was to build the combined simulator: a logf individual
specialized simulation tools with inter-process ommication principles. A last step was essential deating the inter-
infrastructure simulation and it consisted in binggda multi-infrastructure benchmark.

The focus of the study is the power grid and it8ahpurpose was to better illustrate its inteiaas with the ICT infrastructure.
As described in previous sections, the interdeperide between the electric network and the ICTastfucture are caused



mainly by two types of flows: energy and informatioThe electric network depends on the data flowihgugh the

telecommunication infrastructure and the commaedsived from the control center. The focus was Ipain the phenomena
caused by information interdependencies. This tfpgimulator can be used for different inter-infrasture studies. The first
version could mainly be employed to quantify thepatt of various scenarios on electric network asdICT operation

infrastructure. The events that can be simulatetliéte load variations associated with contingeniigbe electric network and
also failures in the telecommunication infrastruetar even breakdown of the control center.

This behavioral simulator was enriched with eadyedtion of blackouts mechanisms for the power agtand other synthetic
state metrics and quality of service for ICT. Delt@racterizing the state of each infrastructuiergralized and analyzed by the
multi-infrastructure observatory.

This approach descends to a more detailed levethef multi-infrastructure system and can illustratere refined
interdependencies. The main difficulty is thatnitplies knowledge from power system, computer s@gesoftware reliability
and integrating this knowledge implies the collatimn of different experts. Also, as input dataicher than in the complex
system approach, studies for large and very lazgke System would be a lot more time consuming.

5. CONCLUSIONS

After more than a century of electricity usage, aithin the era of Internet, it is unacceptabldite without electrical energy
and to experience any media interruption. The apumeeces of a generalized incident, or blackouheeifrom natural origin,
assets’ failures or malicious attack are dramatib leconomically and socially.

Present power systems are heavily dependent oratGarious levels from measurement/bay level tarobrcenters with its
related communication and information exchange witirket places and other control systems (neighg®ystems). Indeed,
they are used for gathering information as wellf@sissuing control actions that are vital for thgstem survivability. In
addition, effective integration of ICT in power &% can lead to more optimized operation and betietrol of these systems
thus increasing efficiency. Moreover, ICT are kegmponents and functions in the ongoing research dewélopment of
“SmartGrids”. However, ICS and power systems hawa@ved differently and are considered by differeammunities. Hence,
the integration of ICS in power systems is mostyried out in layer shape structure (adding the i@ffastructure once the
electrical infrastructure is already built). Thesdrastructures were planned almost independerilgvertheless, these
infrastructures are heavily dependent on each oWih liberalization and the following responsibyilpartitioning between the
various actors, the interdependencies of thesastrfrctures are becoming more and more criticak iBhwhy, the power system
and the ICT communities should strengthen commtinitand know-how passing methods in order to comevith systemic
solutions and service oriented infrastructures t¢basider all the concerned networks.

On the long term, the power infrastructure's s@djeprganizational and human dimension will havesiabrace a culture of
security that will concern physical and ICT compaiseof the systems.
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