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Abstract

The 341 (canonical) decomposition of all geometries admitting two-dimensional
space-like surfaces is exhibited. A proposal consisting of a specific re-normalization
Assumption and an accompanying Requirement is put forward, which en-
ables the canonical quantization of these geometries, through a generalization of
Kuchar’s quantization scheme in the case infinite degrees of freedom. The resulting
Wheeler-deWitt equation is based on a re-normalized manifold parameterized by
three smooth scalar functionals. The entire space of solutions to this equation is
analytically given, exploiting the freedom left by the imposition of the Require-
ment and contained in the third functional.

PACS Numbers: 04.60.Ds, 04.60.Kz

1 Introduction

Dirac’s seminal work on his formalism for a self-contained treatment of systems with
constraints [1], [2], [3], [4] has paved the way for a systematic treatment of constrained
systems. Some of the landmarks in the study of constrained systems have been the
connection between constraints and invariances [5], the extension of the formalism to
describe fields with half-integer spin through the algebra of Grassmann variables [6] and
the introduction of the BRST formalism [7]. All the classical results obtained so far have
made up an armoury prerequisite for the quantization of gauge theories and there are
several excellent reviews studying constraint systems with a finite number of degrees of
freedom [8] or constraint field theories [9], as well as more general presentations [10], [11],
[12], [13], [14]. In particular, the conventional canonical analysis approach of quantum
gravity has been initiated by P.A.M. Dirac [15], P.G. Bergmann [16] and B.S. deWitt
[17]. For a modern account see [18].

In the absence of a full theory of quantum gravity, it is reasonably important to address
the quantization of (classes of) simplified geometries. The most elegant way to achieve
a degree of simplification is to impose some symmetry. For example, the assumption of
a (G5 symmetry group acting simply transitively on the surfaces of simultaneity, i.e. the
existence of three independent space-like Killing Vector Fields (KVF), leads to classical
and subsequently quantum homogeneous cosmology (see e.g. [19], [20]). The imposition
of lesser symmetry, e.g. fewer KVF’s, results in the various inhomogeneous cosmologies
[21]. The canonical analysis under the assumption of spherical symmetry, which is a G
acting multiply transitively on two-dimensional space-like subsurfaces of the three-slices,
has been first considered in [22], [23]. Quantum black holes have been treated, for in-
stance, in [24] while in [25], [26] a lattice regularization has been employed to deal with
the infinities arising due to the ill-defined nature of the quantum operator constraints.
In this work we consider the quantization of all geometries admitting two-dimensional
surfaces of maximal symmetry, i.e. spheres (constant positive curvature), planes (zero
curvature) and Gauss-Bolyai-Lobachevsky (henceforth GBL) spaces (constant negative
curvature). In the second section we give the reduced metrics, the space of classical
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solutions and the Hamiltonian formulation of the reduced Einstein-Hilbert action prin-
ciple, resulting in one (quadratic) Hamiltonian and one (linear) momentum first class
constraint. In the third section we consider the quantization of this constraint system fol-
lowing Dirac’s proposal of implementing the quantum operator constraints as conditions
annihilating the wave-function [4]. Our guide-line is a conceptual generalization of the
quantization scheme developed in [27], [28] for the case of constraint systems with finite
degrees of freedom, to the present case, which is enabled through the use of a specific
re-normalization Assumption and an associated Requirement. After the symmetry
reduction, the system still represents an one-dimensional field theory since all remaining
metric components depend on time and the radial coordinate. Nevertheless, we manage
to extract a Wheeler-deWitt equation in terms of three smooth scalar functionals of the
reduced geometries. The exploitation of a residual freedom left by the imposition of the
Requirement enables us to acquire the entire solution space to this equation. Finally,
some concluding remarks are included in the discussion, while the proof of the existence
for the third functional is given in the Appendix.

2 Possible Metrics, Classical Solutions and Hamil-
tonian Formulation

Our starting point is the two-dimensional spaces of positive, zero and negative constant
curvature. Their line elements are respectively:

ds? = d#* + sin® 0 d¢?, ds? = db* + 6% do?, ds? = d#* + sinh? 6 d¢? (2.1)

with an obvious range of the coordinates for each case. The corresponding (maximal)
symmetry groups are generated by the following KVF’s:

0 0 ., 0 ., 0 0
& = 8_¢’ £o = — cos qﬁ% + cot 0 sin ¢a—¢, &3 = sin (b% + cot 0 cos (b@_gb (2.2)
B 3 B g sing 0 o g cos¢£
0 0 ., 0 ., 0 0
& 8_¢’ £o = — cos qﬁ% + coth 6 sin (b@_gb’ &3 = sin (b% + coth 6 cos ¢a—¢ (2.4)

We next promote these KVF’s to four-dimensional fields by adding to each and every
of them the zero-sum 0 % +0 %. We then enforce these vector fields as symmetries
of a generic space-time metric gr;(t, 7,0, ¢), i.e. we demand that its Lie derivative with
respect to all three fields for each family vanishes. We thus arrive at three classes of



metrics, collectively described by the following line element:

ds? = (—oz(t,r)2 + fg’:;

+(tr)?de? + (L) f(0) d ¢

2 2 52
) dt* +28(t,r)dtdr+~(t,r)*dr 2.5)

where f(f) = sinf in the case of spherical symmetry, f(f) = 6 in the case of plane
symmetry, and f(0) = sinh 6 in the case of the GBL symmetry.

In order to attain the classical space of solution for these geometries one can, ex-
ploiting the freedom to change coordinates in the (t,7) subspace, bring the upper left
block of the metric in conformally flat form and readily solve the vacuum Einstein’s field
equations. The result can be compactly summarized in the light-cone coordinates u, v
by the following line elements:

A+ 2¢(u,v)

2
=2
a8 = e, v)

du dv + ¥ (u, v)* dO* + p(u,v)? f(0)* de?, (2.6)

where

A ey MATuEED)
Y(u,v) = ) (1 + ProductLog(-%)) ’

e = 41 and A = £1 for f(0) = sinf, A\ = +i for f(0) = sinh0; ProductLog(z) is the
principal solution for w to the equation z = w exp”. The corresponding to the plane
symmetric case f(#) = 0 line-element is given by:

ds®> = 2¢

7 (i’ U)du dv + P (u, v)*d6* + ¥ (u, v)*0*de?, (2.7)

where

Y(u,v) = £v2u + 2ewv.

A somewhat more detailed derivation of the entire classical solution space, for A # 0
as well, is presented in Appendix A: As we see, for each type of symmetry, there exists one
solution in which the metric components depend only on the radial coordinate (“point-
like”) and another with only time dependence (“cosmological”). For example, in the
case of spherical symmetry and A = 0, we have the well known Schwarzschild and
Kantowski-Sachs metrics respectively.

Notice that in the cases of spherical and GBL symmetry the only degree of freedom
left, apart from the cosmological constant A, is the constant A. This constant ( which
is to be identified with e.g. the Schwarzschild Mass in the corresponding case) is es-
sential, as far as geometry is concerned: it can not be eliminated or even altered by a
coordinate transformation, which is the “gauge” of any geometrical theory. In this sense
this constant can, and must, be regarded as a dynamical degree of freedom, despite that
there is no time evolution of it; the dynamical character of A is emanating from the fact
that different values of it correspond to distinct geometries. The remaining case of plane



symmetry is not so rich, since it does not contain any such constant, and thus constitutes
an isolated point in the classical vacuum solution space.

One might wonder how this interpretation of “dynamical character” can be repre-
sented at the quantum level. The answer can be found in the local characterization of
A in terms of invariant relations among geometrical quantities constructed out of the
Riemmann tensor and its covariant derivatives, which by the way ensure the essential
character of A: Expressing e.g. (A.6) in phase-space and constructing its quantum oper-
ator analogue, we have a quantum dynamical evolution of A when we apply this operator
on the states we find. This gives another type of evolution to empty spherical symmetric
configurations, which does not make use of external matter source operators.

The Hamiltonian formulation of the system (2.5) proceeds, briefly, as follows (see,
e.g., chapter 9 of [10]):

We first define the vectors

1 B(t,r)
I ) I J I 1 .J
= 1, ———,0,0 F' =n —n,n’,
77 Oé(t,T')( ’ ’y(t,T)Q’ ’ )7 n,Jﬁ 77,]”
where I, J = 0,1, 2,3 are space-time indices and “;” stands for covariant differentiation

with respect to (2.5). Then, utilizing the Gauss-Codazzi equation, we eliminate all second
time-derivatives from the Einstein-Hilbert action and arrive at an action quadratic in
the velocities, I = [ d*z\/—g(R —2A — 2F§) The application of the Dirac algorithm

results firstly in the primary constraints P, = %& ~ 0, P? = g—g ~ 0 and the Hamiltonian

a = &
H= / (N°H, + N'H;) dr, (2.8)
where .
Ne—a(t,r), N=DET e ya g
V(t,r)?
and H,, H; are given by
1
H, = 5 GP romg+V, (2.9a)
H1 = -7 71',/y + w/ Taps Hz = O, Hg = O, (29b)

while the indices {«, 5} take the values {7,?} and’ = di The reduced Wheeler-deWitt
r

super-metric G*° reads

v 1
41)? 4
GoP = : (2.10)
L 0
44
while the potential V' is
12 AN
V:—267+2A’yw2—2¢—+4(ww) (2.11)
g g
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with e = {1,0, —1} for the families (2.5) of two-dimensional subspaces with positive, zero
or negative constant curvature, respectively. The requirement for preservation, in time,
of the primary constraints leads to the secondary constraints

H, ~ 0, H, ~ 0 (2.12)

At this stage, a tedious but straightforward calculation produces the following open
Poisson bracket algebra of these constraints:

r = L T L T "(r, 7
{HO(T)’ HO(T)} - 72(7,) Hl( ) + 72(f) Hl( ) d ( > )’
{Ha(r), Ho(F)} = Ho(r)d'(r,7), (2.13)

{Hi(r), Ha(P)} = Ha(r)d'(r,7) = Ha(F)S(r, ),

indicating that they are first class and also signaling the termination of the algorithm.
Thus, our system is described by (2.12) and the dynamical Hamilton-Jacobi equations

dm dm
d—; = {n,, H}, — = {my, H}. One can readily check (as one must always do with
reduced action principles) that these four equations, when expressed in the velocity

phase-space with the help of the definitions Z—Z ={y,H}, % = {¢, H}, are completely

equivalent to the four independent Einstein’s field equations satisfied by (2.5):
1
E]JER[J_QQIJR+AQIJ:0 I,J:O,1,2,3. (214)

We end up this section by noting a few facts concerning the transformation properties
of y(t,r), ¥(t,r) and their derivatives under changes of the radial variable r of the form
r — 7 = h(r). As it can easily be inferred from (2.5):

=0 0 dm =), A0

(2.15)

where the t-dependence has been omitted for the sake of brevity. Thus, under the
above coordinate transformations, ¢ is a scalar, while v, 1" are covariant rank 1 tensors
(one-forms), or, equivalently in one dimension, scalar densities of weight —1. Therefore,

d
the scalar derivative is not 1 but rather . Finally, if we consider an infinitesimal
r r

transformation r — 7 = r—n(r), it is easily seen that the corresponding changes induced
on the basic fields are:

07(r) = (v(r)n(r))’, 0p(r) = ¢/ (r)n(r) (2.16)



i.e., nothing but the one-dimensional analogue of the appropriate Lie derivatives.
With the use of (2.16), we can reveal the nature of the action of H; on the basic config-
uration space variables as that of the generator of spatial diffeomorphisms:

o, [arne i | =660,

(2.17)

Loty [aram @} = vrno.
Thus, we are justified to consider H; as the representative, in phase-space, of an arbitrary
infinitesimal re-parametrization of the radial coordinate. In the same manner we can
also see that the action of the quadratic constraint H, on the basic configuration space
variables is identical to an infinitesimal change of the time coordinate, see e.g. p. 21
in [29]. The qualitative difference in the corresponding proof is that the dynamical
equations giving the time derivatives of the momenta are explicitly used; hence the
terms generator of “time deformations” or “dynamical evolution” used for H,.

Thus, the linear and quadratic constraints are seen to be the generators of space-time
diffeomorphisms, i.e. they represent in phase space the local “gauge” coordinate trans-
formations; therefore the imposition of their proper quantum analogues will guarantee
the invariance of the ensuing quantum theory under the aforementioned “gauge”. Our
study is limited, at the present state, to this goal and is thus not concerned with global
issues like boundary terms.

3 Quantization

We are now interested in attempting to quantize this Hamiltonian system following
Dirac’s general spirit of realizing the classical first class constraints (2.12) as quantum
operator constraint conditions annihilating the wave function. The main motivation
behind such an approach is the justified desire to construct a quantum theory manifestly
invariant under the “gauge” generated by the constraints. To begin with, let us first note
that, despite the simplification brought by the imposition of the symmetry (2.2), (2.3),
(2.4), the system is still a field theory in the sense that all configuration variables and
canonical conjugate momenta depend not only on time ( as is the case in homogeneous
cosmology), but also on the radial coordinate r. Thus, to canonically quantize the system
in the Schrodinger representation, we first realize the classical momenta as functional
derivatives with respect to their corresponding conjugate fields

R .0 R )
7y (r) = —i 520 Ty(r) = _25@/)(7“)'

We next have to decide on the initial space of state vectors. To elucidate our choice, let
us consider the action of a momentum operator on some function of the configuration
field variables, say

7 (r)y(7)? = =2iy(F)8(7, 7).

7



The Dirac delta-function renders the outcome of this action a distribution rather than
a function. Also, if the momentum operator were to act at the same point as the
function, i.e. if # = r, then its action would produce a §(0) and would therefore be
ill-defined. Both of these unwanted features are rectified, as far as expressions linear in
momentum operators are concerned, if we choose as our initial collection of states all
smooth functionals (i.e., integrals over r) of the configuration variables y(r), ¢ (r) and
their derivatives of any order. Indeed, as we infer from the previous example,

7y (7) / diy(7)? = —2i / dry(F)o(7, r) = —2iy(r);

thus the action of the momentum operators on all such states will be well-defined (no
9(0)’s) and will also produce only local functions and not distributions. However, even
so, 0(0)’s will appear as soon as local expressions quadratic in momenta are considered,

e.g.,
7 (1) 7 (1) / A (F)? = (1) (—2i / dFy(F)3(F, 1)) = 7y (1) (~207(r)) = —26(0).

An other problem of equal, if not greater, importance has to do with the number of
derivatives (with respect to r) considered: A momentum operator acting on a smooth
functional of degree n in derivatives of v(r),1(r) will, in general, produce a function of
degree 2n, e.g.,

7 (1) / divy"(7)? = —2i / divy"(7)6" (7, r) = =2y (r).

Thus, clearly, more and more derivatives must be included if we desire the action of
momentum operators to keep us inside the space of integrands corresponding to the
initial collection of smooth functionals; eventually, we have to consider n — oo. This,
in a sense, can be considered as the reflection to the canonical approach, of the non-re-
normalizability results existing in the so-called covariant approach. Loosely speaking,
the way to deal with these problems is to regularize (i.e., render finite) the infinite
distribution limits, and re-normalize the theory by, somehow, enforcing n to terminate
at some finite value.

In the following, we are going to present a quantization scheme of our system which:

(a) avoids the occurrence of §(0)’s

(b) reveals the value n =1 as the only natural (i.e. without ad-hoc cut-offs) possibility
to obtain a closed space of state vectors

(c) extracts a finite-dimensional Wheeler-deWitt equation governing the quantum dy-
namics.

The scheme closely parallels, conceptually, the quantization developed in [27], [28] for
finite systems with one quadratic and a number of linear first class constraints. Therefore,



we deem it appropriate, and instructive, to present a brief account of the essentials of
this construction.
To this end, let us consider a system described by a Hamiltonian of the form

H = pX+p'x
= i (36M@ AP + UN@ P VIQ)) 4R ()

where A, B,I'... = 1,2...,M count the configuration space variables and

i =1,2,...,N < (M — 1) numbers the super-momenta constraints x; ~ 0, which

along with the super-Hamiltonian constraint X ~ 0 are assumed to be first class:
{(X,.X}=0, {X,;xa}=XC+Cly  {xaxh=Cha (3.2)

where the first (trivial) Poisson bracket has been included only to emphasize the differ-
ence from (2.13).

The physical state of the system is unaffected by the “gauge” transformations gen-
erated by (X, x;), but also under the following three changes:

(I) Mixing of the super-momenta with a non-singular matrix
Xi = N (Q)x;
(IT) Gauging of the super-Hamiltonian with the super-momenta
X = X+ n4(Q"0 (@) PaPy + o' Q)07 (Q") Pa
(III) Scaling of the super-Hamiltonian
X =7(Q"HX.

Therefore, the geometrical structures on the configuration space that can be inferred from
the super-Hamiltonian are really equivalence classes under actions (I), (II) and (III); for
example (II), (IIT) imply that the super-metric GA® is known only up to conformal
scalings and additions of the super-momenta coefficients GAZ = 72(GAB + /f(AigbZB)). It
is thus mandatory that, when we Dirac-quantize the system, we realize the quantum
operator constraint conditions on the wave-function in such a way as to secure that the
whole scheme is independent of actions (I), (II), (III). This is achieved by the following
steps:

(1) Realize the linear operator constraint conditions with the momentum operators to

the right
) ov(Q"

which maintains the geometrical meaning of the linear constraints and produces the
M — N independent solutions to the above equation ¢*(QY), a = 1,2,...,M — N
called physical variables, since they are invariant under the transformations gener-
ated by the x;’s.

=0,



(2) In order to make the final states physical with respect to the “gauge” generated by
the quadratic constraint X as well:

9q¢* 0q°

0QA0Q"8

momenta part of X as the conformal Laplace-Beltrami operator based on g,3. Note

that in order for this construction to be self consistent, all components of g,z must

be functions of the physical coordinates ¢”. This can be proven to be so by virtue of

the classical algebra the constraints satisfy (for specific quantum cosmology examples
see [20]).

Define the induced structure ¢*° = G4P

and realize the quadratic in

We are now ready to proceed with the quantization of our system, in close analogy
to the scheme above outlined. In order to realize the equivalent to step 1, we first define
the quantum analogue of H;(r) ~ 0 as

5O ., 5D
57(7“)) + /(1) 5007 =" (3.3)

Fa(r)® = 0 < —(r) (

As explained in the beginning of the section, the action of 7:£1(r) on all smooth functionals
is well defined, i.e., produces no 6(0)’s. It can be proven that, in order for such a
functional to be annihilated by this linear quantum operator, it must be scalar, i.e. have
the form

o = /y(f)L(\I/(O),\If(l),...,\ll(”))df (3.4a)

O = ), W= Vi) e 1 d (v ¢(f)> (3.4b)

where L is any function of its arguments. We note that, as it is discussed at the end
of the previous section, Y is the only scalar first derivative of v, and likewise for the
higher derivatives. The proof of this statement is analogous to the corresponding result
concerning full gravity [30]: consider an infinitesimal re-parametrization of r 7 = r—n(r).
Under such a change, the left-hand side of (3.4a), being a number, must remain unaltered.

If we calculate the change induced on the right-hand side we arrive at

0L
oY

where use of (2.16) and a partial integration has been made. Since this must hold for
any 7)(r), the result sought for is obtained.

We now try to realize step 2 of the programm previously outlined. We have to define
the equivalent of Kuchai’s induced metric on the so far space of “physical” states ®
described by (3.4a) which are the analogues, in our case, of Kuchai’s physical variables
q®. Let us start our investigation by considering one initial candidate of the above form.

0= / {LM + %M + 7 (w] dr = / [y Hy (L)]n(r)dr, (3.5)

10



Then, generalizing the partial to functional derivatives, the induced metric will be given
by
g<1><1> — QP 5_@ 53
Sao § b’
and G is given by (2.10). Note that this metric is well defined since it contains only
first functional derivatives of the state vectors, as opposed to any second order functional
derivative operator that might be considered as a quantum analogue of the kinetic part
of H,. Nevertheless, ¢g®® is a local function and not a smooth functional. It is thus
clear that, if we want the induced metric ¢®® to be composed out of the “physical”
states annihilated by H,, we must establish a correspondence between local functions
and smooth functionals. A way to achieve this is to adopt the following ansatz:

where % = {v,v¢} (3.6)

Assumption: We assume that, as part of the re-normalization procedure, we are per-
mitted to map local functions to their corresponding smeared expressions e.g., ¥(r) <

J di(F).

Let us be more specific, concerning the meaning of the above Assumption. Let F be the
space which contains all local functions, and define the equivalence relations

- L dr
~ ) ~ f2(F), 7= g(n)}, = () = ha(F) o7 = g(r)} (3.7)
for scalars and densities respectively.
Now let F, = {f € F, mod (~, =)} and F7 the space of the smeared functionals.
We define the one to one maps &, &1

& Fy Fri () / b dr, & F e Fy / S dF o o) (38)

The necessity to define the maps &,® ! on the equivalence classes and not on the
individual functions, stems out of the fact that we are trying to develop a quantum
theory of the geometries (2.5) and not of their coordinate representations. If we had tried
to define the map & from the original space F to F; we would end up with states which
would not be invariant under spatial coordinate transformations (r-reparameterizations).
Indeed, one can make a correspondence between local functions and smeared expressions,
but smeared expressions must contain another arbitrary smearing function, say s(r).
Then the map between functions and smeared expressions is one to one (as is also the
above map) and is given by multiplying by s(r) and integrating over r; while the inverse
map is given by varying w.r.t. s(r). However, this would be in the opposite direction
from that which led us to the states (3.4a) by imposition of the linear operator constraint.
As an example consider the action of this operator on one particular case of the states
(3.4a), containing the structure s(r) :

~

Hq(r) / s(7) y(F) Y(7) di = —s'(r) y(r)¥(r) # 0 for arbitrary s(r) (3.9)

11



Thus, every foreign to the geometry structure s(r) is not allowed to enter the physical
states.

Now, after the correspondence has been established, we can come to the basic prop-
erty the induced metric must have. In the case of finite degrees of freedom the induced
metric depends, up to a conformal scaling, on the physical coordinates ¢ by virtue of
(3.2). In our case, due to the dependence of the configuration variables on the radial
coordinate r, the above property is not automatically satisfied; e.g. the functional deriva-

tive = w( ) acting on a functional whose integrand contains U™ will produce, upon partial

integration of the n'* derivative of the Dirac delta function, a term proportional to W™
Therefore, since L in (3.4a) contains derivatives of ¢(r) up to ¥, the above mentioned
property must be enforced. The need for this can also be traced to the substantially
different first Poisson bracket in (2.13), which signals a non trivial mixing between the
dynamical evolution generator H, and the linear generator H;.

Thus, according to the above reasoning, in order to proceed with the generalization of
Kuchai’s method, we have to demand that:

Requirement: L (\I/(O), .. .,\II(“)) must be such that g*® becomes a general function,
say F (y(r) L(YO), ..., w™)) of the integrand of ®, so that it can be considered a func-

tion of this state: g®® Assumptwn F([~(F) L(YO, . ¥W)dF) = F(P).

At this point, we must emphasize that the application of the Requirement in the
subsequent development of our quantum theory will result in very severe restrictions on
the form of (3.4a). Essentially, all higher derivatives of ¢(r) (i.e ¥® .. W(™)) are elimi-
nated from & (see (3.10), (3.20) bellow). This might, at first sight, strike as odd; indeed,
the common belief is that all the derivatives of the configuration variables should enter
the physical states. However, before the imposition of both the linear and the quadratic
constrains there are no truly physical states. Thus, no physical states are lost by the im-
position of the Requirement; ultimately the only true physical states are the solutions
o (3.24). Of course, if one insists, one can keep higher derivatives, say k, in the func-
tional. But then, in order to enforce the Requirement one would have to eliminate by
hand all derivatives higher than k from the components of the induced metric. However,
to our view, such an action would seem very un-natural. In addition, although we do
not have a concrete rigorous proof, we believe that this ad-hoc elimination would—in the
present approach—break the space-time covariance of the quantum theory we are trying
to built.

Having clarified the way in which we view the Assumption and Requirement
above, we now proceed to the restrictions implied by their use.

Let us now turn to the degree of derivatives (n) of ¢(r). As we argued before, the

functional derivatives % and % acting on a functional containing in its integrand

U™ will, upon partial integration of the n!* derivative of the Dirac delta function,

12



(2n)

produce a term proportional to W™ and W1 respectively. More precisely

ob 6P
od 12
=...+2@G )
I 5y (r) 6 (r)
Where the functional derivatives are:
od oL 6v™ OL 1 d O\
d oL 1 d N .
2
= ...—/vaiLz\I/(nJrl)li o 0(r ) ) dF =
a(\p(n)) v dr ?_/;
= +(—1)"/ (f).ai T §5(r, 7) dif =
Y a(\p(n))Q )
0*L
( ) 73(\1}(”))2
and
5 oL 69 oL 1 d 5(r,7)
— = ... ————dr = ... _— | ... = ’ "(7) | d
oy +/Va\p<n> oy +/Va\p<n> Y dF <?,; NOERAE
oL 1 d §(r, 7) -
= ... — ... =g )4
+/78\I/(") v drF <?f2’ 7(7) > "
d oL 1 d o(r,7) .
= = == )= ... =22y ) gF =
/df (3\1’("’) vy dF (jf; ~(F) ) '
= ...—/yﬂwmli —5<T’f)\1/<1> dir =
9 (w(m)? vdr \> ()
, :
= ...+(—1)”1/87L2 YD gW §(p 7) dif =
9 (wm)
= ...+ (—1)”—1827L ASLa R ION
0 (Wm)?
Therefore
2
PP i 2n—1 PL (1) {,(2n—1) ,(2n)
=...——(—1 — | vy plen),
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where the ... stand for all other terms, not involving U®". Now, according to the
aforementioned Requirement we need this to be a general function, say F(yL), and
for this to happen the coefficient of ¥*” must vanish, i.e.

O0*L

—— =06 L=L (¥, v )™, (O ey
a(\p(n))2 1( ) 2( )

Now, the term in ® corresponding to L; is, up to a surface term, equivalent to a general
term depending on ¥ . . W=D only: indeed,

Dy = /y(f)L %%W— ) dr,

which upon subtraction of the surface term

A= /dri (/ dqﬂ"—%l)
dr

produces a smooth functional with arguments up to W1 only. Since a surface term in
® does not affect the outcome of the variational derivatives 5 wc(br) and %, we conclude
that only Lo is important for the local part of ®. The entire argument can be repeated
successively for n—1, n—2, ..., 2; therefore all U("’s are suppressed from L except when
n = 1. The case n = 1 needs separate consideration since, upon elimination of the linear
in U@ term we are left with a local function of W™, and thus the possibility arises to

meet the Requirement by solving a differential equation for L. In more detail, if

o= /Py(f)L (1, W) dF, (3.10)
g®?® reads
oL oL 0*L
oo L — oy L — oy g =
I 4@/)2 ( ALY v ) w O oW +
oL 0L
(1) (2
2¢ (L v 8111(1)) 8(\11(1))2\Ij : (3.11)
Through the definition
oL
=7 —g®
H=L-V 500 (3.12)

we obtain

o ord’ gu) o (T
Thus (3.11) assumes the form

2 2
OH _OL o &L OH _ . 0L

o0H 2
P 2 (2)
g 4¢2 (H 29 H — B0 - 30 Ha\pl)\p >,
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which upon addition, by virtue of the Assumption, of the surface term

d 1 OH
= — (1
A= (/ 2o 1 gem Y )

gives

oH

so _ V(2 oH 2(1)i/ 1 ot -
g 4¢2(H 20 H G0 a5 o H g 4 ). (3.13)

Since in the last expression we have only a multiplicative ~(r), it is obvious that the
Requirement

g** =F(yL)
can be satisfied only by
g*® = kL, (3.14)

with ¢g®® given by (3.13) and  any constant. Upon differentiation of this equation with
respect to U we get

B 1 OH oL
_ 1 _
By / soum 1 ggm V= R pm

Multiplying the last expression by () and subtracting it from (3.14) (with ¢g®® given
by (3.13)) we end up with the autonomous necessary condition for H (v, W(M):

1 1 0H
(1 = 35 ) =0

where (3.12) was also used. The above equation can be readily integrated giving

H = 0,
A fa(e),

H =

where a(U(1) is an arbitrary function of its argument. The first possibility gives accord-
ing to (3.12) L = A W™ which, however, contributes to ® a surface term, and can thus
be ignored. Inserting the second solution into (3.12) we construct a partial differential
equation for L, namely

oL 4k)?
L—wo® S50 =5 T Vi a(TW),

which upon integration gives

Ar)? b
L—_ “?j/’ /T / afp@)j AU 4 ¢, () OO
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Since this form of L emerged as a necessary condition, it must be inserted (along with
H) in (3.14). The result is that ¢;(¢) = 0. Thus L reads

2 1)
L= _4“;’ - \/E\p(l)/“\g;ﬁ) duW (3.15)

By assuming that the W) -dependent part of L equals b(¥™M), i.e.
g )/ a(¥) Ay — b(q;(l))
g2 ’

we get, upon a double differentiation with respect to (V) the ordinary differential equa-
tion
a' (V)
_ZANF T 1)
VIO b(T)
with solution

a(TW) = p(TW) 4 g, — 0O /(W)

where k; is a constant. Substituting this equation into (3.15) and performing a partial
integration we end up with

L:—4H§/}2 + k11 + /Y b(TD) (3.16)

K, k1 and b(\IJ(l)) being completely arbitrary and to our disposal; the two simplest choices
k=0,bTN)=0and x; =0, b(TWD) = 0 lead respectively to the following two basic
ultra-local smooth functionals:

i = [ OVED. = [

The next simpler choice k = 0, k; = 0 and b(¥Y) arbitrary leads to a generic ¢* =
[ diy(7)/ b(¥W). However, it can be proven that, for any choice of b(¥), the corre-
sponding renormalized induced metric

=G 500 5.0 where A,B=1,2,3

is singular. The calculation of g4Z gives:

gA as 94 5qA oq”

Assumption 11

11 GoB oq" oq"

g = spa508 0 =7 Gren =0

g° = Gaﬁ%% = —% P TR 12 —%ql ,

92 = G gjz gzﬁ = —2 yp? AR g2 —2 7,

g8 = Gaﬂgg; ggﬁ _ i,yqj(z)b// _ % (i b’) Asymgion 13 _
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5q2 5q3 1 Assumption
B = P L =2 —30+30Wp’ 424 TP p7) TTEL
g 52537~ 8 W (—3b+ +249 )

Gren = é/dm\/@(—?)b+3\11<”b’+ww)b”) —/drdi G/dqﬂl)w?’/%") —
T

3
- -5 [avBe=-2F,

5q3 5q3 1 Assumption
33 af (1) 3y 2) R
= G =—~(b—vVD)T9h —
g 5re o8 2 ( )
d |1

1
Gren = §/dm (b—vW ) v p" /dr% {ﬁ/d\p(l) (b—oW) b”] =0,

where by ’ we denote differentiation with respect to (). Thus the re-normalized induced
metric reads

0 ¢ o0

AB/ 1 2 3 3 1 2 3
gm(q,q,Q):—g ¢ 2¢° q
0 ¢ 0

ren

Effecting the transformation (¢!, ¢%, ¢*) = (ql, @, f (g-?)) we bring ¢2Z into a mani-
festly degenerate form:

3
gf‘ef(ql,qz):—g " 2¢% 0

0 0 O

So, it seems that, as far as the ultra local part of the functionals is concerned, the re-
normalized metric is given by the upper left 2 x 2 block of the above expression. It
is interesting to observe that the integrants of ¢!, ¢> form a base in the space spanned
by 7, ®. It is convenient to change these two integrants (namely /% and v1?) to
~ and ~1? respectively, since the latter choice complies with the ultra local parts of
the potential (2.11). One might wonder if this action is permitted, namely if the new
re-normalized metric, resulting from the choice of the new functionals,

y' = / y(F)dr, oyt = / V(F)(F)*dF

is equivalent to the previous. Interestingly enough, the answer is yes. Indeed, following

the line of thoughts leading to g/:2(¢', ¢*) one arrives at

2
) _(yl) y!
2
g:‘elrgz(ylay2> = _Z y )
yl 3y2

17



AB
ren

(v'y%) = (M qz) :

(@7

Quite unexpectedly, this transformation is identical to the transformation connecting
the integrands of the two pairs of functionals (7\/@, 71&2), (7,7%?%). This is a strong
indication that the use of the Assumption preserves the geometry of the re-normalized
manifold. We thus adopt, without any loss of generality the ultra local functionals:

which is related to the upper left 2 x 2 block of g8 (¢', ¢*) through the transformation

g = / NG / NGIGR G (3.17)

One might think that this preservation of the geometry of the re-normalized manifold
is due to the ultra local nature of the integrands but, as we shall subsequently see, this
state of affairs continuous to hold even when functionals with integrands which contain
derivatives of the configuration variables are considered.

Indeed it is quite essential to have a functional that contains first derivative of 1(r),
12

since a term of this kind (namely ¢—) does appear in the potential (2.11). Thus, it is
Y

clear that this is not the end of our investigation for a suitable space of state vectors:
the caveat is that the argument leading to y', y? crucially depends upon the original
choice of one initial candidate smooth scalar functional (3.10). Therefore, to complete
the search we must close the circle by starting with the two already secured smooth
functionals (y', y?), and a third of the general form

. / 47 (7) L(TW)

(since the v dependence has already been fixed to either 1 or 1?). The calculation of
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the, related to 3%, components of the induced metric g4? gives:

Assumption
g = 4w2(L UL 4w L) EE

d (1 L
B~ [l (-0 \IJQ)L”—/d— —/d\l/(”— =
gren / T4w2 ( +77Z) ) rd?" 1/}

Assumptzon 1 /7 Assumptzon 1 fd'l"’}/ / yl y3
/ vy’ Afdryy? ] T Ay

Assumption
) =

¢ = L+ 4L

23 Y / " d 1 (1) "
= (=L +9W [ vy — — | - v L") =
Gren /d A ( + + 1/} ) /drdr <4 /d w

1 y3
= —— L= -2
1 dry T
33 _ _’7 1) 7 2 Y OF @) rn Assumption
= L—9v\L — (L -V L)L
g 4w2 ( ) + 2¢) ( ) <
33 _ Y 1) 1) @) 71
gren—/ [—L v L L — \I/L\I/L}—
o Voo )
L — \I/(I)L, L
dr 2
gl 2 ar® 9 9
gfg’n = / 4w2 |:(L - \I/(l)L/) - \I/ / \I](l) a\I] (L _ \I}(l)Ll) :| dT. (318)

The expression inside the square brackets of ¢33 above, being a generic function of ¥®)
can also be considered as a function of L, say W (L(¥W)). It is thus clear that the
Requirement is satisfied for any L(¥TW):

Assymption 53 _ ([ ~ydr)? (f”YLdr) _ (yl)QW(y_)
ren 4f7w2dr ffyd')“ 4y2 '

Let this expression W(L(¥(M)) be parameterized as

L (@(1))2 _

This “peculiar” parametrization of the arbitrariness in L (\I/(l)) has been chosen in order
to facilitate the subsequent proof that the freedom in the choice of L (left by the im-
position of the Requirement) is a pure general coordinate transformation (gct) of the
induced re-normalized metric.

The reduced re-normalized manifold is thus parameterized by the following three
smooth scalar functionals:

v = [ = [aeeerdn = [t @)

2

4FIL (¥0)
3 P[FIL(VO)F

(3.19)
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Any other functional, say y* = [dF~(F) K [¢(F), P! (F)], can be considered as a

function of 3!, y?, ¥3; indeed, since the scalar functions appearing in the integrands of

y?, > form a base in the space spanned by 1, )| we can express the generic K in y* as

K [, / #, \Il(l)], which (through the Assumption) gives y* = y' K [, / z—i, L7t (g-i)}
The geometry of this space is described by the induced re-normalized metric

WY Y
y? Y y?
1 2 3
Gren (' v%y%) = = |
e, ()
yYy 3 (y ) Y y!
- Y - + NEE
o e
s (BT _y el
(y1)? (y - F<z_3)2 T (y1)3F<z—§ 3
9aBren(y¥50°) = —1 Y 0 (321)
2 2
3y2y3F' F ﬁ 3y2F/ F j
) e
") F(yl) (y1) F(y—l)

Any function ¥(y', 4%, y?) on this manifold is of course annihilated by the quantum linear
constraint, i.e.

IV (y', v, y°)
oyt

1,2 ,3
HU(y' % y°) = H yl+%f2’y)ﬂl v+
since the derivatives with respect to r are transparent to the partial derivatives of W
(which are, just like the y*’s, r-numbers).

The covariant metric (3.21) describes a three dimensional conformally flat geometry,
since the corresponding Cotton-York tensor vanishes. The Ricci scalar is R = %,
indicating that the arbitrariness in F' (and thus also in L) is a pure gauge. The change

of coordinates

1,2 .3\ _ ( —L16Y143Y3) Yi4v24y3 L1 YI43Y3) -1/, L (—9Y148Y2-15Y3)
vy y") = (e7s e e F( ) (3.22)

, e24d

(where F~! denotes the function inverse to F', i.e F~'(F(x)) = x) brings the metric to
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the manifestly conformally flat form:

€Y1+Y2+Y3 0 0
gABren(Yla Y27 Yg) = 0 —g €Y1+Y2+Y3 0 s (323)
0 O _eyl+y2+y3

in which all the F' dependence has indeed disappeared.

The final restriction on the form of ¥ will be obtained by the imposition of the
quantum analog of the quadratic constraint H,. According to the above exposition we
postulate that the quantum gravity of the geometries given by (2.5) will be described by
the following partial differential equation (in terms of the Y4’s)

. 1
HW = [_5 O, 4+ Ve (YL Y2 Y?) =0 (3.24)
with i 9
O.=0+-—"_R 3.25
TIa-n (3:25)

being the conformal Laplacian based on gap,e.(Y', Y% Y3), R the Ricci scalar, and
d the dimensions of gapgren. The metric (3.23) is conformally flat with Ricci scalar
R=3¢Y" Y=Y’ and its dimension is d = 3. The re-normalized form of the potential
(2.11) offers us the possibility to introduce, in a dynamical way, topological effects into
our wave functional: Indeed, under our Assumption, the first two terms become —2 € !
and 2 A 42, respectively, while the last, being a total derivative, becomes Ap = 4 w;p’ |
(if a < r < f3). In the spirit previously explained we should drop this term, however one
could also keep it. The re-normalized form of the remaining, third, term of the potential
can be obtained as follows

3 . 3 3
P = ALEW) e LuW) = LA pgoy L g - (y—l) :
gl y y

thus finally

3

L1 <2’—1>] . Finally, effecting the transformation

(3.22) the form of the re-normalized potential is

and the third term becomes —2y!

L—

View = —2ee 80V g2V [0 (ot eaCov syt sy )y

2N A, (3.26)
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and the Wheeler-deWitt equation is given as
_2€€§(3Y1+5Y3)+Y2 \I/(Yl y2 Y3) + 9 A 20V 1+Y24Y?) \I,(Yl y?2 Y3) _
9 s (BY 1 45Y )4y |:L71 (F1(6214(91/1+8Y2151/?’)))}2 UYL V2 Y%) 4

A 6Y1+Y2+Y3 \I,(Yﬂ’ Y2, Y3) _ %8\1,(}/1’ Y2, Y3) N ia\y(Y;Y}Zza YB)
ia\I/(Yl,Yz,Y:s) n la\I/(Yl,Yz,Y:s) _ laz\I/(Yl,YQ,YB’) §82\I/(Y1,Y2,Y3)
16 oY? 4 oY’ 2 9(YY)? 8  9(v?)?
l@Q\I/(Yl,YQ,YB’) _ 0

2 9(Y3)?

Since F~! is an arbitrary function of its arguments, we may contemplate the choice:

-l <ei(—9Y1+8Y2—15Y3)> - I (\/eﬁ(—9Y1+8Y2—15Y3) _ e> ' (3.27)

Of course there is a question of existence for such a choice: since F' which appears in
(3.19) is nothing but a convenient parametrization of the expression inside the square
brackets of (3.18), any demand that F' has a specified form (much more in terms of
L) constitutes an implicit restriction on the form of L itself. Subsequently, at least the
existence of such an L must be secured. Indeed, in the Appendix B it is shown that an
appropriate L exists; its form is given by (B.4):

(W(1))3/2 P VR
L) =m+ / (TW)* — e)13/16 e 020 W where eym + ¢y + ez =0,
— €

This choice for F' reduces the Wheeler-deWitt equation to the final almost-separable
form

2AVHYIYI Gy V2 Y)Y — 2eed VUYL Y2 Y + Ap e YT (Y Y2 YR —

3 Lo g 1OU(YLY2YS) 3 0U(YLY2 Y3 10U(YLY2Y?)
128\D<Y YY) 4 oY1 16 Y2 4 Y3
10°0(YLY2Y?) 30°0(YLYLY?) 10°0(YLY%LY?) (3.28)
2 9’ 8  9(v?)? 2 9y ‘

This equation is separable for A = 0 and A7y = 0. In this case it can readily be solved:
assuming U(Y!1 Y2 V3) = UH(Y?!) U?(Y?) U3(Y?) and dividing (3.28) by ¥ we get the
three ordinary differential equations:

1 dui(yh) 1 42yl
4\111(}/1) dy1 9 \I,l(yl) d (Y1)2 =m,
dv?(y? d?w(y? 2
’ ( )+ ; (2)—2€€§Y =n,
16 W2(Y2) dY?2 8U2(Y2) {(v2)
1 dU3(Y?) 1 d2u3(Y3) 3

T dy® 2wy gy 12
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where m and n are separation constants. Their solutions are:
vyl = clei(_l_‘/Hng)Yl T e ei(_lh/Hng)w,

2/v/2 -Y?/4 2Y2/3 -Y?/4 2Y2/3
(Y c3e€ I_g\/m(Qex/ge >+C46 Igm@e\/ge )
WY = o o8 (—2-VTHI28m—128n)Y? + o e%(—2+\/7+128m—128n)Y3’

N~—
|

where I, 5 VIR (2\/§ e2Y?/ 3) are modified Bessel functions of the first kind and non-
8

integer order.

4 Discussion

We have considered the canonical analysis and subsequent quantization of the (3+1)-
dimensional action of pure gravity plus a cosmological constant term, under the assump-
tion of the existence of two-dimensional (spacelike) surfaces of maximal symmetry. At
the classical level, the application of the Dirac algorithm results in one linear and one
quadratic first class constraints. The linear constraint is shown to correspond to arbi-
trary changes of the radial coordinate. The quadratic constraint is the generator of the
time evolution. Adopting the Schrodinger picture for the quantum momentum opera-
tors, we are led to choose as our initial collection of state vectors all smooth (integrals
over the radial coordinate r) functionals, in order to avoid an ill-defined action of these
operators. The quantum linear constraint entails a reduction of this collection to all
smooth scalar functionals. At this stage the need emerges to somehow obtain an in-
duced metric on the so far “physical” states, which is composed out of these states. This
leads us to firstly adopt a particular (formal) re-normalization prescription and secondly
impose the Requirement. As a result, the final collection of state vectors is reduced
to the three (essentially unique) smooth scalar functionals (y',%? y3). The quantum
analogue of the kinetic part of the quadratic constraint is then realized as the confor-
mal Laplace-Beltrami operator based on the induced re-normalized metric. After the
interpretation (through the Assumption) of the potential part of H, a Wheeler-deWitt
equation emerges. In order to analytically solve this equation we exploit the freedom
in the choice of L appearing in 33, which is left by the imposition of Requirement
and which is shown to be a pure general coordinate transformation on the re-normalized
manifold. Effecting an appropriate change of variables the metric is put in conformally
flat form. Then, the aforementioned freedom is used to make the equation separable.

Generally (and somewhat loosely) speaking, our goal is, at a first stage, to assign a
unique number between 0 and 1 to each and every geometry of the families considered,
in a way that is independent of the coordinate system used to represent the metric.
Of course, at the present status of things we cannot do this, since the following two
problems remain to be solved: i) render finite the three smooth functionals and ii) select
an appropriate inner product.

The first will need a final regularization of y!, y?, y3, but most probably, the detailed
way to do this will depend upon the particular geometry under consideration.
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For the second, a natural choice would be the determinant of the induced re-normalized
metric, although the problem with the positive definiteness may dictate another choice.

At this point it is instructive to reflect upon the fate of the classical "open” Poisson

bracket algebra (2.13) of the constraints H,, H; within the context of the present quan-
tization scheme. It is true that it is very difficult to investigate the quantum realization
of this Poisson algebra in the space spanned by the configuration functions and their
derivatives of arbitrary order. The way we have chosen to overcome this difficulty is to
generalize Kuchar’s construction; an essential element of this construction is the reduc-
tion of the initial configuration space. This reduction consists in restricting to the space
spanned by the ”physical” degrees of freedom, annihilated by the linear constraints.
Thus, even in the case of finite degrees of freedom, the classical algebra is not, at the
quantum level, realized in the original configuration space, and therefore its realization
can not be faithful in this space. As a second step in this construction, the reduced
space of "physical” states is endowed with a metric (induced by the super-metric) and
the kinetic part of the quadratic constraint is realized as the Laplace-Beltrami operator
based on this metric. The consistency of the scheme is guaranteed by the existence of
the reduce space of "physical” states, the fact that, by virtue of the first class algebra
(3.2), the induced metric is composed out of the ”physical” degrees of freedom ¢%, and
standard existence theorems concerning second order partial differential equations. Of
course, the ultimate finding of solutions to this equation can also serve as proof of con-
sistency.
In the case we address, the first step of the generalization of Kuchar’s construction is
smoothly carried out, resulting in the ”physical” states (3.4a),(3.4b). It is the general-
ization of the second step that can not be implemented without the use of the central
idea of our work, i.e. the Assumption and the Requirement. It is only after their
acceptance that it is possible to construct the finally reduced physical space spanned
by the three functionals (3.20) and endowed with the physical metric (3.21). All the
requirements for consistency of our quantum theory are thus met: The reduced space of
"physical” states exists, and the postulated operator equation (3.24) admits solutions.
Furthermore, the entire solution space (for A = 0, Ay = 0) is given.

There is also a similarity with string theory which we think is worth pointing out:
Indeed, in string theory the Virasoro algebra is made consistent by adjusting the di-
mensions of the target space. In our quantum theory, the initial degrees of freedom
are infinite and any possible realization of the open Poisson algebra (2.13) is bound to
be plagued by infinities (anomalies). In this respect, the function of the Assumption
and the Requirement leads to a unique choice of the dimensions of the physical space
i.e. three. Thus the well known anomaly cancelation in string theory is appearing in a
natural way in our scheme, hence the parallelism.

Finally, we would like to comment upon the relation of the results here obtained to
the results presented in our previous work [31]. There, the 2+1 action of pure gravity plus
a cosmological constant term was quantized in a similar manner, under the assumption
of existence of one space-like Killing vector field. We would like to point out the quite
interesting fact that, although the systems considered are different, the resulting re-
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normalized manifolds, their geometry and the corresponding Wheeler-deWitt equations
are strikingly similar. To our view, this constitutes a very strong indication that the
imposition of the Assumption and the Requirement is not simply an elegant way to
reduce the number of spatial derivatives of the configuration fields involved in the scalar
functionals, but is rather a tool for unraveling the underlying geometrical structure of
Quantum Gravity (in the approximation considered, of course).
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A Appendix: The Classical Solution Space

In this Appendix we outline the investigation of the solution space to (2.14) for the
family of geometries described by (2.5). We first observe that the block-diagonal form
of this metric is preserved under the (restricted) coordinate transformations (¢,r) —
(T'(t,r), R(t,r)). Under any such change the 2 x 2 (¢,r) part of (2.5) transforms as
a second rank covariant tensor and can thus serve as a two-dimensional metric, say

g,(f,z (of signature (—,+)), while ¥ (¢, r) transforms as a scalar. Therefore, the doublet

F = (Wé?r)’ Bwa(j,r)) is an one-form under the above mentioned restricted transforma-
tions and its measure K = g(Q)””FHF,, is invariant.We can thus distinguish three cases
corresponding to K being positive, negative or zero respectively. When these cases are
combined with the three types of symmetry, they produce nine possibilities which have
to be considered.

Let us take the case K > 0. The one-form F' is space-like and therefore can, by virtue
of a standard theorem of differential geometry, be reduced to the form F = (0,1) by a
change of coordinates in the (¢,r) subspace. Because of the scalar character of ¥ (¢, )
we conclude that it has to be identified to the new radial coordinate R = ¢(t,7). At
this stage, a further transformation of the time coordinate, keeping R unchanged, can
be employed to eliminate the off-diagonal component of gﬁ. The line-element (2.5) is
thus, without loss of generality, reduced to the form

ds®> = —A(T, R)dT? + B(T, R)dr* + R*d 6> + R f(0)*d ¢*. (A1)
When this line-element is inserted in (2.14) the constraint equation EY = — BT BB A’?ﬁ}%ﬁg "=

0 is obtained. Insertion of the solution to this equation B(T, R) = B(R) into (2.14) makes
the combination RA(R)(E} — EY) = 26000 | 9rALR) _ ) eagy to integrate, resulting in

B(R) A(T,R)
A(T,R) = %. At this stage, the line-element (A.1) reads:
2 _ _a(T) 2 2 2 102 2 2 7 42
ds” = ﬁ(R)dT + B(R)dr*+ R*d6” + R° f(0)d ¢°. (A.2)

The form of this metric reveals that it is static, since a(7") can be absorbed by a time
redefinition dr = o(T)2dT. For A = 0 and spherical symmetry this result is known as
Birkhoft’s theorem. Using these standard coordinates we can easily integrate the only
functionally independent equation E{ obtaining the following three “point-like” solutions
for the cases of spherical, GBL and plane symmetry respectively:

A AR A AR

ds® = —(1— = — R)d72+(1——— R)‘1dR2+R2d02+R2(sin6’)2dgb2 (A.3)
R 3 R 3
A AR? A AR

ds’ = —(-14+5 - f)d¢2+(—1+ﬁ— 5)_1dR2+R2d02+R2(sinh9)2d¢2 (A4)
A R? A R?

dsQ——(%— f)m%(%- 5)1dR2+R2d92+R292d¢2 (A.5)
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For A = 0 (A.3) is the well-known Schwarszchild metric [32]. The constants A, A ap-
pearing in (A.3),(A.4),(A.5) are essential: They can not be eliminated or even altered
by a coordinate transformation, and thus different values of them define distinct geome-
tries. Their character as essential can be verified by the use of the Cartan-Karlhede
equivalence method [33], or the use of a criterion developed in [34], or by enclosing them
in invariant relations satisfied among geometrical objects constructed by the Riemmann
tensor and its covariant derivatives of an appropriate order. Such relations typically arise
when we eliminate the coordinates between the expressions giving a sufficient number of
curvature scalars. For metrics (A.3), (A.4) a pair of such relation is given by:

R—4A =0,

(351 — 8A?)%(27€A%S2 + 64A% + 144 A%A%) — 3(351 — 8A?)°(27eA*S152 +

32A52 + 27eA%S3) + 3¢(351 — 8A%)*((36 A%\ + 12€)52? + 81425153 4 80eAS3) —
18¢(351 — 8A?)?(A%52% + (36 A%A + 10€)5253) + 9¢(351 — 8A?)?(18 42522593 +
(108A4%A + 25¢)53%) — X486e¢A25253%(351 — 8A?) + 486eA4%53° = 0, (A.6)

where € = —1, 1 for spherical and GBL symmetry respectively, S1 is the Kretschmann
scalar curvature, S2 its Laplacian, and S3 the square of the measure of its gradient:

S1= RIJKL R[JKL, S2 = gIJ51;];J, S3 = gIJ51;]Sl;J.

For metric (A.5) the constant k is not essential as it can be seen by applying the criterion
of [34]. Tt is included only because the value k = 0 gives a space different from the family
with k # 0. Thus, in this case, one invariant relation is needed (in order to prove the
essentiality of A). This could be the common to all metrics R = 4 A or, the alternative
relation:

(351 — 8A%)(S2 — 6S1A + 16A*) — 353 = 0. (A7)

The case K > 0 is completely analogous : F' is now time-like and can thus be
reduced to the form F' = (1,0), indicating that ¢ (¢, ) is to be identified to the new time
coordinate T' = 1 (t, 7). Again the freedom in choosing the new radial coordinate can be
used to eliminate the off-diagonal element of gfw. Therefore, the metric corresponding
to (A.1) is

ds* = —A(T,R)dT* 4+ B(T,R)dr* + T d¢* + T? f(0)* d ¢°. (A.8)
When this line-element is inserted into (2.14) the constraint equation EY = — aTZf(‘;Tg)%Q) =0
is obtained. Insertion of the solution to this equation A(T, R) = «a(T") into (2.14) makes
the combination Ta(T)(E} — Ef) = QZ?T()T) + a%?T(?I’;;) = 0 easy to integrate, resulting in
B(T,R) = %. At this stage, the line-element (A.8) reads:

ds? = —a(T) dT? + % dr* +T2d6> + T2 f(0) d ¢ (A.9)

27



revealing that it is spatially homogeneous, since 3(R) can be absorbed by a redefinition
dp = B(R)"?dR. This result can be considered as the counterpart to Birkhoff’s theorem.
In these standard coordinates the only remaining functionally independent equation
EJ = 0 is readily solved, resulting in the following three cosmological solutions

A AT? A AT?
ds? = —(1— = — AT+ (1 - = — Ydp*+T*d6? +T? (sin0)*d ¢* (A.10)
T 3 T 3
A AT? A AT?
ds® = _(_1+?_ )*1dT2+(—1+T— )dp*+T* d0*+T? (sinh 0)* d ¢* (A.11)
AT? AT?
d32:_(%_7)_1dT2+(%— YAR2+T2d6* + T2 6% d ¢’ (A.12)

For A = 0 (A.10) is the well-known Kantowski-Sachs metric [35]. The character of the
constants A, A, k is the same as in the previous case (K > 0) and their (locally) defining
invariant relations are identical to (A.6), (A.7).

Finally, the case K = 0 does not produce any new, non-trivial solution: The in-
vestigation is most easily carried out in the conformal gauge and light-cone coordi-
nates for metric (2.5) ds* = 2 A(u,v) dudv + ¥ (u,v)*d6? + ¥(u,v)? f(0)*d ¢*. Since

= 99u(uv) duip(u,v)
K=2 A(u,v)

propriate redefinition of u or v the previous line-element can be cast into the form ds? =
2A(U,v)dU dv+U?d0*+u? f(0)* d ¢*. The case with v? in the spatial part is completely
equivalent. The constraint equations now become E{ = A + 7= =0, E) = 23%2%’;;) =0
where e = —1, 1, 0 for the spherical, GBL or plane symmetry respectively. The system is
compatible only for € = 0 (plane symmetry), its solution being A = 0, A(U,v) = Al(v)
which, however, is nothing but the Minkowski space-time.

Notice that in the families of metrics (A.3), (A.4), (A.10), (A.11) Minkowski space-
time is attained with A =0, A = 0, while we can not set k =0, A =0 in (A.5), (A.12).
Also, setting A = 0, x = 0 in all metrics results in maximally symmetric space-times.
Lastly, for A = 0 all solutions can be concisely summarized, in the conformal light-cone

gauge, by (2.6), (2.7).

= 0 we have that ¢)(u,v) = h(u) or k(v). In either case, with an ap-
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B Appendix: Existence of L

In this Appendix we show that an L(¥(")) exists for which (3.18) is equal to (3.19) for the
particular choice of F[L(¥M)] given by (3.27). To begin with let us change coordinates

from UM to w = /WM — ¢ The term inside the square brackets in the r.h.s of (3.18)
becomes

(L(w) et L’(w))2 ) 2\/€+7W2/ <L(w) - H_TWL/(Q:/)B_E%W) - EJFTWL’(W)>

w
where the prime now denotes differentiation with respect to the variable w. On the other
hand (3.19), through the choice F' = L™!(w) becomes

dw,

2
4w 2

L(w)* — TL’(w)

We thus have to prove the existence of an L(w) which secures the equality between the
above two expressions, namely that

r= (s~ ) -avera | (11 - —L<¢>¢> - )

L'(w)’ =0. (B.1)

dw

4 w?

— L(Ww)*+ 3

Let us assume that (B.1) holds. Then, the expression —3w? <I — #%) must also

vanish, which leads to
—3le+ W)L (W) +4w(2e+ W)L (W)* + 8w (e + W) L' (w)L" (w) = 0. (B.2)

The case L(w) = const. does not concern us since it corresponds to the functional y!.
Therefore, dividing (B.2) by L'(w)? and defining a(w) = L'(w)/L(w) we obtain

8wi(e +w?)d (W) +w! +2ew® =36 =0, (B.3)

which is readily integrated, giving

1 Je 9
a(w) = k+§ (—2—002 —blhnw+2In(e+w ))
and thus ( 2)1/4
€e+w _ _3e
L(W) =m + / W ek 1602 dw. (B4)

This expression for L(w) emerged as an integrability condition for the integro-differential
equation (B.1). It is therefore necessary to insert (B.4) into this equation. The result is
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the following expression for A = —4(e + w?)~V/2I:

3/4 . 2)3/4 . 2\1/4 .
A = —7322: 25T 4 Sletw)™ C +1§58) P Teuz (m+/7(6+(:/8) e Touz dw) —
w w

(B2 —10ew? —w?) ,__sc (e+wH4 | s
/ |: w37/8(€—|—w2)1/4 e 16 w2 m + Te T6w2 dw dw.

Surprisingly enough the above expression is w-independent, i.e 9A/Jw = 0. Therefore
B=A—-F(k,m)=0. (B.5)

We have now to prove that there is a choice of the constants k£, m for which F' = 0, so
that A = 0 = I = 0. Our strategy is to confine, through integrability conditions for
(B.5), as much as possible the form of F'(k,m). As a first step, we must dispose off the
double integral (in the variable w) appearing in A. To do this we differentiate B with
respect to k and solve the resulting expression for the aforementioned double integral.
By inserting the outcome of this operation into (B.5) we get

oF 8m (€ + w? )3/4 (B2 —10ew? —w?) ,_ sc
b= Ok R wls/s G m/ w3T/8 (€ + w?)1/4 e et dw =0.

By differentiating this new form of B with respect to k, and repeating the procedure
described just above, we can eliminate the remaining integral that appears in B (and in
fact all the w-dependence). Thus, we end up with

OF  O°F
B=2F-3 .+ W‘O’

which has the following solutions:
F(k,m) = A (m) e + Xa(m) e**. (B.6)
Inserting (B.6) into (B.5) and differentiating with respect to m we get

8(e+w?)* | se 32 —10ew? —wt) | sc
(Tgek _/( (et A ) k=i du = A" (m) ¢ — Ao'(m) 2* =0,

which by differentiation with respect to k gives
Bl \ ae  [BE—10ew?—wh) o
St = [ B i o= ) =20 () = 0
Subtracting these last two equations we have

Ao’ (m) = 0= Xa(m) = cs.

If we insert this result together with (B.6) in (B.5) and we double differentiate with
respect to m we will get

AM(m) =0= \(m)=cim+ cs.
Therefore, (B.6) becomes
F(k,m) =cime" +cyef + cze*F

and we are finally able to conclude that the choice m = —% satisfies (B.1).
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