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Abstract— This paper deals with the convergence loss reducti
of a 3-dimensional turbo code combining both paraéll and serial
concatenation. This code is derived from the classitturbo code
by concatenating a rate-1 post-encoder at its outpuln order to
reduce the observable loss of convergence at higtrar rates, we
propose first a time varying construction of the pst-encoded
parity. Then, we analyse the association of the 3+densional
turbo code with high order modulations, where both the
systematic bits and the post-encoded parity bits ar more
protected than the other parity bits. Performancecomparisons
are made between the 3GPP2 standardized turbo codad the 3-
dimensional 3GPP2 turbo code. The different stages rea
illustrated with simulation results, asymptotical bounds and
EXIT charts.

Keywords-turbo code; iterative decoding; 3-dimensional turbo
code; 3GPP2; convergence threshold; time varying trellis; turbo
coded modulation.

l. INTRODUCTION

The first application of the turbo principle conced the
error correcting codes and resulted in the inventé turbo
codes (TCs) in the early nineties [1]. Howeverspite of their
performance in compliance with the theory develofsd
Claude Shannon in the middle of the twentieth agntliCs
suffer from a flattening at medium-to-high signal moise
ratios. In order to improve the performance at ewy error
rates by raising the Minimum Hamming Distance (MHR)
hybrid concatenated code, called 3-dimensionabtadile (3D
TC) was introduced in [2, 3]. It is based on thetiph
concatenation of a classical turbo code with a-lafgost-
encoder, which encodes only a fractioof the parity bits from
the upper and lower constituent encoders. The ifract
1 - A of parity bits which is not re-encoded is directbnt to
the channel or punctured to achieve the desired caig. The
value ofA can be used to trade-off performance in the waterf
region with performance in the error floor regids. shown in
[2, 3], the 3D TC improves performance in the erfloor
compared to the TC, at the expense of an increase
complexity and a certain loss in convergence.

This paper is organized as follows. In Sectionvh, present
the 3D TC. The code optimization issues are diszligs the
same section, followed by a detailed study of tbmmexity
increase of the 3D TC in Section lll. Then, in SatlV, we
discuss convergence issues and we propose timéngaBy

dimentional turbo codes as an alternative to redthe
observable loss of convergence. Furthermore, w&/znahe
association of 3D TCs with specific high order miations to
improve the performance of the 3D TC in the watkré&gion.
Finally, section V draws some conclusions.

II.  CODING SCHEME

A. Encoding Structure

A block diagram of the 3D turbo encoder is depiciied
Fig. 1. In our work, we focused on the 3GPP2 cane3-state
binary turbo code, used in the third generation)(8@bile
phone communication systems [4]. The 3GPP2 turle ¢®
built from the parallel concatenation of two Re¢uss
Systematic Convolutional (RSC) codes, with generato
polynomials 13 (recursivity) and 15 (redundancy)eoverall
code rate before puncturing is 1/3. A fractibiof the parity
bits from the upper and lower constituent encodars
grouped by a P/S multiplexer, permuted by a pertintdl’,
and encoded by an encoder of unity rate. In [2} &,referred
to as the permeability rate. Usually, very simpkgular
permeability patterns are applied. For instance,=if1/8 the
bits to be post-encoded are chosen in the regudeisb
{10000000} for both the upper and the lower enceder
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Figure 1. 3D turbo encoder structure. A fractidmf the parity bits from
both component encoders are grouped by a P/Spheuttr, permuted by the
I permutatioril’, and encoded by a rate-1 post-encoder.

B. Choice of the Post-Encoder

The choice of the post-encoder influences the pedoce
in both the waterfall and error floor regions. langral, the
post-encoder must be simple to limit the complekiigrease
of the corresponding decoder. Low memory RSC cedgsfy



this requirement. Three linear RSC codes having ongrd
are given in Fig. 2. Besides, the convolutional ecdgl made
tail-biting [5] to prevent from any side effects #e initial
state and the final state of the post-encoder hwaya the
same. This requirement is important for real-timed a
demanding applications,
videoconferencing, where very low error rates aneght for.
Last but not least, the post-encoder must not éxttib much
error amplification, to prevent from a high losscomvergence

In Fig. 4, we report the Frame Error Rate (FER)
performance of the 3D 3GPP2 TC to compare it witht of
the 3GPP2 TC for the block size 570 bits, at codiatp
R=1/3 andl = 1/4. We observe a loss of convergence in the
waterfall region when the post-encoder of Fig. A@used.

such as TV broadcasting oBut, as expected, this loss of convergence incscaten the

post-encoder of Fig. 2(b) is used (see Fig. 4). lahgest loss
of convergence was observed when the code of k@.i2
used. Other simulations at high coding rates, sashfor

(see [2, 3] for details). To complete the analysif2, 3], the
choice of the post-encoder is justified by meang&Xfrinsic
Information Transfer (EXIT) [6] analysis.
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Figure 2. Possible linear post-encoder candidates with meraory

R =2/3 and\ = 1/4, show that the 3D TC does not converge
when the code of Fig. 2(c) is selected to be th&-pocoder.
Therefore, from a convergence point of view, codg Has
been selected to be the post-encoder in diffeiemtlations of
the 3D TC.
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In Fig. 3 we report the EXIT curves for the thrémedr 3D 3GPP2 TC with (5.4)
post-encoders of Fig. 2. When no a-priori informatiis _ :
available at the input of the pre-decodes. (first iteration) the T 02 o4 s 08t 12 14 46 14 2
Mutual Information (MI) at its output is higher fgpost- Eb/NO (dB)

encoder (a). In fact, code (a) has a correspondexpder Figure 4. FER performance of the 3D 3GPP2 TC wita 1/4 fork = 570
which only doubles the number of errors of its inguthe first bits, R = 1/3 and comparison with the 3GPP2 TC. All sirtiales used the
step of the iterative process, while code (b) olughly) triple Max-Log-MAP algorithm with 10 decoding iterations.

the number of errors at the first step. The woestecoccurs
with code (c) because its decoder will make a rkéstance
every two bits in its entry.

C. Permutationd7 andIT

The 3D TC is characterized by two permutations teho
Let us assume that a post-encoder, where the Misat by IT andIT’, as shown in Fig. 1. In theory, both permutations

output is zero when there is no Ml at its inputcfsas code should be jointly optimized. Howevedl is the internal
(c)), has been selected. The worst case occurs alighe permutation of the TC, and we keBpunchanged with regard
parity bits are post-encoded, which correspondsgh coding to the original code for reasons of backward coibpiy. 1T
ratessuch asR = 2/3 forA = 1/4 orR=4/5 forA = 1/8. In this is used to spread a fracti@arof the parity bits before feeding
case, the error rate at the output of the correfipgnpre- them to the post-encoder. To optimilé different types of
decoder at the first iteration will be 0.5. And tiebo decoder interleavers were tested starting from random pé&atimns to
will have no parity to decode with at the first stef the  more structured permutations such as the regutanéaver. It
iterative process. It will just be something catshic! was observed through the different simulations thiz
Therefore, the EXIT analysis is a very importamd to select a important property is the spreakh fact, performance of an
post-encoder convenient at low but also at highinzprhtes. interleaver is degraded by low values of spreAdd the
regular permutation is an interleaver achievingpeead of

e v 2k [7], wherek is the size of the frame. So it performs better
4 than a random interleaver in terms of MHD and cogeece.

1

S oo T Code (54 of Flg- 2(2) Fig. 5 shows the simulated performance of the 3[PRB&
Sos) —— Code (7.4) of Fig. 2(b) TC with an interleavell’, random but also regular, for code
= ~-s- Code (5.7) of Fig. 2(c) rateR=1/2,A = 1/8 andk = 762 bits. Performance of the 3D
3GPP2 TC using a random permutatiih is not good in
02 ] ! terms of MHD, but also in terms of convergence. idoer,
the use of a regular permutatifihresults in an increase in the
;—— : MHD of the 3D 3GPP2 TC by more than 60 % compaced t
' ' ' C migny ' ' ' the standardized 3GPP2 turbo code; which providgaim of

more than 2 decades in the error floor. These sitioun

Figure 3. EXIT curves for different linear post-encoders. results were confirmed with the asymptotical bouasishown



in Fig. 5. Note that the permeability rate has #iace on the
performance of the 3D TC similar to the dopingaatoncept
of [8].
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hardware decision at the decoder output requiresemory
bits (single-port RAM). Finally, sliding window []0
processing is performed to reduce the amount of ongm
required by SISO decoding; and state metrics atwiinelow
sides have to be stored at each iteration.

1o0E0z | 3GPP2TC S - 3D 3GPP2 TC TABLE I. COMPUTATIO:Il_AG‘LOCROnI}/ll_iP’JI.EXITY OF THEMAX-LOG-MAP
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Figure 5. FER performance of the 3D 3GPP2 TC with 1/8 fork = 762 redundancy bits
bits, R = 1/2 and comparison with the 3GPP2 TC. All sirtioles used the Total computational
Max-Log-MAP algorithm with 10 decoding iteratiorhe all-zero iterative | 'equirementper gx gutl | on+2 4 q ov+2 _q
decoding algorithm [9] was applied to obtain thstatice spectrum. |nformat|0nTbC|t for classica
Total computational L 5 Vi1
i v+ n+ -
lIl.  COMPLEXITY ANALYSIS OF 3-DIMENSIONAL TURBO _requirement per 3*2"+ 2" +3 3 (2 1)
information bit for 3D TC

DECODERS

In [3], the complexity increase was estimated toldss
than 10% with respect to classical 2-dimensional TFCthis
section, we propose a more detailed analysis ofangplexity
of a 3D TC. In fact, compared to a classical tulbooder, the
additional complexity of the 3D turbo decoder isimhadue
to the implementation of the binary 4-state decdulgralso to
the calculation of the extrinsic information abdbe post-
encoded parity bits. Let us consider a RSC codé wie
following parameters:

v is the memory length of the code,

n is the number of coded bits provided by the encod
at each trellis stage (when no puncturing is peréat),

and k is the trellis length. It is also the length of
information sequence, in terms of binary bits.

Table | summarizes the resulting complexity for phecess
of a trellis stage, or equivalently of an infornoatibit. The
corresponding numerical values are given in Tablenlorder

Table Il compares the hardware complexity of thd®B@
turbo decoder and the corresponding 3D decoddehéoworst
case, wheri = 1/8 is used, in terms of memory sikes 1530
bits andR = 1/2. Table Il provides:

TABLE II. SUMMARY OF COMPLEXITY ANALYSIS FOR3GPP2aND 3D
3GPP2rurBO DECODERS FORK = 1530BITS, R=1/2AND 4 = 1/8.

to compare the complexity of the different familiex

decoders, it is assumed that addition/subtractr@h@mpare-

Overall SISO HW complexity (number of add / comparg
select operators
P=1 P=2 P =
br 3GPP2 112 = C, 224 = C, 448 = C,
3D TC based 176 304 560
on3GPP2 | = C;, +57% | =C,+36% | =C, + 25%
RAM (equivalent single-port memory in bits)
Input quantization: 6 bits
P=1 P=2 P=4
3GPP2 101,510=M; | 106,630=M, | 126,251=M,
3D TC based
on 3GPP2 =M;+9.2% =M, +88% =M, +8.0%

select operators have similar hardware complexity.

On the other hand, the memory requirements fotuHeo
decoder are the amount of both RAM and ROM memary.
very small amount of ROM memory is required to sttre
turbo code permutation parameters. This amounteshary is
the same for all coding schemes under considerafiah for
the RAM memory, two input buffers are necessary dach
data sequence, including systematic and parity sigsnming
from the transmission channel. Thuskifs the length of the
information sequence, kiR input samples, quantized ag
bits, have to be stored at the decoder input. ditiad, X
extrinsics (dual-port RAM) need to be stored (qgiraat ongy
+1 bits). For a 3D TC, additional extrinsics AX) related to
re-encoded redundancy bits need to be stored. Ttmen,

the complexity of the overall hardware dedicated to
SISO decoding with the Max-Log-MAP algorithm in
terms of add / compare-select operators,

the amount of RAM memory required for the
implementation, in terms of equivalent single-port
RAM bit (1 dual-port RAM bit = 2 single-port RAM
bit).

The number of SISO decoders placed in paralkl,
depends both on the required data throughput andhen
hardware implementation technology. Table |l présen
complexity figures folP = 1,P = 2 andP = 4. This complexity
assessment does not take the size of the SIS@ahtgrerands



into account. The implementation of the controltp@tate
machines) and interleavers is not taken into adceither.
Note that the complexity of the state machines da¢sliffer a
lot between the different families of decoders.

To conclude, the first estimation of the complexifyin [3]
was optimistic. And Table Il shows that the mor@ariant the
degree of parallelism is, the less the impact (aulfdil
complexity) of usinga 3D TC is.

IV. REDUCING THE CONVERGENCE LOSS OB-DIMENSIONAL
TurBO CODES

decoders. Note that, after the seventh iteratiba, ttansfer
characteristics remain almost unchanged.

The convergence threshold of the 3D TV turbo cale i
1.58 dB for code rat® = 2/3 andi = 1/4,i.e. the minimum
signal to noise ratio where the tunnel between EXET
curves opens. These results were confirmed by atibok of
the code. On the other hand, the convergence tickesii the

TC at code rat®R = 2/3 is estimated around 1.49 dB and that

of the 3D TC is 1.67 dB. As a conclusion, the usd\é 3-

dimensional 3GPP2 TC reduced the loss of conversydiyc
50% from 0.18 dB (1.67 -1.49) to 0.09 dB (1.58-9) .4t code
rateR = 2/3 andl =1/4. And among the simulated cases it was

The 3D TC improves performance in the error floorgpserved that the time varying parity constructieduces the

compared to the TC, at the expense of a loss inergence
and an increase in complexity. In this section, pwepose a
time varying construction of the post-encoded pabits to
reduce the loss of convergence at high error ratesn, we
show that there is no need to use the time varigapnique
when the code is associated with a high order nadidul
because the observable loss of convergence "disegdpghen
a specific permutation before the mapping is used.

A. Time Varying 3-Dimensional Turbo Codes
1) Time Varying EncodingThe proposed time varying
(TV) encoding consists in alternating two redundescin

time W, = 4 andW, = 7, instead of having only one. It is a

mixture of the code (5,4) of Fig. 2(a) and the ed8,7) of
Fig. 2(c) to benefit from the better performancetaf latter in
the error floor region and that of the code (5id)the
waterfall region. In fact, the EXIT curves in FR).
corresponding to the post-encoders of Fig. 2(a) 2o}l cross
around input MI 0.1. For high input Ml the curvdated to
code (c) indicates a better behavior in the ermorfregion.
For this reason, the principle of the time varyenroding is
to combine the two encoders. Unfortunately, thdadise of
the time varying code (5,4:7) is only 2 compardth\@ for
the RSC code (5,4) and 5 for the RSC code (5,7).

To avoid this problem, the idea proposed in [11kwa
replace some redundancies 4 by other redundanciesgét
closer to the code (5,7). And the replacement paesalenoted
by L (see [12] for detalls).

2) EXIT chart analysisTo generate the EXIT chart of the

3D TC, we have to consider that the two 8-stateoders
exchange also extrinsic information about the posteded
parity bits with the 4-state SISO pre-decoder. e éxtrinsic
information about these parity bits changes evemnaiion, the
curves of mutual exchange between the two decartexsge
from an iteration to the other one.

Fig. 6 shows an EXIT chart of a 3-dimensional Tvbtu
code for B/Ny=1.58 dB where E/N, denotes the signal-to-
noise ratio, at code rate=2/3 andi = 1/4. The transfer
characteristics of the two decoders are no morarstnic. In
fact, for the post encoder, two redundandés 4and W, =7
are alternated in time, bW, is periodically replacetty W,

observable loss of convergence by 10% to 50% ofviiiee
expressed in dB.
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rrrrrrr DECH Iteration 5
— — DECA lteration 6
—— DECA lteration 7

Output of the first d

0 01 02 03 04 05 06 07 08 09 1
Qutput of the second decoder becomes input of the first decoder

Figure 6. EXIT chart of a time varying 3D TC at code r&ke 2/3,1 = 1/4
and E/No=1.58 dB.

B. Turbo Coded Modulations using 3D TCs

1) Transmission scheme:We consider the coded
modulation scheme depicted in Fig. 7, based orsthealled
pragmatic or BICM approach [13]. Fig. 7 shows a @itho
encoder and a 16-QAM modulator that follows a Gray
mapping. At the receiver side, the demapper conspihie Log
Likelihood Ratio (LLR) related to each bit of tha&farmation
sequence. This symbol-to-bit LLR calculation idduled by a
3D turbo decoder that uses the MAP algorithm. Kniswn that
among the four bits forming a symbol in 16-QAM, theerage
probability of error is smaller for the first ankird bits than
for the second and fourth bits [14].

After turbo encodingseveral constellation mappings, all
compliant with Gray labeling, were performe#irst, the
mapping is uniformly distributed on the entire defiation.
Then the systematic bits are protected in priodtyd all the
other bits are distributed the same way. Finahg, dystematic
bits as well as the post-encoded parity bits areemootected
by the 16-QAM modulation than the other non re-eiecb

with periodL = 30. This replacement generates the asymmetrgarity bits. This choice is made because the syaterhits, as

between the transfer characteristics of the twaa&sSISO

well as the post-encoded parity bits, are used Hgy ttvo



decoders during the decoding process. And protpdtiem
should reduce the loss of convergence.

Turbo Gray 16 QAM

encoder »  Interleaver ™ mapper ™ modulator

k.
Channel

|

Turbo Deinterleaver Symbol to bit Demodulator
decoder < ¢ LLR calculation[* ]

Figure 7. Transmission scheme.

2) Simulation ResultsThe FER performance of the 3D

3GPP2 TC has been simulated with 1/8 at code ratB = 1/3
for k = 2298 bits. Fig. 8 shows that the use of the 26AQ
modulation, as explained above, allows the obsésvialss of
convergence of the 3D 3GPP2 TC to be reduced aed e
tranformed into a gain in the waterfall region oD dB
compared with the 3GPP2 standardized TC. Wherasafo
QPSK modulation, the convergence loss of the 3DWd3
estimated to 0.26 dB at code rd&e= 1/3 and\ = 1/8. These
simulation results were confirmed by an EXIT chamglysis.
In fact, the convergence threshold of a TC with Q&M

modulation at code rate = 1/3 is 2.08 dB and that of the 3D

TC with 16-QAM modulation, where the systematicstdind
the post-encoded parity bits are well protected.,.8 dB at

code rateR = 1/3 andl = 1/8. This confirms the observed gain

of 0.22 dB in the waterfall region.
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Figure 8. FER performance of the 3D 3GPP2 TC with 1/8 fork = 2298
bits, R =1/3 and comparison with the 3GPP2 TC. All simola used the
MAP algorithm with 10 decoding iterations and 16 @#nodulation.

V. CONCLUSIONS

The 3D TC, recently introduced by Berretial, calls for
both parallel and serial concatenation and incsedse MHD

with respect to the classical TCs. In this paperdigeussed
how to choose a post-encoder by means of an EX#lysis.
Then, a complexity study of 3D TCs was presentesstomate
the additional complexity. When high throughputse ar
required for a given application, many processcas be
placed in parallel; which decreases the relativditexhal
complexity of the 3D coding scheme. Furthermore, we
proposed an approach to reduce the observable déss
convergence of 3D TCs at high error rates by usingV
construction of the post-encoded parity. This tépia allows
reducing the loss of convergence by 10% to 50%. é¥aw
when the code is associated with high order moubulst there
is no need to use a TV trellis and a specific magillows
obtaining even a gain in the waterfall region. Efere, the
3D TC is adapted to be used in high spectral efficy
transmission systems
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