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Abstract—Time-shifted streaming (or catch-up TV) allows despite only40% of viewers watch their program less than
viewers to watch their TV programs within an expanded time three hours after the live program [3].
window. In this paper, we emphasize the challenging charac-  ggyeral works have highlighted the problems met by time-

teristics of time-shifted TV systems that prevent known delivery ) . .
systems to be used. We model time-shifted TV as multiple-interval shifted systems based on a centralized architecture [4—6].

graph, then we present a Peer-Assisted Catch-Up Streaming New server implementations are described in [6]. Cache
system, namely PACUS, where a set of end users’ computersreplication and placement schemes are extensively studied
ﬁSSiSEEethS ASC?{JVSertIf’(;.LIt(Zf :grrc:?tciili\éeefy'ef\f/x:eiesrnfvvilwi? Eeanzt(iecnutlslc; by the authors of [4]. When several clients share the same
ow : : . . :
for catch-up TV. We demonstrate the benefits yof FE)ACUS by pptlcal Internet access, a patching technique describgg] in
simulations. We especially highlight that PACUS reduces the IS us_ed to har_ldle several concurrent requests, so thatrtie se
traffic at the server side with the advantages of lightweight and requirement is reduced. These works however do not tackle
self-adaptive unstructured peer-to-peer systems. the scalability issue met by time-shifted streaming system
Index Terms—Time-shifted IPTV; Peer-to-Peer; Interval A peer-to-peer architecture for time-shifted streamingteys
Graph; Video Streaming. has been addressed in [7-9]. These systems are based on a
predefined achitechture, such as Distributed Hash Tabl&JDH
or turntable. The use of the hash function in DHT [7, 8]
In time-shifted TV, a program broadcasted from a given timgeems irrelevant in this context because chunks are itelati
t is made available at any time fromto ¢ + § whered can produced. Furthermore, a peer departure conducts to reultip
be potentially infinite. The popularity of TV services basedeletions in the DHT. In [9], a replication algorithm pret&n
on time-shifted streaming has dramatically rised [ARVR the most unpopular past portions to be out of the system.
(a Personal Video Recorder located in the netwock}ch-up Our contributions. In this paper, we evaluate the gains that
TV (the broadcaster records a channel for a shifting numb=an be obtained from the implementation of a peer-assisted
of days, and proposes the content on demaiid),surfing architecture, where a peer is a connected device located at
(using pause, forward or rewind commands), atart-over the home of a client watching a past portion of the stream.
(the ability to jump to the beginning of a live TV program).This peer can store the content that it just consumed, and
Today, to enjoy catch-up TV requires a Digital Video Recordeserve another viewer requesting this contentrakker (i.e., a
(DVR) connected to Internet. However, TV broadcasters neathnagement server) is in charge of coordinating the peer-to
to protect advertisement revenue whereas a DVR viewer gager exchanges. This peer-assisted architecture is exptxt
decide to fast forward through commercials. By controllingignificantly reduce the burden at the server side. Our goal is
the TV stream, not only the broadcasters may guarantee ttmguantify these gains in realistic simulations.
commercials are played, but also they can adapt them to th&he first challenge is to model the behaviors of a population
actual time at which the viewer watches the program. of clients, with respect to the unavailability of real traceo
Unfortunately, building a large-scale time-shifted stné@g far. We compose an analysis of the behavior of a casual time-
service is not trivial. Delivery systems for IPTV can not behifted TV viewer from several recent measurement studies,
utilized because, contrarily to live streaming systemsgtimthen we produce a set of synthetic traces, which are expected
shifted systems can not directly use group communicatitm reflect the reality. It is detailed in Section Il. The sedon
techniques like multicast protocols, for the reason thigints challenge is to optimize the performances of the peertaskis
requiredistinct portions of the stream. Besides, the disk-basedchitecture. We present a model basednaultiple-interval
servers that are currently used in on-demand video serviggaphs then we introduce in Section Il several strategies,
(VoD) have not been designed for concurrent read and writghich can be implemented on the tracker side in order to
operations [2]. Classic VoD servers can not massively ingesstablish fast and efficient connections among peers.
content, and keep pace with the changing viewing habits ofWe describe our results in Section IV. The results we
subscribers. As a matter of facts, time-shifted channeds abtained are better than expected: the behavior of cliehts o
restricted to a time delay ranging from one to three hourme-shifted TV actually matches the properties of the peer
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assisted architecture. We show in particular that up to 90% minutes of a program in average. Moreover, in most cases, the
requests can be fulfilled by peers. That is, a large majofity more popular is the program, the shorter is the sessionHengt
the traffic does not need the server, which is only used forThe TV prime-time is clearly on evening. Measurements

requests on unpopular past portions of the TV stream. made in [3] confirm that clients are obviously more connected
at certain time of the day than others. In US, onl{ of
Il. CHARACTERIZING CATCH-UP TV clients start watching catchup-TV betweén: 00 AM and

The variability of clients’ access to the content drives thé: 00 AM. On the contrary, more thaml% join the system
design of time-shifted streaming systems. Understandiey ubetween9 : 00 PM and 10 : 00 PM (note that clients begin
behavior is critical, however, it is difficult to obtain reawatching live programs before time-shifting, typically eafia
traces for several reasons. First, the services assoaiated Pause or a rewind through immediate past content). In our
time-shifted are multiple ("PVR, catch-up Ttc), and still simulator, we have reproduced the same trend. We create
under construction. Second, current population of cligats * New peers at every cycle. During less attractive hours,
not representative of the future population. Third, ckemsing €dqualsl while it can be equal ta0 at the prime-time. These
DVR for time-shifted TV can not be measured, although th rival are compensated by natural churn, either because of
represent a majority of current time-shifting users. the aforementioned TTL, or because of crash.

We have analyzed some available data, then we have genThis set of data, available online, models a behavior that
erated a synthetic set of traces from the observation ofr oti@nds to be in favor of recent TV programs, with a few
related measurements. We are confident in the accuracy€sfeptions. Figure 2 represents the Cumulative distobuti
this set of data, which are available for downloadingy our Function (CDF) of the lag of shifters at the end of our simu-
opinion, this set of data can be used as instance of the tinfion. The embedded plot zooms on the0o first minutes,
shifting problem until catch-up TV services become popuIaWhiCh represents actually more thae% _of shifters. A pqint

Two sets of studies conducted in 2008 and 2009 have be¥n(1,000,0.50) means that half of shifters are watching a
utilized. The first set is real measurements by DVR vendof¥0gram broadcasted less thafi00 minutes ago. Note on
Typically, the main actor, namely TiVo, gives regularly aiache embedded figure that varlab_le program popularlty. result
about the usage of its set-top-boked/e also used a Nielsenin @ Sinuous curve. This curve is actually conform with the
report [3] that gives precious insights about user behavioe e€cent measurements made in [3].
second set of related works is the measurements conducted on m
IPTV [10] and VoD systems [11]. . ] ] )

The popularity of every program is chosen in a predefined We now describe the algorithms for a peer-assisted arghl-
distribution, this popularity being strictly decreasingiwime. t€cture: a cache-and-relay approach (peer stores the video
The relevance of Zipf distribution to describe the poptyari POrtions they consumed) combined with a tracker. Peer-
of content in current large-scale applications has beemdemass'?'ted systems have attracted the attention of videacserv
strated. Studies have however revealed that programs wethiRroviders for VoD €.9.[14, 15]), but, to our knowledge, such
given channel do not follow such a distribution. Contraiilys ~ @rchitecture has not been studied for time-shifted systens
gstablished that the'program .popularity is a factor thatliess 5 Multiple-Interval Graph Model
important than the time at which the user watches TV. In [3], a o
quarter of shifters have a stream lag that is less than one hoy W€ Propose to use the well-knownultiple-interval graph
around40% of them watch their program less than 3 hou@tructqre to model the node; and the relatlonsh|p§ that.ea.n b
after the live program, and more than half of shifters enjdgStaPlished among them. First, we recall the main principle
a program broadcasted the same day. Some programs cabghind this structure., then we e_xplaln why this structure is
more popular than others, but this popularity is expecteakto 2dequate for time-shifted streaming systems. _

a consequence of the hour usage of catch-up TV, In an mteryal graphs, a vertex is associated with an |nte(va

In [12], a peak has been identified at the beginning of ea8ﬁ‘ th'e .real line, and an edge occgrs petween tWO, vertices
program, where many viewers start streaming the contefhttneir |'nte.rvals oyerlap [16]. A multiple-interval grapb a
Then, as can be also stated in VoD systems, the spikesg&Pera_“Zat'on of |_nterval graph where every vertex is @sso
departure have been shown to occur mostly either at tAEd W'”) several intervals, and the edge between two esrtic
end of the program, or because the user does not find dnyd @' €xists if one interval .as/souated with overlaps
interest after browsing the beginning of the program. Pedddn one interval associated with’ [17]. Multiple-interval
usually leave immediately and simultaneously at the end @f2Phs model problems like multi-task scheduled problems
programs [13]. Moreover, a large number of sessions encein fi'd resource allocation problems. ,
first minute, which means that these clients are not intedest " ime-shifted streaming systems, nodes are likely toestor
in the programs after browsing through the beginning. Is thyideo portions, and not a set of unrelated chunks. In prdposa

study, more than half of the population quits during the fest that are based on the cache-and-relay principle, nodes stor
multiple distinct portions if clients use fast forward omtiad

Ihttp://enstb.orgbgsimon/Resources/Time-shifted Commands- Let represent the Wh_0|6 stream il”! Fig_ure lbya
2http://stopwatch.tivo.com real line {.e, the horizontal line) with the time direction from
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right to left, wherechy is the earliest chunk in the systenk,,
is the freshest chunk (live chunk), and a video portion iatis

an interval (denoted by a real horizontal line). In our exbmp s i °__)
five peers fronp; to ps are watching TV in this scenario. Each P2 b o

peer is associated with a set of intervals, which corresgond

. . . .. 1
the video portions it stores, and a playback position dehote @
by a big black ball. In multiple-interval graphs, two pears  ch, --- ch; ---  cho
andz’ are linked when one video portion stored byverlaps «—— playback direction

with one video portion oft’. In this example, every peer is
associated with every other peer because any pair of peéi'lg 1. Multiple-Interval representation: the overlay geated by tracker
have at least one overlapping interval.

We represent the overlay created by the tracker on the right ) ] ) )
right part of Figure 1. We establish a directed link from a@o he tracker should discard all intervals related with theemp

x to a nodes’, when the playback position af is covered In our simulation, peers notify the tracker every ten misute

by an interval of peer. The link direction means that may ~ 2) Tracker to Peer CommunicationWhen a tracker re-

act as a server far’. The final overlay is a directed sub-grapfF€ives a notification from a peer; eitheru starts watching a

of the multiple-interval graphwith video portions and nodes. "€W Program, or a periodic notification, the tracker is expec
The advantages of the multiple-interval structure are ks &0 reply with a setP(u) of other peers having high probability

lows. Let consider that a central authority has a full knalgle to be able to serve: gntil the next notification. Fi'rst, the
of the participating nodes. Upon reception of requests froficker should determine the sBt(u) of peers storing the
clients for past stream portion, this front-end server has pext chunk requested by. The model based on multple-

discover as quickly as possible the set of nodes that Sto@gervql graphs simplifies the task of thg tracker. '”‘?"?ed' a
the given chunk,i.e. the peers that store a video portiorYaSt literature has explored the attractive opportunités

containing this chunk. If this central authority maintaias multiple-interval graphs, where most classic problemsfoah

multiple-interval graph in order to store information frahe a SOIL_Jt'On in _polynomlal time. In our |mplem_entat|on, we use
set of peers (which peer stores which interval), then it cA#SSIC algorithms for lookup and subset discovery. Because
make use of one of the many fast deterministic algorithmg [11€ Size 0fP(u) can be large, we decide that the tracker sends

that have been proposed in the literature for that purpose. nformation of a subse®’(u) € P(u). We will present in
Section IlI-C several strategies for choosing this subset.

3) Peer to Peer CommunicationWhen the peer, receives
the peersetP(u), it can decide to download the requested

In this paper, we opt for a hybrid architecture based onciunk from one or several of these peers. Many works have
tracker, which is expected to have a global knowledge of tidealt with efficient stream delivery from a set of potential
system, as shown in the left part of Figure 1. Our motivatiogervers. We prefer here to let the system designer decide the
is that the service provider is expected to keep the control best algorithm, which depends on many parameters, typicall
the stream delivery, in order for instance to adapt commisrcighe video encoding. Please note that, in our simulation,mve i
to the actual watching time. The main mission of the track@femented the simplest solution: the paechooses randomly
is to provide to every peer a setP(u) of peers having the in P(u) one peer, which is in charge of delivering the chunk
chunk requested by (called peersex if it has the capacity to do it.

1) Peer to Tracker CommunicationThe tracker is only
interested with the two endpoints of each interval storecby~"
peer, and does not need to know every chunk belonging to thisMe detail now strategies to select a subBét) among the
interval. Concretely, when a peerstarts a new program (first setP(u) of peers that owns the chunk requesteduby
joins or implements a switch), it notifies the tracker. Frdrat  Strategy AvailCap. In an idealized system, the tracker is
index of the first chunk of this program, the tracker shouldble to consider the available upload capacity of the peers i
be able to infer at any time the chunk that is currently playe®(«), then to select the most powerful peers, and, in case of
by u, because of the uniform speed of video playback. Whéies, the peers having the longest series of consecutivekshu
u finishes the program (leaves or switches again), the tracKehis strategy ensures to peem high probability to be served
records the last chunk that is been playeduatand stores until the next notification. It requires however to be awafe o
this interval related with.. This strategy, which leverages orthe available capacity of every peer at any time. It is a gfron
the linearity of the video playback, alleviates the burden cassumption, which requires to implement peers’ perforraanc
the tracker and reduces system control messages. Furtteermmonitoring. Nevertheless, we have implemented this gjyate
a peer also notifies the tracker on a periodical basis. Thdsercause it is intuitively a near-optimal strategy.
notifications allow the tracker to implement a failure dédec  Strategy Random On the contrary, the simplest strategy
that is, a tracker is able to determine if a peer is still aliveonsists in selecting a random sub&%t.) in P(u). Note that
If a peer is detected as no longer participating to the systethis strategy ensures that all peers are uniformly chosdmisn

B. Tracker-Peer Implementation

Neighborhood Selection Strategies



scenarios peer capacities [ PACUS Centralized[ Difference
content distrib. nicknam 0 1 2 3 4 HDTV scenario 6.12 13.98 ~53.9%
HDTV homoge. h-HD 25% 50% 25% 0% 0% IPTV scenario 3.57 13.28 —73.1%
heteroge. H-HD 40% 30% 20% 10% 0% TABLE Il
homoge. h-1P 0% 25% 50% 25% 0%
IPTV heteroge. H-Ip 0%  40% 30% 20%  10% AVERAGE NUMBER OF TRAVERSEDAS BY CHUNK

TABLE |
DISTRIBUTION OF PEER CAPACITY

areviewers(switch after a duration uniformly chosen between
2 and 60 minutes), andl0% are leavers(stay on a program

set, but it does not take into account tiigt some peers may during a time ranging from60 to 1800 chunks,i.e. a TV
have a larger upload capacity than others (a peer with pd&nstantly opens during up %0 hours). Moreover, we do
upload capacity is selected as frequently as a powerful) peé}pt tolerat_e mf!mte surfers, SO every peer is assom_ateu avit
and (ii) some peers have longer intervals than others (a surféie-To-Liveeither6 consecutive switches, 66000 minutes.
peer is chosen as frequently as a leaver). We describe now two crucial settings: the upload capacity
Strategy AS In another strategy, the goal is to take®f peers, and the location of peers in the network. In our
into account the underlying network. Theetwork-friendly System, peers are expected to upload a whole chunk to other
aspect of peer-to-peer systems has received a lot of amtentpeers.i.e, one data transmission consists of one-minute long
recently [18]. In order to limit the potentially high impactStream delivery. Therefore, the capacity of a peer is desdri
of traffic generated by peer-to-peer technologies on the (#% the number of concurrent streams that the peer is able to
derlying network, various works have explored the buildin§end to other peers. We have simulated tow scenarios: High-
of overlays based on network distance between peers. Thedinition TV (HDTV) and classic IPTV. In the HDTV, the
works include in particular clever algorithms at the trackeédverage capacity of peers 1s(in average, a peer is able to
side [18]. We suggest to implement also a network-friend§end one stream to one peer only), although peers could serve
strategy where the tracker selects the peefB(in) that are the N @verage2 peers in classic IPTV scenario. Besides, we have
closest tou. Here the distance can be measured by the laterRR§sically considered two scenarios of the distributionraf t
or the number of traversed Autonomous Systems (ASes). P€er capacities, eith@lomogeneougnost peers have the same
Strategy Playback Finally, the last strategy we have im-capacities), oheterogeneougmany peers have no capacity,
plemented consists in selecting the peers whose overigppRt some powerful peers can deliver a lot). We describe in
interval is also a current interval and whose playing positi Table | the four considered scenarios with their nicknames.
is the closest. This strategy has been implemented in deveral Ne location of peers depend also on the nature of the TV
popular peer-to-peer VoD systems [13]. If the peers are rfoadcaster. In our simulation, we have configured an letern
surfers, they will probably continue to watch the program fgnap from a CAIDA data-set containingg,421 ASes. Peers

a while. Hence, the peer has higher probability to find at aré uniformly spread over these ASes. T_his setting correfpo
least one peer having the chunks until the next notificationf0 @ world-wide TV broadcaster, the main target for our study

Finally, the number of cycles 80,000, i.e, more than
IV. SIMULATIONS 20 days. This duration is actually far longer than the current
We use PeerSim [19], a simulator targeting large-scale a@fiers of TV broadcasters, where the duration is in the order
dynamic overlays. We aim at evaluating the feasibility an@f the hours. Besides, random effects are avoided by using
performances of Peer-Assisted systems under variousxtsntefive distinct instances, for every simulation settings.
We focus on the measurements of the load reduction on IIB‘le

server and the reduction of the cross-domain traffic. Simulation Results

) ) . ) We first highlight a result that makes the case for peer-

A. Simulation Configuration assisted architecture. We present in Figure 3 the number of

We have depicted in Section Il a part of the configuratioreplicas of every chunk from time O to tim&),000 at the
parameters. The exact settings are available on our webs#ted of our simulation. In the embedded figure, we zoom on
Readers are invited to freely use these simulation instan@e a smaller area from time6,000 to time 29,000. Obviously,
detail now some additional simulation parameters. At eveponly active peers are represented. This result shows imdyita
cycle, a new chunk,e. the basic video unit, is generated. Wehat the most replicated chunks are the recent chunks. Now,
consider that a chunk represents one minute of stream in o invite the reader to recall Figure 2 where the lags of tdien
simulator. Of course, when several peers can provide a givame represented. The number of chunk replicas in Figure 3 is
chunk, a peer would benefit from a coordinated transmissiattually conforming with chunk popularity in Figure 2. Iredg
In this simulations, we choose a simpler model where a pebe more requested are the chunks, the more replicated they
transmit a chunk in its entirety to another peer. are. This is especially true in the embedded Figure. Actually

According to previous measurements [10], peers get asren the popularity of programs, which varies, produce high
signed a role: half of the peers asairfers (watch a same differences between chunk replicas. Of course, this is aaatu
program duringl or 2 chunks before switching}i0% of them result obtained by active clients. We highlight this redolt
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explain why peer-assisted architecture fits remarkablyh wiairchitecture can absorb most of the video traffic, with an
catch-up TV: the storage capacity of peers is automaticatgtimation that up to 80% of the traffic can be handled by
utilized for the most popular chunks. Please note that sompeers when the video quality is IPTV. Moreover, we propose
chunks in early period do not have any replica. It means thedveral strategies at the tracker side. Finally, we show tha
a client on this period has no other choice but to requestsimple AS-friendly strategy in the tracker can significantl
missing chunks from the server. In order to guarantee churdduce the overall cross-domain traffic.
availability, a new replica mechanism deserves to be ddvise
We now present in Figure 4 the most important result of our

system: the percentage of chunk requests that are handled {2 Ehf?e_ che” Reportthl\“ege”b Juned?,'illfg\-,v Mstorola. Mar. 2009
. . . VvVolving rRequirements tor On Deman etwoiwstorola, Mar. .
apeer. ObV'OUSIy' the Iarger is the percentage, the betteei [3] How DVRs Are Changing the Television Landscaypielsen, Apr. 2009.

system because the less saturated is the server. We highligh) J. zhuo, J. Li, G. Wu, and S. Xu, “Efficient cache placemecfiesne

three observations. First, the ratio of requests handlethby for clustered time-shifted TV serverdEEE Transactions on Consumer
. . . Electronics vol. 54, no. 4, pp. 1947-1955, November 2008.
peer-to-peer system is very important. In the IPTV SCeNariQs; v xiang. G. Wu, Q. Ling, and L. Wang, “Piecewise Patchifay

this ratio represents more th&d% of requests. More than Time-shifted TV Over HFC Networks/EEE Transactions on Consumer
half of requests can also be treated in the HDTV scenarig. Electronics vol. 53, no. 3, pp. 891-897, Aug. 2007.

. 6] C. Huang, C. Zhu, Y. Li, and D. Ye, “Dedicated Disk /0 Segies for
This awesome result means that the server can actually Bé IPTV Live Streaming Servers Supporting Timeshift Functidims Proc.

used as a backup server or for other purposes. Second, as canof IEEE CIT, 2007, pp. 333-338.
be expected, the strategy where the tracker is able to kndl F. V. Hecht, T. Bocek, C. Morariu, D. Hausheer, and B. I8l

. . “LiveShift: Peer-to-Peer Live Streaming with Distributedime-
the available capacity of every peer outperforms the other gpiing»in proc. of 8th Int. P2P Conf.2008, pp. 187-188.

strategies. We notice the relatively poor performances ef this] b. Gallo, C. Miers, V. Coroama, T. Carvalho, V. Souza, an&&lsson,
strategy based on the proximity of playback position. Diespi “A Multimedia Delivery Architecture for IPTV with P2P-Basetime-

: Shift Support,” inProc. of 6th IEEE CCNC2009, pp. 1-2.
its flaws, the random strategy has better results than ”]% Y. Liu and G. Simon, “Distributed Delivery System for Timeiifed

network-friendly one. Third, the heterogeneous distrdoubf Streaming System,” ifProc. of IEEE Conference LGN2010.
peer capacity does not really affect the capacity of theesyst [10] M. Cha, P. Rodriguez, J. Crowcroft, S. Moon, and X. Amatf,

. . “Watching television over an ip network,” ifProc. of Usenix/ACM
However, when the tracker can not rely on such information, g,ccomm internet Measurement Conference (IMZ008.

results are slightly dropping, but the drop is negligible. [11] Y. Hongliang, Z. Dongdong, Z. B. Y., and Z. Weimin, “Undéanding
Finally, we study the overall impact on the network in Ta- gsef bshaVi?r Lno |argefcale ;gigoézz-dzeorggnd systeSISOPS Oper.
; : . . yst. Rey.vol. 40, no. 4, pp. —344, .
ble II. The_peer-asasted system is compared with a cerdihli [12] T. Wauters, W. V. de Meerssche, F. D. Turck, B. DhoedD@meester,
system with only one server. For every chunk request, we™ T. V. Caenegem, and E. Six, “Management of Time-Shifted IPTV

count the number of ASes traversed by the chunk in the peer- Services through Transparent Proxy Deployment,”’Proc. of IEEE

. L . Globecom 2006, pp. 1-5.
assisted system, and compare it in the case that it comes fr[? Y. Huang, T. Z. J. Fu, D-M. Chiu, J. C. S. Lui, and C. Huang

the server. Hence, we measure the overall cross-domafit traf = “Challenges, Design and Analysis of a Large-Scale P2P-VgEtesn,”
generated by the catch-up TV system. For the peer-assis[t&d in SIGCOMM Comput. Commun. Re2008, pp. 375-388.

. ] V. Valancius, N. Laoutaris, L. Massoéli C. Diot, and P. Rodriguez,
system, we use the AS-friendly strategy. “Greening the Internet with Nano Data Centers,” fmoc. of ACM

We observe that the results are impressive with gains that coNEXT 2009.
reach up to73%. Actually, a peer-assisted architecture is ndt5] Y. chen, J. Leblet, and 6. Simon, ‘On reducing the crasmain traffic
- . P Ol box-powered cdn,” IrNFroc. O .
Only_a way to reduce t_he traffic at the seryer side, itis also %] M. C. Golumbic,Algorithmic Graph Theory and Perfect GraphsAca-
architecture for reducing the overall traffic over the Intdrn demic, 1980.
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