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Abstract—The capacity of the underwater acoustic communi- and insertion of pilot signals, to spectral efficiency amun
cations (UAC) channel is addressed under a comprehensivetse pjt/sec/Hz).

of assumptions: time-varying multi-paths channel, modeld as o otore an assessment of the ultimate performance of
a doubly-spread frequency-selective Ricean channel withriown ’ .
statistical properties, actual realization of the channelunkown Shallow water UAC, by the means of computation of the Shan-
to the transmitter and receiver, constraints on transmit pover Nnon capacity([B], appears critical to determine whethesghe
(averaged and/or peak) and available frequency bandwidthThe new techniques could actually yield a significant breakilgto
exact channel capacity under such general assumptions isi[lst in UAC performance — as it has happened for the last ten years
unknown. Therefore, upper and lower bounds of this capacity ;, iher domains (wifi, DTV, UWB, etc.). Meanwhile, this
are given, and then numerically assessed and discussed fofew . . ’ ! ’ ) .
typical shallow water UAC channels. interest is also renewed by the outcomes of recent intagesti
It is shown that, as long as the theoretical channel capacity Works [S]-[12] on the capacity of fading channels, mainly
is considered, transmission with spectral efficiency highethan — motivated by the wireless or ultra-wideband (UWB) channels
often now (e.g. 2 to 3 bits/sec/Hz) appears as a reasonableyyt which are applicable to the UAC channel as well.
objective in typical UAC channels, providing SNR about 15 to Unlike the capacity of other channels, the capacity of the
20 dB. In other respects, for a given available averaged trasmit !
power, large peak-to-averaged-power-ratio (PAPR) is alsshown Shallow water UAC chanrfblhas been seldomly addressed.
to be highly desirable, since it significantly reduces the qaacity Hayward et al.[[183] apply a Gaussian-beam propagation code
loss due to the channel uncertainty. to get the amplitudes and phases of the multipaths in a flat
Index Terms—Underwater acoustic communications, channel pottom shallow water environment (100 meters depth, range
capacity, doubly selective channel, Rician channel, pedimnited up to 20 km) with an almost unlimited available frequency
power, PAPR. band (from 100 to 1®Hz). Then, assuming a time-invariant
frequency-selective channel, they allocate the transmitep
across the available frequency band in order to maximize
This paper is motivated by the increased underwater capalgife channel capacity. Assuming a 193 dB rePa@1 m source
ity of underwater acoustic communication (UAA) systems thgevel, they eventually get very high theoretical bitratesout 1
has been experimentally demonstrated in the last few ygarsNabits/sec at 1 km or 100 kbits/sec at 10 km. More recentity,
applying new modulations and signal processing techniquegjanovic et al.[[14] consider a simpler propagation model
to UAC. Among these techniques, often borrowed from Oth@é_ Sing|e path whose signa]-to_noise ratio (SNR) at reoepti
domains such as cable or radio communications, the m@gfies with frequency and range according to simple acousti
attractive are likely multi-carriers (MC) modulations (i propagation models) and derive approximate simple reiatio
Orthogonal Frequency Division Multiplex (OFDM)I[1].1[2] between range, transmit power and channel capacity. Main
as a special case), efficient channel coding techniques syelnt is that the works above, even if interesting, are not
as turbo or LDPC codes, sparse channel identification [3] afiflly realistic since they neglect some critical charaistérs
iterative reception algorithms such turbo equalizatidn [8].  of the UAC channel, its random and highly time-varying
Main point is that, even in difficult shallow water envi-impulse response, and of the transmitting devices, thenofte
ronmental conditions, it now appears possible to signifilgan encountered peak-power and bandwidth limitations.
increase the bitrate with respect to the current state of theqence, this paper is devoted to the capacity of the UAC
art implemented in commercial-on-the-shelf (COTS) modergfannel. As often, this channel is modelled as a discrete-
(e.g. by using modulations having a large number of states,

such as 64-QAM, while COTS_ UAC modems [.6],‘ [7] general[y IMultiple-inputs multiple-outputs (MIMO) channels are rmuinsidered here
use at most QPSK modulations, thus leading, after codingere the focus is laid upon the single-input single-ougIS0) case.

I. INTRODUCTION



time Rician-fading single-input single-output (SISO) phals. B. Channel model
However, the time-varying multipath propagation leadiong t Let ¢ = [zo,---,zy_1]” denote the vector of input

selective channels in both time and frequency is considergd 45 These symbols are assumed identically indepénden
Moreover, to provide realistic guidelines for the desigdC  jistributed (i.i.d.) with the following constraints

modems, we here study the capacity under several critical

assumptions. lza|? < QF, 1)
(A1) Both peak and average power of the transmitted ) ) 02
symbols is limited. E{lz.[’} =07 < R (2)

(A2) Neither the transmitter nor the receiver know the )
current realization of the channel but both know th¥/nere the peak-to-average power ratio (PAPR$ a constant
channel distribution. satisfyings > 1 . The channel outpuy is given by
(A3) _The avgilable freque_ncy bandwidth is_ Iimit(_ed. _ y—Ho+w 3)
(A1) is the direct translation of physical limitations im-
posed by the transmitting devices (power amplifier, tranedu wherew ~ CN(0,02Iy), H is the N x N proper Gaussian
matching unit) and/or the available power supply. This asandom channel matrix defined as
sumption is fundamental since it rules out the often used ho o 0
Gaussian or 'peaky’ signals [115], [16] from the set of capaci X
achieving inputs(A2) corresponds to the noncoherent setting : hi,0
where the channel state information (CSl) is unknown to both
the transmitter and the receiver. FinalfA3) results from H =
obvious physical limitations of transmitting devices. 0 hi -1 hr.o
The main contributions of this paper are threefold: '
« Based upon the chain rulel[8] and a generalization of 0 o b 0
the entropy power inequality detailed in [17], lower and N-LL-1 - N*%-A?)
upper b-ounds on noncohe:\rgnt cap-acity under peak-pov&%rd hn is the gain at timen of the channel tapk, for
constraint are given for Rician fading channels. " _ 0,N —1] andk € [0, L — 1], L designating the length
« By applying these bounds to a few simple |deaI|ze§]c the

e channel impulse response. It is also convenient to
channels, it is shown that the lack of knowledge of, ..o byhy = [ho b1 k- ha—14]7 the N x 1 vector

the actual channel realization results in a capacity lo ; ) . i
which is strongly dependent upon the Rice factor and té%ggisag?)?glngf izetiﬁ;:nte?eng:r;f channel (i.e. the-th

Doppler spread, but also, in a less intuitive manner, upon . . .
P P PONGyr channel model relies on the widely used wide-sense

the peak-to-average power ratio (PAPR). . . .
« These bounds are then applied to real underwater acoug%%tmnary uncorrelated scattering (WSSUS) assumpti6h [1

hr—1,1-1

channels, recorded in the Mediterranean sea, that gpethat

typical examples of doubly dispersive Rician UAC fading E{hi} = hy-1xn A hy (5)
channels. Capacity of existing underwater communica- _ _ ) a

tions systems and the theoretical limits are compared. E { [hx = ha] [hs — I } = Ry (k) - 9r (6)

This paper is organized as follows. Sectign Il is devoted Whereﬁ and Ry (k) are the mean and the covariance matrix
the presentation of the system model and the main assumP- k H . .
. . . .0 the k-th channel tap, respectively. For commodity, we
tions. Capacity bounds applicable under the above assumqo“denote byo2 (k) the elemefitof the main diagonal oR; (k)
are given in sectiopll. Sectidn1V is devoted to applyingsh h HAM

bounds to a few idealized simple UAC channels and to discuss

influence of the Doppler spread, the Rice factor and the PAPR. o A Ll )
In sectior[ Y, the interest of the capacity bounds is illustia En =) _onlk) )
by applying them to a few typical UAC channels measured at 72201
sea. Finally, conclusions are given in secfion VI. A~ - 1/2
W2l = [ wua@Fds, @
Il. SYSTEM MODEL =0 ~1/2

A. Notation where vy (0) is the discrete Fourier transform of the mean
Throughout this paper, lowercase boldface letters dengje the channel impulse response (CIR), i.€u(d) =

vectors, e.gz, and uppercase boldface letters denote matrice:L‘g,]C hye2imkO,

e.g., A. The superscriptd and ' stand for transposition and ~ \We also denote byR 7 the sum over the channel taps of

Hermitian transposition respectivelg N (m, R) stands for the covariance matriceRy; (k), i.e. Ry A S, Ry (k), and
the distribution of a jointly proper Gaussian random vector ’ k '

with meanm and covariance matriR. Finally, E{.} stands  2note that, thanks to the WSSUS assumption, the maiiy (k) is
for expectation. Toeplitz.



by Sy (v), the normalized Doppler spectrum of this equivaler. Lower bound

time-varying flat-fading channel Using the generalization of the entropy power inequality
detailed in [17], a lower bound on the channel capacity is

% Z Riln e~20mnv/N 9) given in the following theorem.
=H =0 Theorem 2: The capacity of a discrete-time Rician WSSUS

channel with i.i.d. input symbols and a peak-power constrai

Using the above quantities, we can now define the pegKine time domain is lower-bounded as> LDSk, where
SNR of a global equivalent time-varying flat fading channel o

1
DS :
P2 Loy = lim —Eg {logdet < >}
SNRpeak 2 Q2 %, (10) peak = N oo N ﬁ EU
s 1/2 02 —%I
as well as the maximum average SNR a /1/2 log <1 Sulv ) (15)
1 . N .
SNR.., A ESNRpcak- (11) A is a weighting factor given by
:{ 25/2(71'6), if1<p<3 (16)
Finally, the Rice factor of thé&-th channel tap is defined as e"%/PR ) (me K2 02), if B> 3,
A |hl? where K and~ are the solution of the following system of
Kk = : (12) equations
oh (k) a |
Qp
[I. CAPACITY BOUNDS ke dn = 1,
2
As already mentioned, the non coherent case is considered - V2 )
here, where only the statistical properties of the chanrel a vz CEKe W du — Q7 (17)
assumed to be known to the transmitter and the receiverewhil ~ 9 26’
the actual channel realization is unkown. Hence, with the
above notations, the channel capacity [8] is given by which can be solved numerically. _
It is worth noticing that the lower bounoLpedk is the
1 difference of two terms.
C= lim — [ sup I(y;x) } (13) ! . . .
N—oo PoEPa « The first term is the coherent capacity of the channel

. ] ] without peak-power limitation as presented above in
wherel(y; z) = hu(y) — he(y|z) is the mutual information Theorentdl, but with a SNR loss expressed by the factor

betweeny andz, hr(y) the differential entropy ofy, and ). This loss takes into account for the effect of the peak-
the sup is taken forp, in the setP; of the input symbol power constraint. It is plotted Figulré 1 below with respect
distributions which meet the constraints (1) ahdl (2). to the PAPR. Note that fo = 0 dB, the expression of

A simplifies toA = 2/(we) which corresponds to a 6.3
A. Upper bound dB SNR loss. Then, for increasing the loss decreases

Let us first notice that using the chain rule for the mutual  until 5 = 3, and remains close to 2 dB fat above 3.
information, a rather intuitive bound can be derfe@his
upper bound, given in theoref 1, corresponds to the ideal SNR loss in LS,
assumption where the receiver knows each channel realizati
and where the input symbols are not peak constrained.
Theorem 1. The capacity of a discrete-time Ricean WSSUS
channel with i.i.d. input symbols and a peak—power constrai
in the time domain is upper-bounded @33, where

1 02
DS 1. T T
C2% = lim ~Ep {logdet <IN + o HH ) } . s
w (14) B (dB)

DS R
C .on corresponds to the coherent capacity of the chadfiel rig 1. Equivalent averaged SNR loss versus PAPRs expressed by the

without any restriction on the peak power of the input syrsbofirst term of the lower bound.?
and with an average SNR equals3NRpeax/ 5.

pcak

« The second term is a penalty term which corresponds to

SRigorous proofs of the two bounds of section 1ll-B are giver{1i9]. Note the capacity loss induced by the channel uncertainty. By
also that, to the best of our knowledge, no closed-from esgioa is known . . L h hi d
for the expectation in the right hand side terms[of] (14) &ds).(However, inspecting [(I), it is easy to see that this second term

these terms can easily be assessed numerically via a Memte-@chnique. depends only upon the random part of the CIR. Thus, for
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Fig. 2. Capacity bounds for the three idealized channelsabfell. The doppler spread has been taken equal(®/7s (whereTs is the symbol duration)

a given SNR and PAPR, it decreases with the Rice factmstance, 2 to 3 bits/sec/Hz for SNR in the 15-20 dB range,
and increases with the Doppler spread. vs typically at most 1 bit/sec/Hz for existing modems).
The second situation is also interesting since it corredpon
to the case where the main limitation results from overheati
To illustrate the interest of the above bounds, we considgroblems of the transmitting device during long continuous
now three simple doubly selective channels whose main geansmissions. In this context, it is reasonable to assinae t
rameters (number of paths, power density profile, Rice faftothe acoustic transducers cannot usually handle an average
are given on the tablé I. For the three channels, the Dopppgwer higher than 10% of the allowable peak powge=( 10
spreadpaopp has been taken equal @02/T; (where T, dB). As a reference, the capacity 2VCN of the AWGN
is the sampling rate). Then, the Doppler proffig;(v) has channel without peak limitation is also plotted. By insjegt
been determined fromugepp USINg the maximum entropy the corresponding plots, given on the second row of Figure
derivation proposed in_[20]. Moreover, two different stioas [, it can be noticed that, in these conditions, the theaaktic
are considered, characterized by two values of the PAPRipacity is also reduced by the doubly dispersive naturbeof t
B8 = 0 (peak-power constraint only) g = 10 (almost pure channel, but in a less significant manner as in the peak-power

IV. APPLICATION TO SIMPLE IDEALIZED CHANNELS

average-power constraint). constraint situation.
' The influence of the PAPR is highlighted Figur&l3 where
paths | delay [T.) | power (0B) | Rce factor the boundsC 7 and Ly, are plotted versus. We have
T 71T 0250 0366 10500 considered the channel Il of tab[é I. The SNR (peak or
II 4] 02510] 03-66|] 5000 averaged) and the doppler spread,,, have been set to 15
TABLE | dB and2.1072/Ty, respectively. It can be observed that in
MAIN PARAMETERS FOR THE SIMPLE IDEALIZED CHANNELS both cases (peak or averaged SNR), providing a PAPR larger

than 7 dB, the bound§' D} and L)5, are very close.
In other respects, the influence of the doppler spreagd,

The first situation § — 0 dB) corresponds to the case wherés illustrated Figuré# where the two boundg} and L)%,
the transmit power is mainly limited by the cost and volum@'e Plotted versuguo,,. For these plots, the channel Il is
of the transmitting device which mostly induces a stro lected, the avera_ged SNR is set to 15 dB and two values of
constraint on the peak-power. The corresponding capai%ﬁ PAPR are considered ¢ 0 or 10 dB). It can be observed
bounds are given for the three channels on the first row i@t even for very large (and maybe urg)rsealllsuc?) valuesief t
Figure[2. As a reference, the capacity®VCN of the peak- doppler spreagiqopp, the lower bound. >, is significantly
limited AWGN channel[[21] is also plotted. It can be notice®SS affected for large value of the PAPRhan for 5 = 0 dB.
that the upper bound’2$ is very close to this capacity
CAnEN. In other respects, these plots clearly show that, even
if the unknown theoretical non coherent capacity is likely We now consider three UAC channels, recorded in the
significantly lower than the capaci I‘}ZXEN, it should remain Mediterranean sea off La Ciotat (FR) at a carrier frequency
larger than the bitrate of existing high data rate modemss (fof 6 kHz in a 1 kHz bandwidth, and for three transmission

V. APPLICATION TO CHANNELS MEASURED AT SEA
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delay spread have been estimated and and the overall spgeadi

factor found about0~2. Sy (v) is obtained using the Welch’s

averaged, modified periodogram spectral estimation method
distances, 1000, 2500 and 5000 m. These channels are (8ee the spectrum.welch function of MATLAB). As in section
as demanding as the most difficult channels of sedtidn IfX] two situations are considered for the PAPR% 0 or 8 =
However, they are typical of the UAC channels frequentl§0 dB).

OO

4 6 10
B (dB)



As above, the first situation3(= 0 dB) corresponds to the REFERENCES
case where the tran_s‘.m't power 1S ma'nly limited by the CQS[tl] M. Chitre, S.H. Ong, and J. Potter, “Performance of cod&eDM
and volume of amplifier. The capacity bounds corresponding in very shallow water channel and snapping schrimp noise,Pric.

to this situation are given by the plots of the second row ef th __ OCEANS 2005, MTSIEEE, Brest (FR), June 2005. .
[2] F. Frassati, C. Lafon, P.A. Laurent, and J.M. PasseriéExperimental

FlgureB. Main observathn is that, in spite of the differenc assessment of OFDM and DSSS modulations for use in littoedéns
between the three considered channels, the plotted upper underwater acoustic communications,” IEEE Oceans-Europe 2005,

and lower bounds are very similar for the three considered Brest (FR), June 2005. iy . .
h Is. Thi b lained bv th t Rici t é C.R. Berger, S. Zhou, J.C. Preisig, and P. Willett, “Searchannel
channels. IS can be explaine y the strong Rician natu estimation for multicarrier underwater acoustic commatian: From

of these channels (for instance, at 2500 m, the Rice factor of subspace methods to compressed sensingZEE Trans. on Sgnal

the path with a delay = 10 ms is around 80). Processing, vol. 38, no. 3, March 2010. o _
C. Laot, A. Glavieux, and J. Labat, “Turbo equalizatioAdaptive

: . . .[4]
The third I‘_OW Qf F|gur{5 shows these gapacny bounds ”[1 equalization and channel decoding jointly optimizedEEE Journal
the second situatior8(= 10 dB). It can be noticed now that, for on Selected Areas of Commun., vol. 19, pp. 1744-1751, Sep. 2001.

large SNR, the channel capacity is significantly smallenthal®! R- Otnes and T.H. Eggen, “Underwater acoustic commuioioa: Long-
- . term test of turbo equalization in shallow waterEEE Journal of
the AWGN channel capacity (the difference between these Geeanic Engineering, vol. 33, no. 3, pp. 321-334, July 2008.

capacities, being roughly equivalent, f8NR,, > 15 dB, [6] L. Freitag, M. Grund, S. Singh, J. Partan, P. Koski, and Ball,

to a 5 dB loss on the averaged SNR). It can also be observed ‘The WHOI micro-modem: an acoustic communications and gtion
h dicted h d of . h system for multiple platforms,” inOCEANS, 2005. Proceedings of
that, as predicted at the end of sectlod IV (see [Rig 3), the yrgiEee. IEEE, 2006, pp. 1086-1092.

boundsC 2% andLEcSak are now rather tight. This means that[7] A.C. Singer, J.K. Nelson, and S.S. Kozat, “Signal preaeg for

as long as3 is sufficiently large angq,,, relatively small, the undepwater acoustic communicationtEE Commun. Mag., pp. 90-96.
knowledge of the channel realizations at the receiver, (@e. 8] T. Cover and J. ThomasSlements of Information Theory, Wiley, 1991.

coherent setting) does not bring a significant capacity.gain [9] A. Lapidoth and S.M. Moser, “Capacity bounds via dualitith

Finallv. as in sectio the shape d@P®S. in Figure applications to multiple-antenna systems on flat-fadingnciels,”| EEE
Y LIV, p peak 9 B Transactions on Information Theory, vol. 49, no. 10, October 2003.

Iee}dg to t_he conclusion that, in the operating SNR range [Qg_f,] V. Sethuraman and B. Hajek, “Capacity per unit energyfarfing
existing high data rate underwater modems (approx. 15 to 20 channels with a peak constraint!lEEE Trans. Inf. Theory, vol. 51,
dB), these channels should allow to communicate at Ieast[[a_;Lt] no. 9, 2005.

0

. . - M. Gursoy, H.V. Poor, and S. Verdd, “The noncoherenti&i fading
2 to 3 bits/sec/Hz. This means that, for channels similar channel Part I: Structure of the capacity-achieving ifipUEEE Trans.

the ones considered here, there is still a significant plessib  Wireless Commun, vol. 4, no. 5, September 2005.

; ; ; ot ; ] G. Durisi, U.G. Schuster, H. Bolcskei, and S. Shamdiitt§, “Non-
bitrate improvement with respect to existing SISO high dat¥ coherent capacity of underspread fading channelEEE Trans. Inf

rate modems. Theory, vol. 56, no. 1, 2010.
[13] T. Hayward and T.C. Yang, “Underwater acoustic comration
VI. CONCLUSION channel capacity: A simulation study,” Proceeding of AIP Conference,

. November 2004, pp. 114-121.
Upper and lower bounds for the noncoherent capacity of the; p | ycani, M.Medard, and M.Stojanovic, “On the relatitiip between

UAC channel, modelled as a doubly selective Rician fading  transmission power and capacity of an underwater acoustioranica-
channels have been presented. A peak-power limitation@n th  tion channel,” inProc. IEEE Oceans 08 Conference, Kobe, Japan, April
transmit S|g_nal_(f|n|te PAPR) has b_een cqn5|dered to reflqg] 1.C. Abou Faycal, M.D. Trott, and S. Shamai (Shitz), &TCapacity
the constraint imposed by electronic devices. The effect of of Discrete-Time Memoryless Rayleigh Fading ChanndlEEE Trans.
the finite PAPR constraint and of the channel uncertaint Inf. Theory, vol. 47, no. 4, pp. 1290-1301, 2001.

. . ip g S. Verdu, “Spectral efficiency in the wideband regiméEEE Trans.
induced by the noncoherent setting have been quantified,

. Inf. Theory, vol. 48, no. 6, pp. 1319-1343, 2002.
an equivalent loss on the averaged SNR and a penalty tgim R. Zamir and M. Feder, “A generalization of the entroppwer

that is explicit in the channel Doppler spectrum, respetyiv inequality with applications,” IEEE Trans. Inf. Theory, vol. 39, no.
) . 5, Sep. 1993.

Numer'cal_ as_sessme_nts mc!lcate that, when the peak-rawe [18] P. A. Bello, “Characterization of randomly time-vantdinear channels,”

power ratio is relatively highX 7 dB), the penalty term IEEE Trans. Commun. Systems, vol. 11, no. 4, pp. 360-393, 1963.

remains rather low and the noncoherent setting does noyimpi®l J:M. Passerieux, F.X. Socheleau, and C. Laot, “On thedsberent
N . . Capacity of Doubly Selective Rician-Fading Channels uritiEak-Power
a significant capacity loss compared to the coherent setting  cConstraint,” Arxiv preprint arXiv: 1011.3380, 2010.
Finally, by studying both very demanding idealized fadingeo] F.-X. Socheleau, C. Laot, and J.-M. Passerieux, “Canderivation of

channels and real doubly dispersive Rician fading chanitels scattering function from channel entropy maximizationZEE Trans.
Commun, vol. 58, no. 11, Nov. 2010.

has been_Shqwn that the proposed capacity bounds can proygie s "shamai (Shitz) and 1. Bar-David, “The capacity of rage and peak-
useful guidelines for future UAC modems development. More  power-limited quadrature gaussian channel&EE Trans. Inf. Theory,
precisely, by considering a real underwater acoustic oflan vol. 41, no. 4, Jul. 1995. , L

h h that in a tvpical shallo ater en .ronmerLZE] F.-X._ Sochelgau, J.-M. Passerleux,_ and C. La_ot,‘ (Ittera;aqon
W? aV_e shown ' yp! > W W Vi of Time-Varying Underwater Acoustic Communication Channéth
(high Rice factor, channel spreading factor less than?), Application to Channel Capacity,” irProc. Underwater Acoustic
there is still a theoretical bitrate gain of a factor 2 to 3  Measurement: Technologies and Results, Jun. 2009.
relatively to the existing high data rate underwater modems
that usually operate around 1 bit/sec/Hz [6], [7]. Simifathis
also means that there should be a 5 to 10 dB margin between

what is implemented today and the ultimate theoreticaltimi



	Introduction
	System model
	Notation
	Channel model

	Capacity bounds
	Upper bound
	Lower bound

	Application to simple idealized channels
	Application to channels measured at sea
	Conclusion
	References

